Editorial: Effects of Game and Game-Like Training on Neurocognitive Plasticity

Guido P. H. Band\textsuperscript{1*}, Chandramallika Basak\textsuperscript{2}, Heleen A. Slagter\textsuperscript{3} and Michelle W. Voss\textsuperscript{4}

\textsuperscript{1} Leiden Institute for Brain and Cognition, Leiden, Netherlands, \textsuperscript{2} School of Behavioral and Brain Sciences, University of Texas at Dallas, Dallas, TX, USA, \textsuperscript{3} Department of Psychology, University of Amsterdam, Amsterdam, Netherlands, \textsuperscript{4} Department of Psychological and Brain Sciences, University of Iowa, Iowa City, IA, USA

*Correspondence: Guido P. H. Band band@fsw.leidenuniv.nl

Keywords: videogame, learning, training effects, cognitive control, prefrontal cortex, neuromodulators, working memory, plasticity

The Editorial on the Research Topic

Effects of Game and Game-Like Training on Neurocognitive Plasticity

Playing videogames is a widely practiced leisure activity. Because of the time spent playing and the interactive content, game-guided learning could potentially supplement or replace more traditional mediums for learning and rehabilitation. There are many shades of gray between pure cognitive training, where the participant pursues the goal of a cognitive benefit directly, and game-based training, where training is contained in activities with their own intrinsic motivational value. Finding the optimal approach requires a better understanding of the underlying mechanisms (cf. Karbach and Schubert, 2013). We therefore conducted a research topic entitled “Effects of game and game-like training on neurocognitive plasticity,” composed of eight empirical papers, an opinion paper and a review that contribute to the quest for effective ways to employ game-guided learning.

Several studies have shown benefits from videogames for cognitive functions such as visual attention (Green and Bavelier, 2003, 2007), and multitasking (Basak et al., 2008; Anguera et al., 2013). However, transfer of cognitive training to criterion tasks is not always observed. For a reliable picture of game effects, methodological rigor is necessary; to recalibrate positive findings (Redick and Webster) and to give way to publication of reliable null-results (Boot et al., 2011). Optimizing methodology is an ongoing process, as Zelinski et al. demonstrated using structural equation modeling to validly evaluate transfer.

How do games make training more effective? Games can help overcome cognitive limitations by employing adaptive difficulty, informative feedback, and a sufficient dosage (Mishra and Gazzaley). But the positive role that is often attributed to increased motivation (Habgood and Ainsworth, 2011), prolonged immersion and fun inherent in games may be overestimated. Wang et al. tested the optimal way to schedule a working memory training intervention. They found that transfer from training to fluid intelligence scores occurred only after spreading training sessions over 20 days, and not after any of the denser schedules. Thus, long game sessions may not be the most efficient way to learn. Katz et al. performed a systematic study to identify motivational game features that could boost children's working memory. Surprisingly, game elements such as real-time score displays modulated learning only negatively. This illustrates that mere addition of game elements to disguise the burden of active training works counterproductive. Rather, game-guided training should comply with the same

evidence-based principles as traditional forms of training (e.g., Schmidt and Bjork, 1992; Pashler et al., 2007).

What are the cognitive mechanisms that make games beneficial for training? Both game designers and trainers acknowledge the difficulty of merging gaming with training features. When there is too much focus on cognitive benefit, game elements may fail to raise motivation. Conversely, when game elements dominate, they exert a cognitive load at the expense of capacity available for target training (cf. Sweller et al., 1998), or at least draw attention away from the target training. It is fair to assume that the amount of learning is a function of the intensity and the focus of attention for relevant learning material. Indeed, Nikolaidis et al. demonstrated that individual differences in the working memory related brain response to game training are predictive of post-intervention changes on the Sternberg memory search task.

The influence of attentional focus and intensity in games can be translated to game effects on neuromodulation (e.g., Deveau et al.). Reward is a common game ingredient, associated with the release of dopamine (Koepp et al., 1998) and consequently, new habit formation. Gaming elements can help preserve reward responsiveness as measured in ventral striatum after training (Lorenz et al.). Furthermore, games often trigger arousal, characterized by phasic norepinephrine release, which facilitates attention and memory encoding (Tully and Bolshakov, 2010). Note, however, that trainees vary in neuromodulatory activity across age groups and between trainees with and without psychopathology (e.g., schizophrenia, ADHD). Thus, game mechanics should ideally adapt to individual differences in optimal levels of reward, reward responsiveness (cf. Gray, 1982) and arousal.

A different form of brain stimulation targets brain activity at EEG spectral bands associated with attention, working memory and control. Reedijk et al. used binaural beats to entrain target frequencies alpha (10 Hz) or gamma (40 Hz), which led to improved divergent thinking scores, at least for participants with lower dopamine levels. The same reasoning, that entrainment of the brain activity spectrum can improve cognitive performance, is followed in applying neurofeedback and transcranial AC stimulation. Mishra and Gazzaley argued that integrating such entrainment techniques into games, the closed-loop approach, may be able to boost game efficacy.

Finally, games can target qualitative changes in task performance. Bavelier et al. (2012) argued that transfer occurs if games help in “learning to learn,” which involves better selection of relevant information and recognition of a problem structure. Stamenova et al. found data challenging this principle, however. They trained older adults to better distinguish targets from foils in a recollection training task. Although false alarm rates decreased, there was no transfer to non-trained memory tests, possibly because the stimulus set used for training was too limited. Generalization of learning increases as variability in input and training tasks increases (Schmidt and Bjork, 1992). High variability at the level of the learning material likely fosters learning at a more abstract level of representation (Green and Bavelier, 2008; Slagter, 2012). Another example of a qualitative cognitive change by game-guided training is the observation of Connors et al. who trained blind participants navigation through a building, using either audio- or game-guided training. Although standard performance improved equally for both groups, the game-guided training group could apply the same spatial knowledge faster and more flexibly, suggesting deeper or more implicit learning.

In sum, game elements have clear potential to improve training via multiple mechanisms. Perhaps the largest challenge in optimizing the efficacy of game-guided training is to gear interventions to individual differences. Variable brain anatomy, connectivity, baseline performance, age, neuromodulation, and strategy use can all modulate effects of game training parameters. As more is known about the neurocognitive properties of the trainee, games can be adapted accordingly. Ultimately, this approach would merge game design with insights from cognitive neuroscience and educational neuroscience.
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