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1 Introduction and summary

Entanglement is one of the key features which distinguishes quantum physics from the classical realm and it is widely recognized as an essential ingredient in shaping many of the physical properties of complex interacting quantum systems. In particular, there is an increasing realization of the important role which entanglement plays in quantum field theory (QFT) [1–3] and quantum gravity [4–7]. While there are a variety of measures of entanglement [8], two which have received particular attention in the latter fields are entanglement and Rényi entropies. For example, typical calculations begin with some QFT in a (global) state described by the density matrix $\rho$ on a given time slice. Then one restricts the state to a particular region $A$ by tracing over the degrees of freedom in the complementary region $B$ to produce:

$$\rho_A = tr_B(\rho) .$$  \hspace{1cm} (1.1)

The above entanglement measures are constructed from the reduced density matrix as

$$S_{EE} = -\text{Tr}(\rho_A \log \rho_A) ,$$  \hspace{1cm} (1.2)

$$S_n = \frac{1}{1 - n} \log \text{Tr}(\rho_A^n) .$$  \hspace{1cm} (1.3)
In particular, the Rényi entropies $S_n$ form a one-parameter family labeled by the index $n$, which is often taken to be an integer (with $n > 1$) [9, 10]. However, when $S_n$ can be continued to real $n$, the entanglement entropy can be recovered with the limit: $S_{\text{EE}} = \lim_{n \to 1} S_n$.

From a certain perspective, the Rényi entropies (1.3) are 'less complicated' objects than the entanglement entropy (1.2). One manifestation of this assertion is that $S_n$ can be evaluated as the expectation value of an operator in (a replicated version of) the QFT for integer $n > 1$. In particular, eq. (1.3) can be recast as

$$S_n = \frac{1}{1-n} \log \langle \tau_n \rangle,$$

(1.4)

where the twist operator $\tau_n$ is a codimension-two surface operator with support on the entangling surface (which divides the time slice into regions $A$ and $B$) [1, 11, 12]. To be precise, the above expectation value is taken in the tensor product of $n$ copies of the QFT — see further details in section 2. This reformulation of the Rényi entropies also allows these quantities to be evaluated using quantum Monte Carlo techniques, e.g., [13–15], and even to be measured in the laboratory, e.g., [16, 17].

However, turning to holography, the situation is somehow reversed. In the context of the AdS/CFT correspondence, the RT and HRT prescriptions [18–20] provide an elegant geometric tool which can be implemented in a straightforward fashion to evaluate the entanglement entropy in the boundary theory for general situations. The recent derivations [26, 27] of these two prescriptions also yield a geometric construction to evaluate holographic Rényi entropies, which can be formulated as evaluating the area of a cosmic brane in a backreacted bulk geometry [28]. Unfortunately, this approach does not yield a practical calculation except in very special situations. One example is the case of a spherical entangling surface in a boundary conformal field theory (CFT) [29, 30] where the backreacted geometry becomes a hyperbolic black hole in AdS, as will be reviewed in section 3. Further, progress in this direction was made recently [31] by studying the variations of $S_n$ for small perturbations of a spherical entangling surface for a four-dimensional boundary CFT — see also [32]. In this paper, we provide a generalization of these calculations [31] to any number of boundary dimensions.

Our investigation relies on the field theoretic approach introduced in [33] to investigating the shape dependence of Rényi entropies in CFTs. In particular, they examined the twist operators as conformal defects, e.g., [40–42]. This framework naturally leads to the definition of the displacement operator, which implements small local deformations of the entangling surface. Further, this work allowed a variety of different conjectures, e.g., [33, 36, 43–45] with regards to the shape dependence of $S_n$ to be consolidated in terms of a single simple constraint [33]:

$$C_D(n) = d\Gamma \left( \frac{d+1}{2} \right) \left( \frac{2}{\sqrt{\pi}} \right)^{d-1} h_n,$$

(1.5)

\[1\] This approach has also been extended to include higher curvature interactions in the gravitational dual [21–24], as well as quantum fluctuations in the bulk [25].

\[2\] For previous studies of the shape dependence of entanglement entropy, see [34–39].
for a $d$-dimensional CFT. Here, $C_D(n)$ is the coefficient defining the two-point function of the displacement operator and $h_n$ is the conformal weight of the twist operator, which controls the correlator of the stress tensor with the twist operator — see eq. (2.10). This constraint is known to hold for free massless scalars and fermions in $d = 3$ [46, 47], as well as free massless scalars in $d = 4$ [33]. Further, the $n \to 1$ limit of eq. (1.5) was recently proven to hold in general CFTs [48]. However, eq. (1.5) is not a universal relation for general CFTs at general values of $n$. In particular, the results of [31] imply that this constraint fails for four-dimensional holographic CFTs. With our extension of these holographic calculations to general dimensions, we will explicitly confirm that eq. (1.5) does not hold for holographic CFTs in any dimension.

The paper is organized as follows: In section 2, we review in detail the defect CFT language, and we show how it allows one to generalize the results of [31] to arbitrary number of dimensions. In particular, we show that $C_D$ appears in the expectation value of the stress tensor in the presence of a deformed defect (entangling surface). In section 3, we review the construction of the holographic dual of a deformed planar entangling surface, and the determination of $C_D$ by simply extracting the expectation value of the stress tensor in this background. In section 3.2, we perform this computation numerically in the holographic dual of Einstein gravity in $3 \leq d \leq 6$, as well as in an analytic expansion around $n = 1$ to order $(n - 1)^2$ in any number of dimensions. We also examine the limit $n \to 0$ for general dimensions, which is amenable to analytic result. In section 3.3, we then probe the dependence of $C_D$ on higher derivative corrections in the bulk, by adding a Gauss-Bonnet curvature-squared interaction. We extract $C_D$ numerically in $d = 4, 5$, as well as to second order in an analytic expansion around $n = 1$ in $4 \leq d \leq 6$. From the latter, we observe that for a special value of the Gauss-Bonnet coupling, eq. (1.5) holds to order $(n - 1)^2$. Finally, we obtain analytically the value of $C_D$ in the limit $n \to 0$ for any number of dimensions, and find that the result is independent of the Gauss-Bonnet coupling and hence, matches the corresponding result for Einstein gravity. We conclude in section 4 with a brief discussion of our results. Some technical details are relegated to the appendices: appendix A provides the details needed to derive a certain useful representation of the two-point correlators used in section 2. In appendix B, we describe how the expression for the boundary stress tensor used in section 3.2.1 is determined through holographic renormalization with Einstein gravity in the bulk.

Before proceeding, let us finally emphasize that our procedure applies equally well to any other conformal defect: the only place in which the information about Rényi entropy enters the computation is in the specific form of the dual metric. Finally, let us add that while this paper was in the final stages of preparation, ref. [49] appeared with results similar to those in section 3.2.

2 The CFT story

The main object of interest here will be the twist operators which appear in evaluating the Rényi entropies as in eq. (1.4). These operators are best understood for two-dimensional

\footnote{Of course, both $C_D(n)$ and $h_n$ vanish at $n = 1$. Hence the nontrivial result of [48] is that the first derivative of eq. (1.5) with respect to $n$ holds at $n = 1$.}
CFTs since in this context, they are local primary operators [1, 11]. For CFTs or more generally QFTs in higher dimensions, twist operators are formally defined with the replica method, e.g., see [12, 30]. However, in higher dimensions, they become nonlocal surface operators and their properties are less well understood. The replica method begins with a Euclidean path integral representation of the reduced density matrix $\rho_A$ where independent boundary conditions are fixed on the region $A$ as it is approached from above and below in Euclidean time, i.e., with $t_E \to 0^\pm$. To evaluate $\text{Tr}(\rho^n_A)$ in eq. (1.3) then, the path integral is extended to a path integral on an $n$-sheeted geometry, where the consecutive sheets are sewn together on cuts running over $A$. The result is often expressed as $\text{Tr}(\rho^n_A) = Z_n/(Z_1)^n$ where $Z_n$ is the partition integral on the full $n$-sheeted geometry.\footnote{The denominator is introduced here to ensure the correct normalization, i.e., $\text{Tr}[\rho_A] = 1$.} To introduce the twist operator $\tau_n[A]$, this construction is replaced by a path integral over $n$ copies of the underlying QFT on a single copy of the background geometry. The twist operator is then defined as the codimension-two surface operator extending over the entangling surface, whose expectation value yields

$$\langle \tau_n[A]\rangle = \frac{Z_n}{(Z_1)^n},$$

(2.1)

where the expectation value on the left-hand side is taken in the $n$-fold replicated QFT. Hence eq. (2.1) implies that $\tau_n[A]$ opens a branch cut over the region $A$ which connects consecutive copies of the QFT in the replicated theory. Note that to reduce clutter in the following, we will omit the $A$ dependence of the twist operators $\tau_n$.

For the remainder of our discussion, we will consider the case where the underlying field theory is a CFT, which allows us to take advantage of the description of the twist operators as conformal defects [33]. Further we will focus on the special case of a planar entangling surface $\Sigma$, which will allow us to take advantage of the symmetry of the background geometry.\footnote{Planar and spherical entangling surfaces are conformally equivalent and so the following discussion could equally well be formulated in terms of a spherical entangling surface. With regards to eq. (1.5), we note that both $C_D(n)$ and $h_n$ control short distance singularities in particular correlators involving the twist operators, e.g., see eqs. (2.7) and (2.10), and so these parameters characterize general twist operators, independently of the details of the geometry of the entangling surface.} As discussed above and in the introduction, for integer $n > 1$, the computation of $S_n$ is related to the expectation value of a twist operator $\tau_n$,

$$S_n = \frac{1}{1-n} \log \langle \tau_n \rangle,$$

(2.2)

where the expectation value is taken in the tensor product theory $(\text{CFT})^n$. The twist operator breaks translational invariance in the directions orthogonal to $\Sigma$, and correspondingly the Ward identities of the stress tensor acquire an additional contact term at the location of the defect:\footnote{Let us stress that the Ward identity (2.3), as usual, should be interpreted as if both sides were inserted in a correlation function.}

$$\partial_\mu T^{\mu\alpha}_{\text{tot}}(x, y) = \delta_\Sigma(x) D^\alpha(y).$$

(2.3)
The subscript ‘tot’ in eq. (2.3) indicates that the stress tensor is the total stress tensor of the full replicated theory, \((\text{CFT})^n\) — equivalently, it is inserted in all the copies of the replicated geometry. In the absence of this subscript, \(T_{\mu\nu}\) refers to the stress tensor of a single copy of the CFT. The delta function \(\delta_\Sigma\) has support on the twist operator. Hence, the operator \(D^a\), which is known as the displacement operator, lives on this defect. If we denote the position of the twist operator in space with \(X^\mu(y)\) — i.e., in the present (planar) case, \(X^\mu = (0, y^i)\) — and the unit vectors orthogonal to the defect with \(n^a\), we can give a definition of the displacement in terms of the correlator \(\langle \cdots \rangle_n\) of arbitrary insertions in the presence of the twist operator

\[
\langle D^a \cdots \rangle_n = n^a_\mu \frac{\delta}{\delta X_\mu} \langle \cdots \rangle_n. \tag{2.4}
\]

In the above expression and throughout the following, expectation values labeled by \(n\) are implicitly taken in the presence of the twist operator. Furthermore, recall that in the present discussion, \(\tau_n\) has support on the flat entangling surface \(\Sigma\) — in a more general case, eq. (2.4) would compute the connected part of the correlator. The definition (2.4) makes it obvious that, much like a diffeomorphism is equivalent to the insertion of \(\delta g_{\mu\nu} T^{\mu\nu}\) in the path integral, the response of a defect to a displacement

\[
\delta X^\mu = \delta_\mu^a f^a, \tag{2.5}
\]

is given by repeated insertions of the displacement operator, e.g.,

\[
(1 - n) \delta S_n = \frac{1}{2} \int_{\Sigma} dw \int_{\Sigma} dw' f^a(w)f^b(w')(D_a(w)D_b(w'))_n + O(f^4). \tag{2.6}
\]

In eq. (2.6), we disregarded the insertion of the contributions of a single \(D^a\) since the one-point function of \(D^a\) vanishes for a flat (or spherical) defect. The two-point function of the displacement operator is fixed up to a single coefficient

\[
\langle D_a(w)D_b(w') \rangle_n = \delta_{ab} \frac{C_D}{(w - w')^{2(d-1)}}. \tag{2.7}
\]

Of course, \(C_D\) is the parameter which we wish to determine here. Extracting it from a direct computation of \(\delta S_n\) in eq. (2.6) would involve second order perturbation theory around a flat entangling surface. Luckily, \(C_D\) appears in other observables, some of which are linear in the displacement operator, and so will require only a leading order perturbation. It is convenient to focus on the correlation function between the displacement operator and the stress tensor. The generic two-point function of primaries (in the presence of a planar defect) with the relevant quantum numbers was given in [42] in terms of three OPE coefficients \(b_i\)

\[
\langle D_a(w)T_{ij}(z) \rangle_n = x_a \left[ \frac{(b_3 - b_1) \delta_{ij} x^b}{d x^2 (x^2 + w^2)^{d-1}} + \frac{4b_1 w_i w_j}{(x^2 + w^2)^{d+1}} \right], \tag{2.8a}
\]

\[
\langle D_a(w)T_{bi}(z) \rangle_n = w_i \left[ \frac{b_3 \delta_{ab} x_a x_b ((b_3 - 2b_1) w^2 + (2b_1 + b_3) x^2)}{(x^2 + w^2)^{d+1}} \right], \tag{2.8b}
\]

\(^7\)The same holds for the three-point function with a flat entangling surface.
\[ \langle D_a(w) T_{bc}(z) \rangle_n = \frac{b_3}{2 d^2 (x^2 + w^2)^d} \left[ -x_a \delta_{bc} (x^2 + w^2) + x_c \delta_{ab} (w^2 - x^2) + x_b \delta_{ac} (w^2 - x^2) \right] \\
+ \frac{x_a x_b x_c}{x^4 (x^2 + w^2)^{d+1}} \left( (b_1 + b_2 - b_3) w^4 + 2 (b_2 - b_1) x^2 w^2 + (b_1 + b_2 + b_3) x^4 \right), \]

where we recall that \( z^n = (x^n, y^n) \), but we have further fixed \( y^n = 0 \) in these expressions. In fact, when the operators involved are the displacement operator and the stress tensor, only two of the three coefficients are linearly independent:

\[ b_1 = \frac{(d - 1) C_D}{\pi (d - 2)} n - \frac{2^{d-2} \pi^{-\frac{d+1}{2}} d^2 \Gamma \left( \frac{d+1}{2} \right)}{d - 2} h_n \]  
(2.9a)

\[ b_2 = -\frac{1}{\pi (d - 2)} n + \frac{2^{d-2} \pi^{-\frac{d+1}{2}} d^2 \Gamma \left( \frac{d+1}{2} \right)}{d - 2} h_n \]  
(2.9b)

\[ b_3 = 2^{d-1} \pi^{-\frac{d+1}{2}} d \Gamma \left( \frac{d+1}{2} \right) \frac{h_n}{n}. \]  
(2.9c)

The coefficient \( h_n \) which appears in these expressions is the so-called conformal weight of the twist operator. It is defined by the expectation value of the stress tensor with a planar twist operator:  

\[ \langle T_{ij}(z) \rangle_n = \frac{h_n \delta_{ij}}{2 \pi n |x|^d}, \quad \langle T_{ab}(z) \rangle_n = \frac{h_n}{2 \pi n |x|^d} \left( (d - 1) \delta_{ab} - d \frac{x_a x_b}{x^2} \right). \]  
(2.10)

Now we can use eq. (2.4) to compute the same expectation value, but in the presence of the deformed entangling surface \((f \Sigma)\)

\[ \langle T_{\mu \nu}(z) \rangle_n, f \Sigma = \langle T_{\mu \nu}(z) \rangle_n - \int d^{d-2} w (D_a(w) T_{\mu \nu}(z))_n f^a(w) + O(f^2). \]  
(2.11)

Clearly, for a generic deformation the integral cannot be performed. However, it turns out that the singular terms in the short distance expansion \(|x| \to 0\) can be written down explicitly. This is due to the following property of the correlation function (2.8). When the limit \(|x| \to 0\) is taken in the weak sense, i.e., after integration against a test function, the first few coefficients in the expansion are distributions with support at \( w = 0 \). More precisely, the following formula is proven in appendix A:

\[ \langle D_a(w) T_{ij}(z) \rangle_n = \frac{x_a}{|x|^d} \left[ B_1 \left( \frac{1}{|x|^2} + \frac{\partial^2}{2(d - 2)} \right) \delta^{d-2}(w) \delta_{ij} \right. \\
+ B_1 \left( \delta_{ij} \frac{\partial^2}{d - 2} \right) \delta^{d-2}(w) \left] + \ldots, \right. \]  
(2.12a)

\[ \langle D_a(w) T_{ab}(z) \rangle_n = -\frac{\partial_i \delta^{d-2}(w)}{|x|^d} B_1 \left( \delta_{ab} - \frac{x_a x_b}{x^2} \right) \left( \frac{1}{2} \delta_{ab} + B_2 \frac{x_a x_b}{x^2} \right) + \ldots, \]  
(2.12b)

\footnote{We emphasize again that the stress tensor here acts in single copy of the CFT and hence there is a factor of \(1/n\) on the right-hand side, e.g., compare to eq. (2.12) in [12].}
\begin{align}
(D_{a}(w)T_{bc}(z))_n &= - \delta^{d-2}(w) \frac{\partial_2^{d-2}(w)}{2(d-2)\left|\partial_2(w)\right|^d} B_1 \left[ 2\delta_{a(b}x_{c)} + x_a \left( (d-1)\delta_{bc} - \frac{x_b x_c}{\left|\partial_2(w)\right|^2} \right) \right] \\
&\quad + \frac{\partial_2^{2}\delta^{d-2}(w)}{2(d-2)\left|\partial_2(w)\right|^d} B_1 \left[ 2\delta_{a(b}x_{c)} - x_a \left( (d-1)\delta_{bc} - \frac{x_b x_c}{\left|\partial_2(w)\right|^2} \right) \right] + \ldots ,
\end{align}

(2.12c)

with

\begin{align}
B_1 &= \frac{d h_n}{2\pi n}, & B_2 &= \frac{(d-1)\Gamma\left(\frac{d}{2} - 1\right) \pi^{\frac{d}{2} - 2}}{2\Gamma(d+1)} \frac{C_D}{n}, \\
B_3 &= B_2 - \frac{d B_1}{2(d-2)}, & B_4 &= B_2 - \frac{B_1}{d-2}.
\end{align}

The ellipsis in eqs. (2.12a)–(2.12c) stand for terms which are less singular in the distance from the entangling surface, and which we will not need in this work. These terms can however be fully expressed using the formulas of appendix A. The fact that the singular terms are local imply, via eq. (2.11), that in the limit of short distance from the defect \((T_{\mu\nu}(z))_{c\Sigma}\) depends locally on derivatives of the deformation \(f^a(y)\). One more comment is in order. The one-point function in eq. (2.10) refers to a \(n\) entangling surface. Of course, the one-point function in the presence of a defect obtained from this one via a conformal transformation is still proportional to \(h_n\). Correspondingly, in eqs. (2.12a)–(2.12c), \(C_D\) only appears as a coefficient of the traceless part of \(\partial_i\partial_j\delta(w)\) and of the third derivative \(\partial_i\partial^2\delta(w)\). Indeed, recall that at leading order the extrinsic curvature is \(K_{ij}^a = -\partial_i\partial_j f^a\), e.g., see [33], and that conformal transformations map planes into spheres, whose extrinsic curvature is proportional to the identity and constant.

### 2.1 Adapted coordinates

In view of the holographic computation in the next section, it is useful to write the one-point function (2.11) in a coordinate system adapted to the shape of the deformed entangling surface. That is, we wish to introduce a ‘cylindrical’ coordinate system that is centered on the deformed entangling surface. Such coordinates can be constructed perturbatively in the distance \(\rho \equiv |x^a|\) from the entangling surface. We will use \(K_{ij}^a\) to denote the extrinsic curvature of \(f\Sigma\) and introduce the following notation for the trace and traceless parts:

\[ K^a \equiv (K^a)_i^i, \quad \tilde{K}^a_{ij} \equiv K^a_{ij} - \frac{K^a}{d-2} \delta_{ij}. \]

(2.14)

The new adapted coordinates are related to the previous Cartesian coordinates as follows:

\begin{align}
x'^a &= x^a - f^a(y) - \frac{1}{d-2} \left( x^a K^b x_b - \frac{1}{2} K^a x^2 \right) + O(\rho^4) , \\
y'^i &= y^i + \partial^i f^a(y) x_a - \frac{1}{2(d-2)} \rho^2 \partial^i K^a x_a + O(\rho^5) ,
\end{align}

(2.15)

and the metric becomes (to reduce the clutter, we neglect the primes in the following but this metric is understood to be in the new adapted coordinate system)

\[ ds^2 = \left( 1 + \frac{2K^c x_c}{d-2} \right) \left( \rho^2 dr^2 + d\rho^2 + [\delta_{ij} + 2\tilde{K}_{ij} x_a] dy^i dy^j + \frac{4}{d-2} \partial_i K^b x_b \rho d\rho dy^i \right) + C , \]

(2.16)
where \( x^a = (\rho \cos \tau, \rho \sin \tau) \), and \( C \) represents the higher order terms with

\[
C = O(\rho^3)d\rho^2 + O(\rho^5)d\tau^2 + O(\rho^5)d\rho d\tau + O(\rho^4)d\rho dy^i + O(\rho^5)d\tau dy^i + O(\rho^3)dy^i dy^j. \tag{2.17}
\]

Here, we consistently kept track of the corrections to the metric coming from any further change of coordinates allowed by symmetries and linear in the deformation \( f^a \). We do not need to make any assumptions on those terms, because the order at which we work already allows to determine \( C_D \). Of course, the leading order in \( \rho \) reduces to the well studied undeformed case. This is obvious from dimensional analysis, and will be useful in section 3.

Notice that the change of coordinates (2.15) simplifies for a traceless extrinsic curvature, i.e., when \( K^a = 0 \). When \( d > 3 \), in order to determine \( C_D \), it is sufficient to consider a deformation of this kind. (While it may not be possible to set \( K^a = 0 \) everywhere, all of our calculations are local and so this does not matter). However, the choice of the frame defined by eq. (2.15) has two advantages. It is convenient in \( d = 3 \), where the extrinsic curvature has no traceless component. Further, in higher dimensions, accommodating deformations for which \( K^a \) is nonvanishing allows us to perform a consistency check on our computation of \( C_D \), by considering both the traceless and trace contributions.

As a last step, we apply two consecutive Weyl transformations. The first with scale factor \( \Omega_1 = (1 - K^a x_a / (d - 2)) \) to remove the prefactor in the metric (2.16) and the second with \( \Omega_2 = 1/\rho \) in anticipation of our holographic computations. After the first rescaling,\(^9\) the metric exhibits an advantage of the change of coordinates (2.15). Indeed if \( f^a(y) \) implements a conformal transformation, eq. (2.15) is the inverse transformation. In particular, starting from a planar defect, a conformal transformation maps it to a sphere, whose extrinsic curvature is simply \( K^a_{ij} = \frac{1}{d-2} \delta_{ij} K^a \) with constant \( K^a \) (i.e., \( \tilde{K}^a_{ij} = 0 \) and \( \partial_i K^a = 0 \)). Hence, after the Weyl rescaling \( f^a \) correctly appears in the metric only via \( \tilde{K}^a_{ij} \) and derivatives of \( K^a \), such that, for the map to a sphere, it would trivialize to the flat space metric. Furthermore the position of \( \tilde{K}^a_{ij} \) is fixed by contraction of the indices, whereas the last term in the second line of eq. (2.15) forces the trace of the extrinsic curvature to appear in as few places as possible.

The second Weyl rescaling with \( \Omega_2 = 1/\rho \) does not provide an equivalent simplification, but it will turn out to be useful for the holographic computation in section 3. After the transformation \( G_{\mu\nu} \rightarrow \frac{1}{\rho^2} G_{\mu\nu} \), we find the conformally equivalent metric

\[
ds^2 = d\tau^2 + \frac{1}{\rho^2} \left( d\rho^2 + [\delta_{ij} + 2 \tilde{K}^a_{ij} x_a] dy^i dy^j + \frac{4}{d-2} \partial_i K^b x_b \rho d\rho dy^i \right) + C', \tag{2.18}
\]

where the higher order corrections \( C' \) now take the form

\[
C' = O(\rho)d\rho^2 + O(\rho^3)d\tau^2 + O(\rho^3)d\rho d\tau + O(\rho^2)d\rho dy^i + O(\rho^3)d\tau dy^i + O(\rho)dy^i dy^j. \tag{2.19}
\]

The metric above describes a slightly deformed version of the manifold \( S^1 \times H^{d-1} \), appearing e.g., in [29, 30] — see also section 3. In particular, the deformation decays asymptotically

\(^9\)We emphasize that the rescaled metric no longer corresponds to flat space.
as we approach the asymptotic boundary of the hyperbolic hyperplane with \( \rho \to 0 \). We denote the new geometry as \( \tilde{H}_n \).

In these coordinates, the stress tensor one-point function looks particularly simple. In order to write it down in even dimensions, we should be careful to include the effect of the conformal anomaly. Under the rescaling \( G_{\mu\nu} \to \tilde{G}_{\mu\nu} = \Omega^2 G_{\mu\nu} \) (here \( \Omega = \Omega_1\Omega_2 \)), the stress tensor one-point function transforms as follows:

\[
\langle \tilde{T}_{\mu\nu} \rangle_n = \Omega^{2-d} \langle T_{\mu\nu} \rangle_n + \mathcal{A}_{\mu\nu},
\]

where \( \langle \tilde{T}_{\mu\nu} \rangle_n \) is the stress tensor expectation value after the rescaling. The anomalous contributions \( \mathcal{A}_{\mu\nu} \) are the higher dimensional analog of the Schwarzian derivative appearing in \( d = 2 \) and are independent of \( n \), because locally the \( n \)-fold branched cover is identical to the original spacetime manifold \([12, 30]\). It is therefore possible to subtract this contribution without knowing its explicit form. Using the fact that in flat space the vacuum expectation value of the stress tensor vanishes, i.e., \( \langle T_{\mu\nu} \rangle_{n=1} = 0 \), one easily finds

\[
\mathcal{A}_{\mu\nu} = \langle \tilde{T}_{\mu\nu} \rangle_1.
\]

Therefore combining the above results, we can write

\[
\langle \tilde{T}_{ab}(x) \rangle_n = \frac{g_n}{\rho^2} \left( (d-1)\delta_{ab} - d \frac{d-a^2}{\rho^2} \right) + \ldots,
\]

\[
\langle \tilde{T}_{ai}(x) \rangle_n = \frac{x_a x_b}{\rho^2} \partial_i K^b \frac{k_n}{d-2} + \ldots,
\]

\[
\langle \tilde{T}_{ij}(x) \rangle_n = \frac{1}{\rho^2} \left( -g_n \delta_{ij} + k_n K_{ij} a x_a \right) + \ldots,
\]

where

\[
k_n - k_1 = \frac{(d-1)\Gamma \left( \frac{d}{2} - 1 \right) \pi^{\frac{d}{2} - 2} C_D}{2\Gamma(d+1)} \frac{C_D}{n} - \frac{3d - 4}{2} \frac{h_n}{2\pi n},
\]

\[
g_n - g_1 = \frac{h_n}{2\pi n}.
\]

\textit{En passant}, we note that \( k_n - k_1 = -(g_n - g_1) \) when the conjecture is satisfied. We emphasize that the anomalous contributions only appear in even dimensions and hence \( k_1 \) and \( g_1 \) vanish in odd dimensions. The ellipses stand for higher orders in \( \rho \), which are the same as in the metric (2.18) when written in component form. Eq. (2.22), together with the metric (2.16), are the only ingredients entering the holographic computation. Let us also point out that the one-point function (2.22) and the metric (2.18) have similar structure in terms of the extrinsic curvature. In view of holographic renormalization, this suggests that the bulk metric will preserve the simplicity of the boundary metric.

### 3 Shape deformations from holography

In this section, we use holography to compute the one-point function of the stress tensor and then compare the holographic results to the field theoretic expressions in eqs. (2.22)–(2.23) in order to extract \( C_D \).
As mentioned at the beginning of section 2, the Rényi entropy can be evaluated using the partition function $Z_n$ on a branched $n$-fold cover of the original $d$-dimensional spacetime. Implicitly, the latter path integral can be used to define the twist operator using eq. (2.1). For the purposes of our holographic calculations, it turns out that it is most convenient to work with this geometric interpretation. In particular, we will be extending the holographic computations introduced in [29, 30]. The discussion there began by considering how to evaluate the entanglement and Rényi entropies for a spherical or flat entangling surface in the flat space vacuum of a general CFT. By employing an appropriate conformal transformation, this question was then related to understanding the thermal behaviour of the CFT on a hyperbolic hyperplane. That is, the partition function $Z_n$ was conformally mapped to the Euclidean path integral on the geometry $S^1 \times H^{d-1}$, i.e., the product of a periodic Euclidean circle and a $(d-1)$-dimensional hyperbolic space. Next in the case of a holographic CFT, this thermal partition function is evaluated by considering a so-called ‘topological’ AdS black hole with a hyperbolic horizon. In fact, the latter solutions can be found for a variety of higher derivative theories, as well as Einstein gravity [30, 50].

An important element of the conformal mapping in [30] is that the conical singularity at the entangling surface in the branched cover of flat space is ‘unwound’ by extending the periodicity on the thermal circle. To make this statement precise, let us consider the metric in eq. (2.18) for the undeformed case, i.e., with $K_{ij}^a = 0$. In this case, the geometry is precisely $S^1 \times H^{d-1}$ with the radius of curvature on $H^{d-1}$ implicitly set to one. Further, beginning with an $n$-fold cover of flat space, the periodicity of the $\tau$ circle is $\tau \sim \tau + 2\pi n$. Considering the path integral of the CFT on this background then yields the corresponding thermal partition function with temperature $T = 1/(2\pi n)$. However, the important point is that this boundary geometry is completely smooth, which makes the question of finding the dual bulk configuration relatively straightforward. Of course, as noted above, the desired bulk solution corresponds to a hyperbolic black hole in AdS space.

The problem which we face then is to extend this holographic analysis to accommodate deformations away from the very symmetric entangling surfaces considered in the calculations described above. For a generic deformation of a flat or spherical entangling surface, the dual bulk geometry is not known, but the question of small deformations is precisely the one addressed by [31] in $d = 4$. Hence we must only extend this analysis to general dimensions. In fact, we also extend these calculations to a broader class of shape deformations. An essential feature of this approach is that we only solve for the bulk geometry at leading order in the size of the deformation of the entangling surface in the boundary.

With a small deformation, we can solve for the bulk geometry order by order in the distance from the entangling surface $\rho$. The leading order solution coincides with the black hole geometry described above for an undeformed entangling surface. One can then move to the next order in $\rho$ to compute the bulk metric at first order in the deformation. Once our bulk metric is determined, we can extract $C_D$. As explained in the introduction, our procedure involves computing the one-point function of the stress tensor, to enhance the appearance of $C_D$ to leading order in the deformation. This one-point function will be computed using standard holographic renormalization techniques [51].
3.1 Holographic setup

Let us start by introducing an ansatz for the bulk metric. We first observe that the parallel components of the metric (2.18) only depend on the traceless part of the extrinsic curvature, while the $g_{\rho\mu}$ components contain contributions from the parallel derivatives of the trace of the extrinsic curvature. This was achieved by our choice of coordinates (2.15) (plus the Weyl rescaling) and it is convenient in minimizing the number of unknown functions required for the gravitational ansatz. The bulk metric can then be written as

$$ ds_{\text{bulk}}^2 = \frac{dr^2}{L^2 g(r)} + \left( \frac{r^2}{L^2 g(r)} - 1 \right) L^2 d\tau^2 + \frac{r^2}{\rho^2} \left( dr^2 + [\delta_{ij} + 2k(r)K_{ij}^a x_n]dy^i dy^j + \frac{4}{d-2} v(r) \partial_i K^b x_b \rho d\rho dy^i \right) + \cdots , $$

where again the ellipsis stand for higher orders in $\rho$, and $L$ denotes the AdS curvature scale. We will refer to the functions $k(r)$ and $v(r)$ as the traceless and traceful parts of the gravity solution, respectively. Their values will be determined by solving gravitational equations of motion at the first subleading order in $r$. This procedure produces two second-order differential equations for $k(r)$ and $v(r)$ which we must solve numerically for general values of $n$. We are also able to obtain analytic solutions in the vicinity of $n = 1$, as well as $n \to 0$. As boundary conditions, we require $k(r) \to 1$ and $v(r) \to 1$ as we approach the AdS boundary ($r \to \infty$) to reproduce the desired boundary metric. We also demand that the geometry is smooth at the `horizon', i.e., where $g_{rr}$ vanishes.

3.2 Einstein gravity

In this subsection, we extract $C_D$ for the boundary theories whose holographic dual is described by Einstein gravity. The metric function $g(r)$, which is determined by the Einstein equations at zeroth order in $\rho$, is given by [30, 31]

$$ g(r) = 1 - \frac{r_h^d - L^2 r_h^{d-2}}{r^d} , $$

where $r_h$ is the position of the horizon (in Lorentzian signature). It will be useful to define the dimensionless variable $x_n \equiv r_h/L$. Then $x_n$ is related to $n$ by

$$ n = \frac{2x_n}{d(x_n^2 - 1) + 2} . $$

At the next order in $\rho$, the Einstein equations yield a second order differential equation for $k(r)$,

$$ k''(r) + \frac{r^3 g'(r)}{r^3 g(r) - L^2 r} \left( \frac{(d+1)r^2 g(r) - (d-1)L^2}{r^3 g(r) - L^2 r} k'(r) \right) - \frac{L^2 ((d-3)(r^2 g(r) - L^2) + r^2)}{(L^2 r - r^3 g(r))^2} k(r) = 0 , $$

as well as the algebraic equation

$$ k(r) = v(r) . $$
Note that for $d = 4$, eq. (3.4) correctly reproduces the analogous equation appearing in [31]. Other components of the Einstein equations give additional first and second order equations for $v(r)$, which are automatically solved when eqs. (3.4) and (3.5) are satisfied. To derive eq. (3.5), we used the Gauss-Codazzi relations $\partial_k K^a_{ij} = \partial_j K^a_{ik}$ (at leading order in $f^a$). The equality (3.5) provides a nontrivial consistency check of our ansatz (3.1) for the bulk metric. Indeed, eq. (2.22) shows that $C_D$ and $h_n$ appear in the same combination, denoted $k_n$, in factors multiplying both the traceless and the traceful parts of the deformation. Eq. (3.5) ensures that the holographic solution will match this prediction from the CFT.

The case of $d = 3$ is slightly different since the traceless part of the extrinsic curvature $\tilde{K}_{ij}$ vanishes. We therefore find that Einstein equations contain only the second order differential equation for $v(r)$

\begin{equation}
\frac{d^2 v}{dr^2} + \frac{r^3 g'(r) + 4r^2 g(r) - 2L^2}{r^3 g(r) - L^2 r} v'(r) - \frac{L^2 r^2}{(L^2 r - r^3 g(r))^2} v(r) = 0,
\end{equation}

which matches eq. (3.4) upon substituting $v(r) = k(r)$ and $d = 3$.

### 3.2.1 Holographic renormalization

Given the bulk metric (3.1), we are interested in evaluating the boundary expectation value of the stress tensor. This computation can be performed using the technique described in [51]. First, we write the metric in the Fefferman-Graham (FG) form [52]

\begin{equation}
\frac{ds^2_{\text{bulk}}}{L^2} = \left( dz^2 + h_{\mu\nu}(x, z) \, dx^\mu dx^\nu \right),
\end{equation}

where

\begin{equation}
h_{\mu\nu}(x, z) = h_{(0)\mu\nu}(x) + z^2 h_{(2)\mu\nu}(x) + \cdots + z^d h_{(d)\mu\nu}(x) + \cdots.
\end{equation}

The expectation value for the stress tensor is then determined by the $h_{(i)}$'s, with the following general expression

\begin{equation}
\langle T_{\mu\nu} \rangle_{\tilde{H}_n} = \frac{d}{2} \left( \frac{L}{\ell_p} \right)^{d-1} h_{(d)\mu\nu} + X_{\mu\nu} \left[ h_{(m)\mu\nu} \right]_{m<d}.
\end{equation}

The subscript $\tilde{H}_n$ indicates that the expectation value is taken in the deformed boundary geometry described by eq. (2.18). Here $X_{\mu\nu}$ is a functional of the lower order $h_{(i)}$ terms, which are completely fixed by the boundary geometry. This contribution is related to the Weyl anomaly and accordingly, it vanishes with an odd number of boundary dimensions. In even $d$, its explicit expression depends on the dimension. For the cases $d = 4$ and 6, the interested reader is referred to eqs. (3.15) and (3.16) in [51]. We will see that it is not necessary to compute those contributions in order to obtain $C_D$. However, for completeness, we show how to obtain the exact expressions for the expectation value of the stress tensor in appendix B.

By comparing eqs. (3.9) and (3.1) with eq. (2.22), we see that the expansions of $k(r)$ and $v(r)$ near the boundary carry the information about the displacement operator. In
this limit, the form of the solution to the equations of motion (3.4)–(3.5) reads

\[ d = 3 \quad , \quad k(r) = v(r) = 1 - \frac{L^2}{2r^2} + \frac{L^3}{r^3} \beta_n + \ldots, \]
\[ d = 4 \quad , \quad k(r) = v(r) = 1 - \frac{L^2}{2r^2} + \frac{L^4}{r^4} \beta_n + \ldots, \]
\[ d = 5 \quad , \quad k(r) = v(r) = 1 - \frac{L^2}{2r^2} - \frac{L^4}{8r^4} + \frac{L^5}{r^5} \beta_n + \ldots, \]
\[ d = 6 \quad , \quad k(r) = v(r) = 1 - \frac{L^2}{2r^2} - \frac{L^4}{8r^4} + \frac{L^6}{r^6} \beta_n + \ldots. \]  

(3.10)

Here, \( \beta_n \) is the first coefficient which is not fixed by the boundary conditions at infinity. As one might expect, this coefficient determines \( C_D \), and we obtain it numerically in the next subsection. Matching these expansions with eq. (2.22), we find the following relations:

\[ k_n = \left( \frac{L}{\ell_p} \right)^{d-1} \left( x_n^{d-2} - x_n^d \right), \]
\[ g_n = -\left( \frac{L}{\ell_p} \right)^{d-1} \frac{x_n^d - x_n^{d-2} + g_0^{(d)}}{2}, \]

(3.11)

where \( k_0 \) and \( g_0 \) contain the anomalous contributions. As mentioned before, these vanish for odd dimensions and are independent of \( n \) in even dimensions\(^{10} \) — see appendix B. Note that in order to obtain \( C_D \) and \( h_n \) from eq. (2.23), we only need to consider the differences \( k_n - k_1 \) and \( g_n - g_1 \). Then, all the anomalous contributions will cancel.\(^{11} \)

Comparing eqs. (3.11) and (2.23), we find holographic expressions for \( C_D \) and \( h_n \),

\[ h_n = \frac{L}{\ell_p} \left[ d \Gamma(d + 1) \right] \]
\[ C_D \quad \frac{d}{(d-1)^{d/2-2} \Gamma(d/2)} \left( d - 2 \right) \left( \frac{L}{\ell_p} \right)^{d-1} \left( \beta_n - \beta_1 \right) + h_n \frac{2\pi n}{2\pi n} \]

(3.13)

The Planck length \( \ell_p \) can be replaced for CFT data as follows, e.g., see [12]:

\[ C_T = \left( \frac{L}{\ell_p} \right)^{d-1} \left( 2^{d-2} \pi \frac{d+1}{2} d(d + 1) \Gamma \left( \frac{d+1}{2} \right) \right), \]

(3.14)

where \( C_T \) is the coefficient that appears in the vacuum two-point function of the stress tensor [53, 54],

\[ \langle T_{\mu\nu}(x) T_{\rho\sigma}(0) \rangle = \frac{C_T}{x^{2n}} T_{\mu\nu\rho\sigma}(x). \]

(3.15)

In order to obtain \( C_D \), we only need to solve numerically the equations of motion (3.4) and extract \( \beta_n \). We will compare \( C_D \) with the value in eq. (1.5) related to

\(^{10}\)In particular, one can find that for \( d = 4, k_0^{d=4} = 3/4 \) and \( g_0^{d=4} = 1/4 \), and for \( d = 6, k_0^{d=6} = 5/8 \) and \( g_0^{d=6} = -3/8 \).

\(^{11}\)Notice that in our conventions the stress tensor has lowered indexes, contrary to the one in [31]. The dictionary between the two conventions is as follows: \( P_n = -g_n \) and \( \alpha_n = k_n + 4g_n \), with \( \ell_p^{d-1} = 8\pi G_N \). This gives precise agreement between both expressions in \( d = 4 \).
previous conjectures \[33\]

\[ C^\text{conj}_D(n) = d \Gamma \left( \frac{d+1}{2} \right) \left( \frac{2}{\sqrt{\pi}} \right)^{d-1} h_n. \] (1.5)

We will find that the conjecture is violated for holographic theories in any spacetime dimension. This conclusion will be supported numerically for \(3 \leq d \leq 6\) with arbitrary \(n\) in section 3.2.2, and also with analytic results near \(n = 0, 1\) in general dimensions in section 3.2.3. In particular, the expected agreement with eq. (1.5) is reproduced only at linear order in \((n-1)\), but we see \(C_D\) will depart from eq. (1.5) at order \((n-1)^2\).

### 3.2.2 Numerical solutions

To solve the second order differential equation (3.4), we use a shooting method. The two integration constants will be free coefficients in the asymptotic expansions near both limits of integration. Near the asymptotic boundary, we have \(\beta_n\) while regularity of the solution near the horizon fixes a new integration constant. In particular, near the horizon we need \(k(r) \propto (r/L-x_n)^{n/2}\), where the proportionality constant will provide the second integration constant. It is useful to consider coordinates in which the extreme values are kept fixed. Hence for our numerical integrations, we defined \(\tilde{r} = (x_n L)/r\), so that the AdS boundary is at \(\tilde{r}_{\text{bdy}} = 0\) and the horizon, at \(\tilde{r}_{\text{hor}} = 1\). For each value of \(n\), we solve the equation numerically both from the boundary and the horizon, fixing the integration constants so that the two curves meet smoothly.

The results for \(C_D\) are plotted in figure 1. In the figure, we chose to normalize \(C_D\) by a factor \(n\), in order to exhibit that this combination reaches a fixed value at large values of the Rényi index. Notice that, due to the prefactor in the definition of the Rényi entropies (1.3), this normalization quantifies more precisely the shape dependence of \(S_n\) at large \(n\). As one can see from figure 2, \(C_D\) deviates from \(C^\text{conj}_D\) away from the linear regime around \(n = 1\). Yet, notice that curiously, the relative difference \(\frac{C_D - C^\text{conj}_D}{C_D}\) is fairly small for all \(n > 1\). Although we are sure that this difference is bigger than our numerical accuracy, the analytic solution of the differential equation (3.4) close to \(n = 1\) confirms that eq. (1.5) fails (for general dimensions), as does the analytic result for the limit \(n \to 0\).

### 3.2.3 Analytic solutions

It is also possible to produce an analytic treatment of eq. (3.4) near \(n = 1\). We can solve the equation analytically order by order in powers of \((n-1)\) and then fix the integration constants by providing the boundary expansion for \(k(r)\) and regularity near the horizon. We find that

\[ k(\tilde{r}) = k_0(\tilde{r}) + k_1(\tilde{r})(n-1) + k_2(\tilde{r})(n-1)^2 + O(n-1)^3, \] (3.16)

with

\[ k_0(\tilde{r}) = \sqrt{1 - \tilde{r}^2}, \]

\[ k_1(\tilde{r}) = \frac{(d-1)(\tilde{r}^2 - 1) \tilde{r}^d F_1 \left( \frac{d}{2}; \frac{d+2}{2}; \tilde{r}^2 \right) + d (\tilde{r}^d - \tilde{r}^2)}{(d-1)d\sqrt{1 - \tilde{r}^2}}. \] (3.17)
Figure 1. $C_D/(nC_T)$ as a function of $n$. Different curves correspond to $d = 3$ (blue), $d = 4$ (yellow), $d = 5$ (green) and $d = 6$ (red).

Figure 2. Relative mismatch between $C_D$ and the conjectural value (1.5) as a function of $n$ for $d = 3$ (blue), $d = 4$ (yellow), $d = 5$ (green) and $d = 6$ (red). Dashed lines show the leading order analytic solution around $n = 1$, supporting the numerical data. In the inset, we show the numerical results near $n = 0$, which smoothly approach the value $(2 - d)/d$ at $n = 0$, as predicted analytically in eq. (3.24).

For $k_2(x)$ we solve separately for each dimension. These results determine $\beta_n$ perturbatively around $n = 1$, and the result can be written as

$$\beta_n^d = \beta_1^d + \frac{1}{d(d-1)}(n-1) - \frac{4d^3 - 8d^2 + d + 2}{2d^2(d-1)^3}(n-1)^2 + O(n-1)^3,$$  \hspace{1cm} (3.18)

with $\beta_1^d$ being zero for odd $d$ and $\beta_1^d = -\frac{\Gamma\left(\frac{d-1}{2}\right)}{2\sqrt{\pi d}(\frac{d}{2}+1)}$ for even $d$.

Given this expansion for $\beta_n$ and the corresponding expansion for $x_n$ from eq. (3.3), it is straightforward to compute $C_D$ as a power series in $(n-1)$:

$$\frac{C_D}{C_T} = \frac{2\pi^2}{d+1}(n-1) - \frac{2\pi^2 \left(d^2 - d - 1\right)}{d^3 - d}(n-1)^2 + O(n-1)^3,$$  \hspace{1cm} (3.19)
which, as expected \[48\], agrees with the conjecture \((1.5)\) at linear order,

\[
\frac{C_D^{\text{conj}}}{C_T} = \frac{2\pi^2}{d+1}(n-1) - \frac{\pi^2(2d^2 - 4d + 1)}{(d-1)^2(d+1)}(n-1)^2 + O(n-1)^3,
\]

but not at second order. In fact, the relative mismatch between the two expressions can be easily computed and is given by

\[
\frac{C_D - C_D^{\text{conj}}}{C_D} = \frac{(d-2)}{2d(d-1)^2}(n-1) + O(n-1)^2.
\]

Interestingly, one can also extract the analytic expression for \(C_D\) at leading order as \(n \to 0\). This result follows from the observation that the \(\beta_n\) contribution in eq. (3.13) is subleading with respect to \(x_n^d\) at small \(n\). More precisely, one can verify that \(\beta_n/x_n^d \sim n\) in this limit. Then, we do not actually need to solve eq. (3.4) but just expand \(x_n\) for small \(n\) to find

\[
\frac{C_D}{C_T} = -\left(\frac{1}{dn}\right)^d \left(\frac{2^{d-1}\pi^2}{d+1} + O(n)\right),
\]

\[
\frac{C_D^{\text{conj}}}{C_T} = -\left(\frac{1}{dn}\right)^d \left(\frac{2^{d-1}d^2}{d(d+1)} + O(n)\right),
\]

which yields

\[
\frac{C_D - C_D^{\text{conj}}}{C_D} = -\frac{d-2}{d} + O(n).
\]

Note that the relative error is order one as \(n\) goes to zero, contrary to the small differences which were obtained for \(n > 1\).

### 3.3 Gauss-Bonnet gravity

In this section, we consider holographic CFTs dual to Gauss-Bonnet (GB) gravity. The full gravitational action reads \[55\]

\[
I = \frac{1}{2\ell_p^{d-1}} \int d^{d+1}x \sqrt{-g} \left[ \frac{d(d-1)}{L^2} + R + \frac{\lambda L^2}{(d-2)(d-3)} X_4 \right],
\]

where

\[
X_4 = R_{abcd}R^{abcd} - 4R_{ab}R^{ab} + R^2,
\]

and the term \((3.26)\) contributes to the equations of motion only for \(d \geq 4\) (note that the bulk theory is \(d + 1\) dimensional). The coupling \(\lambda\) is constrained by known unitarity bounds \[55\]

\[
-\frac{(3d+2)(d-2)}{4(d+2)^2} \leq \lambda \leq \frac{(d-2)(d-3)(d^2 - d + 6)}{4(d^2 - 3d + 6)^2}.
\]

The same constraints can also be derived by excluding the propagation of superluminal modes in thermal backgrounds \[56–58\]. Before proceeding, we should add a word of caution since in fact a detailed analysis indicates that the GB theory \((3.25)\) violates causality
unless the spectrum is supplemented by some higher spin modes [59]. However, it remains
unclear in which situations these additional degrees of freedom will play an important
role. Hence we proceed with the perspective that these holographic theories are amenable
to simple calculations and allow us to investigate a broader class of holographic theories.
Further, such investigations may still yield interesting insights on universal properties which
may hold for general CFTs, beyond the holographic CFTs defined by these toy models.
Certainly, this approach has been successful in the past, e.g., in the discovery of the F-
theorem [60, 61].

Conceptually, the procedure here is completely analogous to the one for the Einstein
gravity case analyzed in the previous section, although explicit computations can become
more tedious due to the $\lambda$-dependence.

In order to have the appropriate AdS asymptotics, we slightly modify the bulk met-
cric ansatz,

$$ds_{\text{bulk}}^2 = \frac{dr^2}{g(r)} + \left( \frac{r^2}{L^2} g(r) - 1 \right) \frac{L^2}{g_\infty} d\tau^2$$

$$+ \frac{r^2}{g_\infty} \left( d\rho^2 + [\delta_{ij} + 2 k(r) K_{aij} x^a] dy^i dy^j \right) + \cdots .$$

Note the additional factor of $g_\infty$ in the $\tau \tau$ component, which is defined below. The metric
for the hyperbolic black holes in GB gravity reads, e.g., [50]

$$g(r) = \frac{1}{2\lambda} \left[ 1 - \sqrt{1 - 4\lambda \left( 1 - \frac{r_h^d - L^2 r_h^{d-2} + \lambda L^4 r_h^{d-4}}{r^d} \right)} \right] .$$

It is useful to define the asymptotic limit of $g(r)$ as $r$ goes to infinity,

$$g_\infty \equiv \lim_{r \to \infty} g(r) = \frac{1 - \sqrt{1 - 4\lambda}}{2\lambda} .$$

Now we observe that the AdS curvature scale is no longer simply given by $L$, the scale
appearing in the action (3.25). Instead the AdS scale becomes $\tilde{L} = L/\sqrt{g_\infty}$, as can be seen
by examining the asymptotic limit of $g_{\tau \tau}$ in eq. (3.28). Hence we find it more (physically)
convenient to write our expressions for GB gravity in terms of $\tilde{L}$, rather than $L$. The next
step is to relate the position $r_h$ of the black hole horizon to the Rényi index $n$. In the GB
gravity case, this relation is more complicated than with Einstein gravity. In particular, it
is given implicitly by [30]

$$0 = (d - 4) g_\infty \lambda + \left( \frac{4g_\infty \lambda}{n} \right) x_n - (d - 2) x_n^2 - 2 \frac{n^2 x_n^3}{n^2} + \frac{d}{g_\infty} x_n^4,$$

where now we have redefined $x_n \equiv r_h/\tilde{L}$. For simplicity, we restrict the following analysis
to considering traceless deformations, i.e., with $K^a = 0$, as this is enough to extract $C_D$ in
any $d \geq 4$. Note that the results for the GB theory will only differ from those for Einstein
gravity in that range of dimensions.\footnote{With $d = 3$, i.e., four dimensions in the bulk, the GB interaction (3.26) becomes topological and does
not modify the gravitational equations of motion.}
As before, the expression for \( g(r) \) given in eq. (3.29) solves the gravitational equations at the leading order in \( \rho \). The first subleading order in \( \rho \) then provides the following equation for \( k(r) \):

\[
a(r)k''(r) + b(r)k'(r) + c(r)k(r) = 0,
\]

where

\[
a(r) = r^2 \left( \tilde{L}^2 g_\infty - r^2 g(r) \right) \left( \frac{2\lambda}{d-2} r g'(r) + 2\lambda g(r) - 1 \right),
\]

\[
b(r) = \frac{1}{d-2} \left( 2\lambda r^3 \left( \tilde{L}^2 g_\infty - r^2 g(r) \right) \right) g''(r) - 2\lambda r^5 g'(r)^2
\]

\[
+ r^2 g'(r) \left( 2(2 - 3d)\lambda r^2 g(r) + 4(d - 1)\lambda \tilde{L}^2 g_\infty + (d - 2)r^2 \right)
\]

\[
+ (d - 2)r (2\lambda g(r) - 1) \left( (d - 1)\tilde{L}^2 g_\infty - (d + 1)r^2 g(r) \right),
\]

\[
c(r) = g''(r) \left( \frac{2(d - 2)\lambda r^4 g(r) - (d - 2)r^4 + 2\lambda \tilde{L}^2 g_\infty r^2}{d-2} + 2\lambda r^4 g'(r)^2
\]

\[
+ g'(r) \left( 2\tilde{L}^2 g_\infty r \left( \frac{g_\infty r^2}{(d-2) \left( r^2 g(r) - \tilde{L}^2 g_\infty \right)} + 2 \right) + 4d\lambda r^3 g(r) - 2d r^3 \right)
\]

\[
+ g(r) \left( 2(d - 3)\lambda \tilde{L}^2 g_\infty - (d - 1)d r^2 \right) + (d - 1)d\lambda r^2 g(r)^2 - d\tilde{L}^2 g_\infty - d r^2
\]

\[
+ \frac{\tilde{L}^2 g_\infty \left( r^2 - 2\lambda \tilde{L}^2 g_\infty \right)}{L^2 g_\infty - r^2 g(r)} + 2g^2 \lambda \tilde{L}^2 + 3\tilde{L}^2 g_\infty + d r^2.
\]

As in eq. (3.10) for Einstein gravity, the solution has a near-boundary expansion of the form

\[
d = 4 \quad , \quad k(r) = 1 - \frac{\tilde{L}^2}{2r^2} + \frac{\tilde{L}^4}{r^4} \beta_n + \ldots,
\]

\[
d = 5 \quad , \quad k(r) = 1 - \frac{\tilde{L}^2}{2r^2} - \frac{\tilde{L}^4}{8r^4} + \frac{\tilde{L}^6}{r^6} \beta_n + \ldots,
\]

\[
d = 6 \quad , \quad k(r) = 1 - \frac{\tilde{L}^2}{2r^2} - \frac{\tilde{L}^4}{8r^4} + \frac{\tilde{L}^6}{r^6} \beta_n + \ldots,
\]

and our task is to determine \( \beta_n \) in order to extract \( C_D \). First, we evaluate \( \beta_n \) numerically in \( d = 4 \) and \( d = 5 \) for arbitrary \( n \). Then we also determine \( \beta_n \) analytically in an expansion about \( n = 1 \) and at \( n = 0 \), in \( d = 4, 5 \) and \( 6 \).

The one-point function of the stress-tensor is obtained as before via holographic renormalization (see section 3.2.1) \cite{62}:

\[
\langle T_{\mu\nu} \rangle = \frac{d\tilde{L}^{d-1}}{2\ell_p^{d-1}} \left[ 1 - 2\lambda g_\infty \right] h_{\mu\nu}^{(d)} + \mathcal{X}_{\mu\nu} \left[ h^{(m)\mu\nu} \right]_{m<d}.
\]

where \( \mathcal{X}_{\mu\nu} \) is again some functional of the lower order terms in the metric expansion and is related to the Weyl anomaly. As in the Einstein case, we will not need to compute those.
contributions in order to obtain $h_n$ or $C_D$. Note that in this case the FG expansion is exactly as in the Einstein case with the obvious difference that $L$ is replaced by $\tilde{L}$, i.e., $ds^2_{\text{bulk}} = \frac{L^2}{z^2} (dz^2 + h_{\mu\nu} dx^\mu dx^\nu)$.

Now we can evaluate $h_n$ in the boundary CFT dual to GB gravity case by examining the $g_n$ term in $\langle T_{ij} \rangle$ in eq. (2.22). We recover the known result [30],

\[ h_n = \frac{1}{4} \Gamma \left( \frac{d}{2} \right) \pi^{1 - \frac{d}{2}} n x_n^{d - 4} (x_n^2 - 1) \times \left( (d - 3)(x_n^2 - 1)a^*_n + (d - 3 - (d + 1)x_n^2) \frac{(d - 1)}{(d + 1)} \pi^d \right), \]

that we expressed in terms of\(^{14}\)

\[ a^*_n = \frac{\pi^{d/2}}{\Gamma(d/2)} \left( \frac{\tilde{L}}{l_p} \right)^{d - 1} \left[ 1 - 2 \frac{d - 1}{d - 3} \lambda g_\infty \right], \]

\[ C_T = \frac{\Gamma(d + 2)}{\pi^{d/2} (d - 1) \Gamma(d/2)} \left( \frac{\tilde{L}}{l_p} \right)^{d - 1} [1 - 2 \lambda g_\infty]. \]

Again, $C_T$ is the central charge appearing in the vacuum two-point correlator (3.15) of the stress tensor, while $a^*_n$ is the universal coefficient appearing in the entanglement entropy of a sphere in the CFT vacuum [29, 60, 61].

Now as in the Einstein analysis, we express $C_D$ for GB gravity as a function of the integration constant $\beta_n$,\(^{15}\)

\[ \frac{C_D}{n} = \frac{d \Gamma(d + 1)}{(d - 1) \pi^{d/2 - 2} \Gamma(d/2)} \left( \sqrt{1 - 4\lambda} (d - 2) \left( \frac{\tilde{L}}{l_p} \right)^{d - 1} (\beta_n - \beta_1) + \frac{h_n}{2\pi n} \right). \]

We solve numerically for $\beta_n$ in $d = 4$ and $d = 5$ and the results for $C_D$ are shown in figures 3 and 4. The curve corresponding to Einstein gravity (i.e., $\lambda = 0$) is highlighted in green. One can immediately see that, on one hand, the qualitative behavior of $C_D$ in Einstein gravity is shared by all the curves for Gauss-Bonnet gravity. On the other hand, by tuning the coupling $\lambda$ one can substantially reduce the discrepancy between $C_D$ and $C_D^{\text{conj}}$ when $n > 1$. In particular, in $d = 4$, if we choose $\lambda$ at the lower unitarity bound, $C_D - C_D^{\text{conj}}$ becomes negative for $n$ sufficiently large. Since the relative error is asymptotically constant, this implies that there is an allowed value of the coupling for which the conjecture (1.5) is fulfilled at large $n$. However, as one might have expected, there is no value of $\lambda$ for which the conjecture is satisfied for all values of the Rényi index.

Now we turn into the perturbative expansion close to $n = 1$, that as in the Einstein case admits an analytic treatment. Near $n = 1$, we can write $\beta_n$ as

\[ \beta_n^{(d=4)} = -\frac{1}{8} + \frac{n - 1}{12} - \left( \frac{17}{144} + \frac{1}{27\sqrt{1 - 4\lambda}} \right) (n - 1)^2 + \ldots, \]

\[ \beta_n^{(d=5)} = \frac{1}{20} (n - 1) - \left( \frac{731}{9600} + \frac{190}{9600\sqrt{1 - 4\lambda}} \right) (n - 1)^2 + \ldots, \]

\[ \beta_n^{(d=6)} = -\frac{1}{16} + \frac{n - 1}{30} - \left( \frac{241}{4500} + \frac{51}{4500\sqrt{1 - 4\lambda}} \right) (n - 1)^2 + \ldots. \]

\(^{14}\)Note that we use here $C_T$ instead of $\tilde{C}_T$ as in [30]. The two are related by $C_T = \frac{d + 1}{d - 1} \frac{\Gamma(d + 1)}{\pi^{d - 1}} \tilde{C}_T$. 
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Figure 3. $C_D/(nC_T)$ as a function of $n$ for $d = 4$ and $d = 5$ and for different values of Gauss-Bonnet coupling between the unitarity bounds given in eq. (3.27). The red curve gives the negative lower bound while the blue line corresponds to the positive upper bound. Highlighted in green is the Einstein gravity solution (i.e., $\lambda = 0$) that of course agrees with solutions found in the previous section. Intermediate curves correspond to intermediate values of the coupling in steps of $\Delta \lambda = 0.01$.

This result, together with eqs. (3.38) and (3.40), yields\textsuperscript{15}
\begin{align*}
\frac{C_D^{(d=4)}}{C_T} &= \frac{2\pi^2}{5}(n - 1) - \frac{\pi^2}{30} \left(3 + \frac{8}{\sqrt{1 - 4\lambda}}\right)(n - 1)^2 + O(n - 1)^3, \\
\frac{C_D^{(d=5)}}{C_T} &= \frac{\pi^2}{3}(n - 1) - \frac{\pi^2}{60} \left(9 + \frac{10}{\sqrt{1 - 4\lambda}}\right)(n - 1)^2 + O(n - 1)^3, \\
\frac{C_D^{(d=6)}}{C_T} &= \frac{2}{7}\pi^2(n - 1) - \frac{\pi^2}{105} \left(17\sqrt{1 - 4\lambda} + 12\right)(n - 1)^2 + O(n - 1)^3. 
\end{align*}

\textsuperscript{15}We would like to thank Rong-Xin Miao for pointing out a typo in these formulas for $d = 6$ in a previous version of the paper.
With the conjectured expression (1.5) for \( C_D \), we find that in GB gravity

\[
\frac{C_D^{\text{conj}(d=4)}}{C_T} = \frac{2 \pi^2}{5} (n - 1) - \frac{\pi^2}{45} \left( 3 + \frac{14}{\sqrt{1 - 4 \lambda}} \right) (n - 1)^2 + O(n - 1)^3, \\
\frac{C_D^{\text{conj}(d=5)}}{C_T} = \frac{\pi^2}{3} (n - 1) - \frac{\pi^2}{96} \left( 13 + \frac{18}{\sqrt{1 - 4 \lambda}} \right) (n - 1)^2 + O(n - 1)^3, \\
\frac{C_D^{\text{conj}(d=6)}}{C_T} = \frac{2}{7} \pi^2 (n - 1) - \frac{\pi^2}{175} \left( 27 \sqrt{1 - 4 \lambda} + 22 \right) (n - 1)^2 + O(n - 1)^3.
\]

(3.43)

Hence we again recover the necessary agreement at linear order in \((n - 1)\), but the expressions differ at the quadratic order. In particular, the relative mismatch, which now depends on the GB coupling, becomes

\[
\frac{C_D^{(d=4)} - C_D^{\text{conj}(d=4)}}{C_D^{(d=4)}} = \left( \frac{1}{9 \sqrt{1 - 4 \lambda}} - \frac{1}{12} \right) (n - 1) + O(n - 1)^2, \\
\frac{C_D^{(d=5)} - C_D^{\text{conj}(d=5)}}{C_D^{(d=5)}} = \left( \frac{1}{16 \sqrt{1 - 4 \lambda}} - \frac{7}{160} \right) (n - 1) + O(n - 1)^2, \\
\frac{C_D^{(d=6)} - C_D^{\text{conj}(d=6)}}{C_D^{(d=6)}} = \frac{1}{75} \left( \frac{3}{\sqrt{1 - 4 \lambda}} - 2 \right) (n - 1) + O(n - 1)^2.
\]

(3.44)

When \( \lambda = 0 \), we correctly reproduce the results of Einstein gravity. However, we now see that the coupling can be tuned to eliminate the discrepancy at the next order as well. It turns out that the value of \( \lambda \) required to produce agreement with eq. (1.5) at order \((n - 1)^2\) can be expressed as

\[
\lambda_{\text{min}} = -\frac{(3d + 2)(d - 2)}{4(d + 2)^2},
\]

(3.45)

for \( d = 4, 5 \) and 6. Surprisingly, this value corresponds precisely to the lower bound in eq. (3.27) arising from unitarity constraints. We discuss possible implications of this observation in section 4.

Finally, we would like to consider the limit \( n \to 0 \), which is also amenable to an analytic understanding. For any value of \( \lambda \), we find again that \( \beta_n \sim 1/n^{d-1} \), while \( x_n \sim 1/n \). Hence, \( \beta_n \) can be neglected in eq. (3.40) at leading order in \( 1/n \), and we obtain

\[
\frac{C_D}{C_T} = - \left( \frac{1}{dn} \right)^{d-1} \left( \pi^2 \left( \sqrt{1 - 4 \lambda} + 1 \right) \left( \frac{1 - \sqrt{1 - 4 \lambda}}{\lambda} \right)^d \right) \left( \frac{4(d + 1) \sqrt{1 - 4 \lambda}}{2d(d + 1) \sqrt{1 - 4 \lambda}} + O(n) \right),
\]

(3.46)

\[
\frac{C_D^{\text{conj}}}{C_T} = - \left( \frac{1}{dn} \right)^{d-1} \left( \pi^2 (d - 1) \left( \sqrt{1 - 4 \lambda} + 1 \right) \left( \frac{1 - \sqrt{1 - 4 \lambda}}{\lambda} \right)^d \right) \left( \frac{2d(d + 1) \sqrt{1 - 4 \lambda}}{2d(d + 1) \sqrt{1 - 4 \lambda}} + O(n) \right).
\]

(3.47)

In particular then, we find

\[
\frac{C_D - C_D^{\text{conj}}}{C_D} = - \frac{d - 2}{d} + O(n),
\]

(3.48)
which is remarkably independent of the coupling, and therefore equal to the result (3.24) found for Einstein gravity. The convergence of the curves corresponding to different values of the GB coupling to the ratio (3.48) is plotted in the inset of figure 4. By comparison with eq. (3.40), we notice that the universality of the small $n$ limit is exclusively due to the scaling of $\beta_n$ with respect to the conformal weight $h_n$. The behavior of $h_n$ is fixed by simple thermodynamic considerations, which are reliable in the high temperature limit ($n \to 0$), where all other scales are negligible. It would be tempting to look for a similar argument, which could predict the scaling of $\beta_n$ as well. However, the existence of theories that satisfy the conjecture at every value of $n$ implies that the two statements cannot have the same degree of universality.

4 Discussion

The results of this paper confirm and extend the qualitative picture which emerged after the four-dimensional study [31]. Twist operators in strongly interacting holographic CFTs do not obey the conjectured relation $C_D = C_D^{\text{conj}}$. However, the relation is only mildly violated for a large range of values of $n$. It would be useful to understand whether this is accidental or not. One way of tackling this question would be to study the stability of this qualitative picture under further higher derivative corrections. More generally, our understanding about the conjectured relation $C_D = C_D^{\text{conj}}$ seems incomplete. Although the relation is obeyed by some examples of free theories in $d = 3$ [46, 47] and $d = 4$ [33], it has not been established whether its violation is only a consequence of the presence of interactions. Further investigations in the context of free theories will be required in order to answer this question. More generally, we know that when the conjecture (1.5) is satisfied, the singularities of the defect OPE with the stress tensor are simplified [33], but we do not yet have an understanding of the consequences of this fact on the structure of entanglement. Finally, we note that this problem can be reformulated more broadly: what are the properties required for a defect to obey the conjecture (1.5)? In fact, this issue has been a question of interest in the context of gauge theories as well. A similar relation between the Bremsstrahlung function — which is the analogue of $C_D$ in that context — and the conformal weight is obeyed by a class of Wilson lines. However, the theories in which this happens have not been classified yet [63, 64]. In fact, in $d = 3$ the relation conjectured in [63] reduces to our relation $C_D = C_D^{\text{conj}}$.

Beyond the broad picture, the results of our work raise more detailed points of discussion. We have found that the $n \to 0$ limit of the ratio $C_D/C_D^{\text{conj}}$ is not affected by the presence of the Gauss-Bonnet coupling in the bulk theory. However it is certainly different in the free CFTs where eq. (1.5) has been proven to be satisfied. It would be interesting to check whether this limit has the same value for other higher curvature theories of gravity. If true, the small $n$ limit would exhibit an insensitivity to higher derivative corrections which is not shared by many other quantities. The prototypical example of this behavior is the Lyapunov exponent in holographic theories [65].

In general, our holographic result (3.40) for $C_D$ with Gauss-Bonnet gravity depends on the Gauss-Bonnet coupling and so we may consider tuning $\lambda$ to achieve $C_D = C_D^{\text{conj}}$. 
While the above result for \( n = 0 \) shows that we can not achieve this equality for all values of \( n \), it is still possible to achieve this equality at special values of \( n \). In particular, in the limit \( n \to \infty \), we found numerically that in four dimensions there is a value of \( \lambda \) (within the unitarity bounds (3.27)) for which the conjecture is asymptotically satisfied — see the comment below eq. (3.40). Similarly close to \( n = 1 \), the analytic solutions allowed us to make a more interesting statement. Of course, the results [48] demand agreement of \( \partial_n C_D|_{n=1} \) with the conjectured value for any value of the GB coupling. However, tuning \( \lambda \) allows the conjecture to be fulfilled up to order \( (n-1)^2 \). The surprising result, however, is that the particular value of \( \lambda \) which achieves this tuning precisely saturates the lower unitarity bound given in eq. (3.27) for \( d = 4, 5 \) and 6.\(^\text{16}\)

The latter observation is rather interesting and deserves further comment. The result would perhaps be less surprising if one could prove that \( \partial_n^2 C_D|_{n=1} \) is only sensitive to a restricted set of CFT data. This suggestion might be motivated by the results for \( \partial_n C_D|_{n=1} \) [48] and for the first two derivatives of \( h_n \) [12, 67]. The intuition is inspired by the fact that derivatives with respect to the Rényi index are equivalent to repeated insertions of the modular Hamiltonian in the partition function. If applied to the one-point function (2.22), this would fix both \( \partial_n^2 h_n|_{n=1} \) and \( \partial_n^2 C_D|_{n=1} \) as a linear combination of the three coefficients appearing in the three-point function of the stress-tensor, which in general dimensions are often denoted \( A, B, C \) [53, 54]. While this argument is correct in the case of \( h_n \) [12], when dealing with shape deformations further subtleties arise, and we will study them elsewhere. If the argument given above was correct, the fulfillment of the conjecture at order \( (n-1)^2 \) would be a general property of theories that saturate the Hofman-Maldacena bound [68], from which the unitarity bound for Gauss-Bonnet gravity was derived [55]. From our results for Gauss-Bonnet gravity, it is not difficult to derive a simple ansatz for \( \partial_n^2 C_D|_{n=1} \), up to one free coefficient. In \( d = 4 \), also the last coefficient can be fixed thanks to the fact that free scalars satisfy the conjecture (1.5). However, instead of writing the explicit linear combination of \( A, B, C \), let us point out that this proposal meets an obstruction in \( d = 3 \). In this case, we know that free scalars and fermions obey the conjecture, while the holographic dual of Einstein gravity does not. At the same time, in \( d = 3 \) there are only two independent parameters in the three-point function of the stress-tensor. This leads to a system with three equations, i.e., for scalars, fermions and Einstein gravity, and two unknowns. It is easy to verify that the system does not have a solution. This proves that in three dimensions \( \partial_n^2 C_D|_{n=1} \) is not determined by the three-point function of the stress tensor, or at least not in a way which is linear in the parameters. Although it seems unlikely that \( d = 3 \) plays a special role, rejecting this proposal in general would leave us without an answer to the original question: the special role played by the unitarity bound of the Gauss-Bonnet coupling would remain mysterious. Certainly, these

\(^{16}\)Shortly after the appearance of our paper, ref. [66] appeared in which it was shown that the relation between the fulfillment of the conjecture at order \( (n-1)^2 \) and the lower unitarity bound is a universal property of general higher curvature gravity theories in general dimensions. The authors of [66] also wrote down explicitly the relation between \( \partial_n^2 C_D|_{n=1} \), \( \partial_n^2 h_n|_{n=1} \) and the coefficients in the three-point function of the stress tensor which we describe in the following paragraph and suggested a universal law which is obeyed by free scalars, free fermions, free conformal tensor fields and CFTs with holographic dual.
observations imply that it would be interesting to attempt a first principle computation of $\partial^2 C_D|_{n=1}$. On the other hand, even one single further example in four dimensions would provide a non-trivial check. One could either perform one more free field computation [69] or study another holographic example along the lines of the present paper.

It is interesting to ask under which conditions the response of the holographic twist operator to small deformations might change qualitatively with respect to the results of this work. For example, ‘phase transitions’ in the Rényi entropy have been observed to take place at a critical value of the Rényi index in certain theories [70]. This behaviour has also been observed in a holographic setting for spherical regions [71, 72]. This happens when the defect CFT has a sufficiently low-dimensional scalar operator, in which case the dual hyperbolic black hole solution would be unstable towards the development of scalar hair at low temperatures (large $n$). We expect that in such theories the Rényi entropy for non-spherical regions should have similar phase transitions. It would be interesting to study what effects the phase transitions have on $C_D$ in the presence of such low-dimensional scalar operators.

Finally, let us emphasize that the strategy that we have employed in this paper can easily be adapted to the study of deformations of any holographic defect. Indeed, the information about the Rényi twist operator enters the computation only through the choice of the gravitational background. In particular, the fact that this approach only requires linear order perturbation theory may prove useful in many other situations.
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A Expanding two-point functions as distributions

In this appendix we provide the details needed to derive equations (2.12a)–(2.12c). As mentioned in the main text the singular terms in the short distance expansion $|x| \to 0$ of the two-point function $\langle D_\alpha(w) T_{\mu\nu}(z) \rangle$ can be written in the weak limit in terms of delta functions in the $d-2$ parallel directions with support at $w = 0$, where we recall that $z^\mu = (x, y)$, and we further fixed $y = 0$. Keep in mind that the expressions that we write in this appendix only hold inside integrals when multiplied by a test function that decays fast enough at infinity and is regular at zero.

The general expansion up to terms which are regular as $|x| \to 0$ reads

$$
\frac{w^{2\alpha}}{(x^2 + w^2)^{d-1+\beta}} = \frac{\pi^{d-2}}{\Gamma(\frac{d-2}{2})\Gamma(d + \beta - 1)} \times 
\sum_{n=0, \ n \text{ even}}^{d+2(\beta-\alpha)-1} (\delta^2)^\frac{n}{2} \delta^{d-2}(w) \left[ \frac{(n-1)!!(d-4)!!}{n!(d-4+n)!!} \right] \frac{\Gamma(\frac{d-n}{2} - \alpha + \beta)\Gamma(\frac{d+n}{2} + \alpha - 1)}{|x|^{d+2\beta-2\alpha-\alpha}}.
$$

(A.1)

Similar formulas for tensorial structures of $w$ can be derived by differentiating identities of the form (A.1). In the rest of this appendix we present a derivation of the formula (A.1) as well as a list of useful identities that can be deduced from it.

A.1 Derivation of the kernel formula

Consider the kernel

$$
K(w, x) = \frac{w^{2\alpha}}{(x^2 + w^2)^{d-1+\beta}}
$$

(A.2)

and a test function $f(w)$ which is smooth at $w = 0$ and decays strong enough (such that (A.3) converges) when $w \to \infty$ and define the integral

$$
I(x) = \int d^{d-2} w f(w) K(w, x).
$$

(A.3)

We can split the integration domain between $|w| \leq 1$ and $|w| > 1$. The exterior region is convergent when $|x| \to 0$ and therefore does not contribute to the divergent terms in (A.1). The function $f(w)$ can be Taylor expanded in the inside domain as follows:

$$
I(x) = \sum_{n=0}^{\infty} \frac{1}{n!} \partial_{i_1} \ldots \partial_{i_n} f(0) \int_{|w|<1} d^{d-2} w w^{i_1} \ldots w^{i_n} K(w, x) + \text{regular},
$$

(A.4)

where “regular” stands for terms which are regular at $x \to 0$. Using a change of variables $w^i = y^i |x|$ and symmetry considerations on the tensor structure inside the integral (which
We use (A.1) to derive the following:

\[
I(x) = \sum_{n=0}^{\infty} \frac{1}{n!} \partial_{i_1} \ldots \partial_{i_n} f(0) \int_{|y|<1/|x|} \frac{1}{|x|^{d-n+2\beta-2\alpha}} \int_{|y|<1/|x|} d^{d-2}y \frac{y_{i_1} \ldots y_{i_n}}{(1+y^2)^{d-1+\beta}} + \text{regular}
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{n!} \partial_{i_1} \ldots \partial_{i_n} f(0) \frac{1}{|x|^{d-n+2\beta-2\alpha}} \frac{\delta_{i_1 i_2} \ldots \delta_{i_{n-1} i_n} + \text{permutations}}{\text{normalization}} \times \Omega_{d-3} \int_{|y|<1/|x|} dy \frac{y^{n+d-3+2\alpha}}{(1+y^2)^{d-1+\beta}} + \text{regular}
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{n!} \partial_{i_1} \ldots \partial_{i_n} f(0) \frac{\delta_{i_1 i_2} \ldots \delta_{i_{n-1} i_n} + \text{permutations}}{\text{normalization}} \times \frac{1}{|x|^{d-n+2\beta-2\alpha}} \frac{2\pi^{d-2} \Gamma(d-n-\alpha+\beta) \Gamma(d+n+\alpha-1)}{\Gamma(d+\beta-1)} + \text{regular}.
\]  

In the weak limit we replace \( f(0) \) by \( \delta^{d-2}(w) \) to express the kernel \( K(w, x) \) outside the integral as

\[
\frac{w^{2\alpha}}{(x^2 + w^2)^{d-1+\beta}} = \frac{\pi^{d-2}}{\Gamma(d-n+\beta)} \sum_{n=0}^{\infty} \frac{P_n \Gamma(d-n-\alpha+\beta) \Gamma(d+n+\alpha-1)}{|x|^{d+2\beta-2\alpha-n}} \]  

where

\[
P_n = \frac{1}{n!} \partial_{i_1} \ldots \partial_{i_n} \delta^{d-2}(w) \left[ \frac{\delta_{i_1 i_2} \ldots \delta_{i_{n-1} i_n} + \text{permutations}}{\text{normalization}} \right],
\]

and the normalization is chosen such that the term in the square bracket traces to one. Combinatorial arguments then lead to the simplified form (A.1).

### A.2 List of formulas for kernels

We use (A.1) to derive the following:

\[
\frac{1}{(x^2 + w^2)^{d-1}} = \pi^{d-2} \frac{\Gamma(\frac{d}{2})}{\Gamma(d-1)} \left( \frac{\delta^{d-2}(w)}{|x|^{d}} + \frac{\partial^2 \delta^{d-2}(w)}{2(d-2)|x|^{d-2}} \right) + \ldots,
\]  

\[
\frac{1}{(x^2 + w^2)^d} = \pi^{d-2} \frac{\Gamma(\frac{d}{2})}{2\Gamma(d)} \left( \frac{d \delta^{d-2}(w)}{|x|^{d+2}} + \frac{\partial^2 \delta^{d-2}(w)}{2|x|^{d+2}} \right) + \ldots,
\]  

\[
\frac{1}{(x^2 + w^2)^{d+1}} = \pi^{d-2} \frac{\Gamma(\frac{d}{2})}{4\Gamma(d)} \left[ \frac{\delta^{d-2}(w)}{|x|^{d+4}} (d+2) + \frac{\partial^2 \delta^{d-2}(w)}{2|x|^{d+2}} \right] + \ldots,
\]  

\[
\frac{w^2}{(x^2 + w^2)^{d+1}} = \pi^{d-2} \frac{\Gamma(\frac{d}{2})}{2\Gamma(d)} \left[ \frac{\delta^{d-2}(w)}{|x|^{d+4}} (d-2) + \frac{d}{2(d-2)} \frac{\partial^2 \delta^{d-2}(w)}{|x|^{d-2}} \right] + \ldots,
\]  

\[
\frac{w^2}{(x^2 + w^2)^{d+1}} = \pi^{d-2} \frac{\Gamma(\frac{d}{2})}{4\Gamma(d)} \left[ \frac{\delta^{d-2}(w)}{|x|^{d+4}} (d-2) + \frac{d}{2(d-2)} \frac{\partial^2 \delta^{d-2}(w)}{|x|^{d-2}} \right] + \ldots,
\]  

\[
\frac{w^4}{(x^2 + w^2)^{d+1}} = \pi^{d-2} \frac{\Gamma(\frac{d}{2})}{4\Gamma(d)} \left[ \frac{\delta^{d-2}(w)}{|x|^{d+4}} (d-2) + \frac{d + 2}{2(d-2)} \frac{\partial^2 \delta^{d-2}(w)}{|x|^{d-2}} \right] + \ldots.
\]
Differentiating (A.1) with respect to \( w_i \) we get

\[
\frac{w^{2\alpha} w_i}{(x^2 + w^2)^{d+\beta}} = \frac{1}{2(1 - d - \beta)} \left[ \partial_i \left( \frac{w^{2\alpha}}{(x^2 + w^2)^{d-1+\beta}} \right) - \frac{2\alpha w^{2(\alpha - 1)} w_i}{(x^2 + w^2)^{d-1+\beta}} \right].
\] (A.14)

We can then use (A.8) and (A.9) to show

\[
\frac{w^i}{(x^2 + w^2)^d} = -\frac{\pi \frac{d-2}{2} \Gamma \left( \frac{d}{2} \right)}{2 \Gamma(d)} \left( \frac{\partial^i \delta^{d-2}(w)}{|x|^d} + \frac{\partial^i \partial^j \delta^{d-2}(w)}{2(d - 2)|x|^{d-2}} \right) + \ldots,
\] (A.15)

and

\[
\frac{w^i}{(x^2 + w^2)^{d+1}} = -\frac{\pi \frac{d-2}{4} \Gamma \left( \frac{d}{2} \right)}{\Gamma(d+1)} \left( \frac{d \partial^i \delta^{d-2}(w)}{|x|^{d+2}} + \frac{\partial^i \partial^j \delta^{d-2}(w)}{2|x|^{d-2}} \right) + \ldots,
\] (A.16)

and (A.11) and (A.15) to get

\[
\frac{w^2 w^i}{(x^2 + w^2)^{d+1}} = -\frac{\pi \frac{d-2}{4} \Gamma \left( \frac{d}{2} \right)}{\Gamma(d+1)} \left[ \frac{d \partial^i \delta^{d-2}(w)}{|x|^{d+2}} + \frac{(d + 2) \partial^i \partial^j \delta^{d-2}(w)}{2(d - 2)|x|^{d-2}} \right] + \ldots.
\] (A.17)

Differentiating (A.8) twice and using (A.9) we can also show

\[
\frac{w^i w^j}{(x^2 + w^2)^{d+1}} = \frac{\Gamma \left( \frac{d}{2} \right) \frac{d-2}{2}}{4 \Gamma(d+1)} \left[ \delta^{ij} \left( \frac{d \partial^2 \delta^{d-2}(w)}{|x|^{d+2}} + \frac{\partial^i \partial^j \delta^{d-2}(w)}{2|x|^{d-2}} \right) + \frac{\partial^i \partial^j \delta^{d-2}(w)}{|x|^{d-2}} \right].
\] (A.18)

This concludes the ingredients needed for the derivation of equations (2.12a)–(2.12c).

B Details of holographic renormalization for Einstein gravity

In this appendix we give more details on how to obtain the expectation value of the stress tensor in Einstein gravity. The procedure for GB gravity is similar, with the difference that the final expression for the expectation value changes to eq. (3.37) [62]. As described in section 3.2.1, the expectation value of the stress tensor in the deformed geometry can be computed using eqs. (3.7)–(3.9). As noted in the main text, it is not necessary for our purposes to compute explicitly \( \mathcal{X} \) since all \( h_{(m)} \) with \( m < d \) are independent of \( x_n \) (equivalently of the Rényi index \( n \)) and then, they will cancel after the subtraction in (2.23).

We keep track of the anomalous contributions for completeness.

In order to write the metric (3.1) in the FG coordinates, as in equation (3.7), we work order by order in an expansion in \( z \) (that we define perturbatively below). We reach the desired coordinate system by two successive changes of coordinates. First we define \( r \equiv L^2 \bar{z} \) and then we redefine \( \bar{z} = z(1 + c_1 z^2 + \ldots + c_d z^d + \ldots) \). Using the blackening factor (3.2) we can fix the constants \( c_i \) such that

\[
\frac{dz^2}{g(r)} = \frac{dz^2 (\partial \bar{z}/\partial z)^2}{\bar{z}^2 g(r(z))} = \frac{L^2}{z^2} d\bar{z}^2 (1 + O(z^{d+1})).
\] (B.1)
We obtain

\[
d = 3 \quad \hat{z} = z \left(1 - \frac{z^2}{4L^2} - \frac{x_n (x_n^2 - 1)}{6} \frac{z^3}{L^3} + \ldots \right),
\]

\[
d = 4 \quad \hat{z} = z \left(1 - \frac{z^2}{4L^2} - \frac{x_n^2 (x_n^2 - 1) - 1/2}{8} \frac{z^4}{L^4} + \ldots \right), \tag{B.2}
\]

\[
d = 5 \quad \hat{z} = z \left(1 - \frac{z^2}{4L^2} + \frac{z^4}{16L^4} - \frac{x_n^3 (x_n^2 - 1)}{10} \frac{z^5}{L^5} + \ldots \right),
\]

\[
d = 6 \quad \hat{z} = z \left(1 - \frac{z^2}{4L^2} + \frac{z^4}{16L^4} - \frac{x_n^4 (x_n^2 - 1)}{12} \frac{z^6}{L^6} + \ldots \right).
\]

Note that the \(x_n\) (equivalently \(n\)) dependence starts appearing only at order \(z^d\). This is due to the form of the blackening factor (3.2) in which the dependence on \(x_n\) starts at the \(d\)-th subleading order in the boundary expansion. It is then obvious that only \(h_{(d)\mu\nu}\) of (3.8) will depend on \(n\) while the lower order \(h_{(m)}\)’s entering in the anomalous functional \(\mathcal{X}\) will not. In order to get our FG metric we now need to expand the components of the original metric (3.1) in powers of \(z\). Equivalently, in terms of the \(h_{\mu\nu}\) of equation (3.7) we need to expand the factors in square brackets in the following expression:

\[
h_{\mu\nu}dx^\mu dx^\nu = \left[ \frac{z^2}{L^2} g(r(z)) \right] dr^2 + \left[ \left( \frac{z}{z} \right)^2 \right] \frac{dy^i}{\rho^2} + \frac{1}{\rho^2} \left( \left[ \left( \frac{z}{z} \right)^2 \right] \delta_{ij} + \left[ 2 \left( \frac{z}{z} \right)^2 k(r(z)) \right] K_{ij} x_a \right) dy^i dy^j \tag{B.3}
\]

in powers of \(z\). To complete the expansion we also need to use the asymptotic expansion of \(k(r)\) and \(v(r)\) which is given in equation (3.10).

We obtain the following expansions for the different dimensions. For odd dimensions we only specify \(h_{(d)\mu\nu}\) since it is the only one needed for the stress tensor in equation (3.9) (remember that \(\mathcal{X}\) vanishes in odd dimensions):

\[
h_{(d)\mu\nu}dx^\mu dx^\nu = \frac{(d - 1)(x_n^d - x_n^{d-2})}{dL^d} dr^2 + \frac{x_n^d - x_n^{d-2}}{dL^d} \frac{d\rho^2}{\rho^2} + \frac{4}{d} \left( \frac{x_n^d - x_n^{d-2} + d\beta_n}{L^d(d-2)} \right) L^d \frac{dp}{\rho^2} dy^i \tag{B.4}
\]

\[
+ \frac{2}{d} \left[ \left( \frac{x_n^d - x_n^{d-2}}{2L^d} \right) \delta_{ij} + \frac{x_n^d - x_n^{d-2} + d\beta_n}{L^d} K_{ij} x_a \right] dy^i dy^j + \ldots
\]

In \(d = 3\) the traceless part of the extrinsic curvature should be set to zero. In \(d = 4\) we obtain

\[
h_{(0)\mu\nu}dx^\mu dx^\nu = dr^2 + \frac{d\rho^2}{\rho^2} + \frac{2}{\rho} \partial_i K^b x_b \frac{dp}{dy^j} + \frac{1}{\rho^2} \left[ \delta_{ij} + 2 \tilde{K}_{ij} x_a \right] dy^i dy^j + \ldots, \tag{B.5}
\]

\[
h_{(2)\mu\nu}dx^\mu dx^\nu = - \frac{1}{2L^2} dr^2 + \frac{1}{2L^2} \frac{d\rho^2}{\rho^2} + \frac{1}{2L^2 \rho^2} \delta_{ij} dy^i dy^j + \ldots, \tag{B.6}
\]
\[ h_{(4)\mu\nu}dx^\mu dx^\nu = \left(-\frac{12x_n^4 + 12x_n^2 + 1}{16L^4}\right)dx^2 + \left(\frac{1 - 2x_n^2}{4L^4}\right)^2 \frac{d\rho^2}{\rho^2} \] 
\[ + \left(\frac{16\beta_n + (1 - 2x_n^2)^2}{8L^4}\right)\partial_i K^b x_b \frac{d\rho}{\rho} dy^i \] 
\[ + \frac{1}{\rho^2} \left[ \left(\frac{1 - 2x_n^2}{4L^4}\right)^2 \delta_{ij} + \left(\frac{16\beta_n + (1 - 2x_n^2)^2}{8L^4}\right)\tilde{K}_{ij} x_a \right] dy^i dy^j + \ldots \] 
(B.7)

In \( d = 6 \) instead

\[ h_{(0)\mu\nu}dx^\mu dx^\nu = d\tau^2 + \frac{d\rho^2}{\rho^2} + \frac{1}{\rho} \partial_i K^b x_b d\rho dy^i + \frac{1}{\rho^2} \left[ \delta_{ij} + 2K_{aij} x^a \right] dy^i dy^j + \ldots , \] 
(B.10)

\[ h_{(2)\mu\nu}dx^\mu dx^\nu = -\frac{1}{2L^2} d\tau^2 + \frac{1}{2L^2} \frac{d\rho^2}{\rho^2} + \frac{1}{2L^2 \rho^2} \delta_{ij} dy^i dy^j + \ldots , \] 
(B.11)

\[ h_{(4)\mu\nu}dx^\mu dx^\nu = \frac{1}{16L^4} d\tau^2 + \frac{1}{16L^4} \frac{d\rho^2}{\rho^2} - \frac{1}{16L^4 \rho} \partial_i K^b x_b d\rho dy^i \] 
\[ + \frac{1}{16L^4 \rho^2} \left[ \delta_{ij} - 2K_{aij} x^a \right] dy^i dy^j + \ldots , \] 
(B.12)

\[ h_{(6)\mu\nu}dx^\mu dx^\nu = -\frac{5(x_n^6 - x_n^4)}{6L^6} d\tau^2 + \left(\frac{x_n^6 - x_n^4}{6L^6}\right) \frac{d\rho^2}{\rho^2} \] 
\[ + \frac{1}{L^6 \rho} \left( \beta_n + \frac{8x_n^6 - 8x_n^4 + 3}{48} \right) \partial_i K^b x_b d\rho dy^i \] 
\[ + \frac{1}{\rho^2} \left[ \left(\frac{x_n^6 - x_n^4}{6L^6}\right) \delta_{ij} + \left(\frac{2\beta_n}{L^6} + \frac{8x_n^6 - 8x_n^4 + 3}{24L^6}\right) K_{aij} x^a \right] dy^i dy^j + \ldots . \] 
(B.13)

Using equations (3.9) and (3.15)-(3.16) of [51] we obtain the expectation value of the stress tensor of the form (2.22) where \( q_n \) and \( k_n \) are given by eq. (3.11). Note that in order to obtain the values of the anomalous contributions appearing in footnote 10 we need to use the lower-order metrics appearing in this appendix.
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