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Chapter 1

General Introduction
Deoxyribonucleic acid (DNA) carries the information of living cells. The defined order in which the monomers C, G, A and T are lined up in a sequence contains the unique information that a living cell needs for its functions and multiplication. In prokaryotes, the information encoded by DNA is organized in discrete stretches, called open reading frames (hereafter referred to as genes). The genes’ DNA is transcribed and renders a product called messenger RNA (mRNA). Each gene determines the sequence of a unique mRNA that is subsequently translated at the ribosomes into distinct polypeptides (proteins). Polypeptides are then folded into proteins, which perform the structural and enzymatic functions required by a living cell. The relative abundance of mRNA transcripts is a measure for the frequency at which the corresponding genes are transcribed, and can be used as a witness for the physiological status of the cell.

To understand the processes that an organism performs, biochemistry and molecular biology have traditionally focused on the functions of individual genes and the proteins they encode. These efforts have lead to a vast number of proteins being studied, and their genes being sequenced. Ultimately, researchers desired a complete view of the genomic information of model organisms, and endeavored into sequencing their whole genome sequences. The first article announcing a complete genome sequence of a free-living organism (the bacterium *Haemophilus influenzae* Rd), stated in its first sentence (Fleischmann et al., 1995):

“A prerequisite to understanding the complete biology of an organism is the determination of its entire genome sequence.”

Indeed, the genome sequence of an organism gives a nearly complete overview of what an organism is capable of, in biochemical terms. By searching for homology between the predicted genes of a new genome and all known protein sequences (Altschul et al., 1990), one can search for ortholog genes; which are genes that probably have the same origin, and also the same function (e.g., Kaneko et al., 1996). This process is known as genome annotation, and leaves usually many open reading frames without functional assignment for their protein product because of a lack of similar proteins in the databases. ‘Genes’ left without annotation are usually involved in functions specific to the form of life of the newly sequenced organism. Many of these genes are found to be conserved in taxonomically related organisms (Martin et al., 2003).

The availability of genome sequences has transformed the way molecular biologists work. The genome information delimits the working space within a species, and is used as a reference point for any further molecular biology studies. Researchers aim to relate their findings to genes identified in the genome sequence (e.g., Chatterjee et al., 2004). Moreover, genome sequences allow studies to be conducted at a global (i.e., whole-genome) level, focusing on how a phenomenon affects all the genes of an organism simultaneously. These applications define the genomic era, an era of the study of the cell as a whole. At present, about 600 species have been fully sequenced, and the number is rapidly increasing (www.genomesonline.org).
THE GENOMIC ERA AND MICROARRAY ANALYSIS

The first genome sequences generated great expectations on the knowledge and applications they would provide. However, the information encoded by the genomes proved to be complex, and its in-depth utilization is requiring further technological, mathematical and conceptual developments.

One field of research that has amply benefited from genome sequences is phylogenetics, the study of the evolutionary relations between organisms. Whole genomes allow sequence comparisons to be made using all the available information, as an extension of traditional molecular phylogenetics, where the evolutionary distance between certain ubiquitous sequences is compared (Eisen, 2000). Also, genomic sequences provide additional phylogenetic markers, like the presence or absence of genes or biochemical pathways, the arrangements of genes in the genomes, etc. (Bansal and Meyer, 2002; Boore, 2006).

Genome sequences are also utilized for high throughput analysis of physiological responses and capabilities of organisms, usually in conjunction with other technological developments. Studies analyzing the way cells utilize their genomic information under different environmental conditions or in specific mutants focus on the accumulation of mRNA (transcriptomics) or proteins (proteomics). Still other studies measure quantitative changes in the concentrations of metabolic products (metabolomics). While proteomic studies are more directly related to physiology, they can only identify a subset of the proteins in a cell (Fulda et al., 2000; Simon et al., 2002; Herranen et al., 2004). Transcriptomics studies, targeted at the earlier mRNA stage of the gene expression process, provide information about the primary responses of the cells to the growth conditions under investigation, that may or may not result in changes in protein accumulation. However, gene expression studies correlate fairly well with proteomics data (Conway and Schoolnik, 2003; Suzuki et al., 2006).

Whole-genome gene expression is analyzed using microarrays, first introduced by Schena et al. (1995). Microarray analysis uses Watson and Crick base pairing to detect the concentration of mRNA for each of the different genes individually in the RNA pool extracted from cells. One or more probes complementary to the mRNA of each gene are attached in multiple copies to a rigid surface (typically made of glass), in a matrix of well-localized spots (Figure 1). The labile mRNA, or rather a reverse transcribed stable DNA copy of it (cDNA) is labeled with a fluorescent dye or radioactively, and is exposed to the microarray for complementary hybridization. The fluorescence or radioactivity signal observed in each spot on the microarray is an indication of the concentration of the mRNA specific for the corresponding probe.

Several variations in microarray technology exist, that differ in the length of the probes and in the way they are constructed (Lockhart and Winzeler, 2002; Heller et al., 2002). One type of microarrays, known as spotted microarrays, use PCR products that are deposited by a robot in spots on the slides. Those microarrays typically contain long probes, covering most or all of the sequence of the target genes. More sophisticated methods involve the synthesis of the probes directly on the array by photolithography (Lipshutz et al., 1999) or by ink-jet technology (Hughes et al., 2001). These methods have the advantage of using short in silico designed oligonucleotide probes that contain information unique to their
Figure 1. Example of a microarray slide actually used in this thesis project.

Figure 2. Signal intensity measured at a typical spot on a microarray slide.
target genes, thus minimizing hybridization of mRNA from genes different than their intended targets (Hughes et al., 2001). Ink-jet synthesized microarrays produce very clear images (Figure 1), with well-defined spots that are clearly differentiated from the background noise (Figure 2). Each spot contains several hundreds of specific oligonucleotide probes, which warrants that both green and red targets find ample probes for binding.

WHOLE-GENOME GENE EXPRESSION ANALYSIS BY DNA MICROARRAY

DNA microarray analysis involves several steps, including the choice of microarray platform and microarray design, cell culturing and harvesting, RNA extraction and purification, synthesis of labeled-cDNA, hybridization of cDNA to the DNA microarray, scanning, feature extraction, data normalization and statistical testing. There are many variations for each of these steps, and the characteristics of the results will depend on the decisions taken. Since a major part of this thesis is focused on the bioinformatics part of microarray projects, namely microarray design, feature extraction and data analysis, emphasis on that part will be given in this section.

Microarray design

Microarray design consists of selection of adequate sequences from each single gene for use as probes. One important consideration is whether mRNA will be labeled directly or whether a DNA copy (cDNA) of the mRNA will be synthesized. The most common labeling method for microarray analysis is the synthesis of cDNA with one modified nucleotide containing a fluorescent chromophore for incorporation into the cDNA during reverse transcription. This is the method of choice for the following discussion.

Microarray probes should be chosen to be as specific as possible, in order to avoid confounding signals due to the expression of genes different from the target gene (Li and Stormo, 2001; Talla et al., 2003). Two main approaches exist to assess the potential for hybridization of probes to mRNA from genes different than their targets. One approach consists of determining or controlling the fraction of shared bases between probes and stretches of other genes (Talla et al., 2003), for example, using a Basic Local Alignment Searching Tool (Altschul et al., 1990). A finer approach is based on calculation of the free energy of the hybrid between the probe and non-target genes with similar sequence (Chou et al., 2004). However, while the effects of the number of shared bases between the probes and similar oligonucleotides have been tested experimentally, no such analysis has been reported at the hybridization free energy level. In terms of number of shared bases, sequences with more than 70 to 75% homology can cause cross-hybridization in oligonucleotide probes of length 50-60 bases under typical hybridization conditions (Kane et al., 2000; Hughes et al., 2001). For longer probes the percentage of homology sufficient for cross-hybridization is probably lower (Talla et al., 2003). The potential for cross-hybridization is greater when the shared bases between the probe and the target are contiguous (Kane et al., 2000), in addition the position of the shared bases along the probe is also important (Hughes et al., 2001).
Another characteristic that is important in microarray probe design is the sensitivity of the probes for their targets. The sensitivity has to be chosen as homogeneous as possible (Relógio et al., 2002; Nielsen et al., 2003), so that the measured signal reflects the mRNA concentration in the samples as close as possible. The stability of the probe/target hybrid determines the sensitivity, and it is thought to depend on their sequence at given hybridization conditions, as is the case with DNA in solution (SantaLucia and Hicks, 2004). The G+C content of the sequence can be used as a rough estimate of hybridization strength between the probe and the target, especially when long probes are used. A finer estimate is attained using nearest neighbor thermodynamic models (SantaLucia and Hicks, 2004; Yakovchuk et al., 2006) to predict the free energy of the hybridization reaction or the melting temperature of the hybrid (the temperature at which half of the DNA is in the hybrid state and half is in the melted state).

In addition to the stability of the probe/target hybrid, another factor that can affect hybridization sensitivity is the potential formation of competing secondary structures in the probes and targets (SantaLucia and Hicks, 2004). Secondary structures arising from self-complementary sub-sequences in a probe or target can compete with the hybridization reaction. While the secondary structures of long targets are difficult to predict, the potential hybridization of a bent probe with itself (hairpin hybridization) or of two contiguous probes in a spot (dimer hybridization) are typically considered to assess whether certain oligonucleotides should be excluded from a microarray design (Relógio et al., 2002; Chou et al., 2004).

A commercial software package for microarray design that takes into account similarities between genes and predicted thermodynamic properties of the hybridization between probes and targets is Array Designer (Premier Biosoft International). Alternative software packages for array design include ProbeSelect (Li and Stormo, 2001), OligoWiz (Nielsen et al., 2003) and Picky (Chou et al., 2004). In some microarray platforms, the complete gene sequence is cloned and spotted into the microarray (for an example, see Postier et al., 2003). In those cases, microarray design does not apply, and the differences in probe sensitivities and specificities will depend only on the sequences of the genes.

The design of microarray oligonucleotide probes is conducted specifically for the microarray platform being used, probe length is a matter of heated debates. Manufacturer Affymetrix advocates use of several relatively short oligonucleotides (15 to 20 bp) for every gene and quantifying the average hybridization efficiency, whereas supplier Agilent advocates usage of a more limited number of longer oligonucleotides (60 basepairs) with the idea that the melting temperature and specificity can be more narrowly defined. Attachment of probes to the slides is done in different ways. Presynthesized probes may be spotted by a robot. Direct synthesis may also proceed in situ with synthesis taking place in defined spots on a solid surface. Two widely used technologies for synthesis directly on the surface are photolithography (Lipshutz et al., 1999) and ink-jet technology (Hughes et al., 2001). Photolithography, introduced by Affymetrix (USA), uses a mask to direct light to spots where nucleotides should not be attached, and leaves the spots that should receive the next nucleotide in turn activated (Lipshutz et al., 1999). Ink-jet technology directs the nucleotides to the spots where they should be incorporated using a specialized printer (Agilent, USA). For work described in this thesis, the Agilent technology has been chosen.
Design of microarray experiments

Decisions regarding the experimental design depend strongly on the research question. It is always important to keep in mind that a sufficient number of biological replicates is essential for attaining meaningful data in DNA microarray analysis. A strict minimum of three independent cultures per treatment (‘biological replicates’) can be used as a guideline. Two channel green/red screening is an often used approach. Here, cDNA with green labeled nucleotide is synthesized from the mRNA of the control samples, while red labeled nucleotide is used for the treatment sample.

Traditionally, experimental design for microarray analysis has been constrained by the perceived need to compare only samples hybridized in the same microarray (Yang and Speed, 2002; Churchill, 2002; Kerr, 2003). Thus, to compare three samples in a two-channel microarray platform, one had to hybridize each sample twice, with each of the other samples. This apparent need for direct comparison of samples originates from the large variation in the mean intensities of spots between different arrays. Under this paradigm, one compares the logarithmic ratios (log ratios) of the two signals of each array.

These effects can be modeled when data are analyzed, which allows for more flexible designs (‘t Hoen et al., 2004).

RNA extraction, labeling, hybridization and scanning

There are many different methods for RNA extraction, and the optimal protocol will depend on the organism being studied. The extraction protocols usually involve an isolation step (for example, with hot acid phenol and chloroform), a precipitation step (for example, using lithium chloride or ethanol) and a clean-up step using chromatography. The quality and quantity of the obtained RNA can be tested measuring absorption spectra and a size-sorting method like chromatography. Samples with wide ribosomal RNA size-distribution peaks have probably been subject to RNA degradation. A convenient instrument for generating absorption spectra of microliter volumes is Nanodrop (ND-1000, Nanodrop Technologies, USA). Using a Bioanalyzer instrument (Agilent 2100 bioanalyzer, Agilent Technologies, USA) the size distribution of an RNA sample can be analyzed to approve or disapprove its integrity. There are many protocols for the synthesis of labeled cDNA from RNA. Our protocol was based on guidelines of the Agilent company.

The green and red labeled material is exposed to a microarray slide and placed in a holder that permits optimal mixing in a temperature controlled incubator. Hybridization times are typically around 15 h, and the hybridization temperature is usually around 60°C. The high temperature during hybridization increases the stringency of the hybridization reaction, thus reducing non-specific hybridization.

After hybridization, the microarray slides are typically washed and let air dry, a fixation may be used. The slides are read with specialized scanners that usually have one laser beam for each color of dye used (Yang et al., 2002). The typical output of the scanning process is one 16-bit tagged image file format (TIFF) file for each channel (red, green) on the microarray (Yang et al., 2002).
Extracting data from microarray images

Once the scanned images have been generated, the intensity of each spot for each of the two color channels (green and red) has to be listed as a representative value, such as the mean or the median. The process of obtaining representative numerical values for the signal at each spot is known as data extraction. Feature Extraction Software (Agilent Technologies, USA) is an automated option for extracting Agilent microarray images. The extracted data normally include the mean and median intensity at each spot, a mean background signal measurement surrounding the spot and several quality measurements like the signal and background standard deviation and the presence of outlying pixels (Yang et al., 2002).

Data normalization

After the data are extracted, they have to be normalized to remove artifacts introduced at various stages of the process. If the overall signal intensities are weak and they are correlated with the background signal, a background subtraction is necessary (Kim et al., 2002). If, on the other hand, the background is uniform and the signal is well above the background, background subtraction is unnecessary, and even contra-productive as it could introduce noise to the data (Wernisch et al., 2003; Thygesen and Zwinderman, 2004).

Several microarray normalization strategies are available, including some platform-dependent variations. Spotted microarrays may use different print-tips to produce different areas of the array simultaneously. In those cases, normalization for the mean effect of each print-tip is necessary (Dudoit et al., 2002; Smyth and Speed, 2003). Some experiments include RNA-sets of defined sequences and concentrations for cDNA synthesis such that internal calibration of the hybridization mix and hybridization to the counterpart spots in the array can be used for normalization. This method is known as spike-in normalization (Badiee et al., 2003). A related idea is the use of housekeeping genes as internal references for normalization (Khimani et al., 2005). Housekeeping genes are genes that are supposed to have a constant expression level in all growth conditions comprising the experiment. The stability of the gene expression of a housekeeping gene set needs to be validated at the relevant experimental conditions with independent methods (Khimani et al., 2005; Jain et al., 2006), for which real-time quantitative polymerase chain reaction (RT-qPCR) is often used. Alternatively, this normalization technique can be useful if the research question involves the expression changes of the genome relative to the expression changes of a group of genes.

A very common practice, known as within-array normalization, is to normalize each microarray separately focusing on the differences between the two channels. This normalization scheme is directed towards removing the effects of using different dyes, i.e differences in dye incorporation efficiency and different quantum yields of fluorescence emission. This practice can be sufficient when used with a connected experimental design (see above), as has been proposed (Yang and Speed, 2002; Churchill, 2002; Kerr, 2003). A simple method for within-array normalization is to subtract the difference of the mean log ratios of the two channel’s signals from one of them. A more refined method that removes intensity-dependent dye effects is to fit a locally weighted regression line (lowess) to the log ratios as a function of intensity and subtract that line from the log ratios (Dudoit et al., 2002; Quackenbush, 2002).
Between-array normalization is aimed at normalizing different arrays of one experiment. Quantile-based normalization methods equalize the distributions of all the data-series of one experiment (Workman et al., 2002). Quantile-based normalization methods assume that the experimental treatments do not affect the distribution of gene expression levels significantly. In other words, these methods assume that the amount of under-expression and over-expression is comparable. Analysis of Variance (ANOVA) based normalization methods explicitly model several experimental artifacts as linear effects on the measured intensities on microarrays (Kerr and Churchill, 2001; Wolfinger et al., 2001). Typical effects included for normalization in ANOVA models are the main effect of each of the arrays in the experiment, the main effect of the different dyes and the array-specific effect of the dyes (Kerr and Churchill, 2001; Wolfinger et al., 2001). The effect of different print-tips can be included when it applies. Additionally to the normalization terms, ANOVA-based microarray analysis methods can include the effects of genes, treatments and their interactions in the model (Kerr and Churchill, 2001). In that case, the statistical testing and the normalization are done simultaneously. As an alternative, the procedure can be split into a normalization model and a gene-by-gene model for statistical testing (Wolfinger et al., 2001). As opposed to quantile-based methods, ANOVA-based normalization methods do not make assumptions about the distribution of gene expression in the samples. However, it does depend on the assumption that the measuring error is normally distributed.

Variance stabilization is another normalization method worth considering (Huber et al., 2002). This method substitutes the use of logarithms for an inverse hyperbolic sine transformation tuned for the variance to become independent of the intensity. The procedure results in transformed data, in which differences in expression (equivalent to the log ratio) are independent of the intensity.

Statistical testing and the multiple testing problem

To evaluate the effects of the applied treatments on gene expression, one needs to perform statistical testing on the normalized data (Dudoit et al., 2002). For this purpose, a microarray experiment can be viewed as a set of many hypotheses, one hypothesis for each gene represented in the microarray. Statistical tests are applied to assign a probability (p-value) to the outcome of each of those hypotheses. The p-values are then used to assess whether the genes are significantly differentially expressed (see below).

The correct statistical analysis method depends on the experimental design and on the microarray platform. Commonly used statistics for microarray experiments are the t-statistic (Dudoit et al., 2002) and the F-statistic obtained by ANOVA (Kerr, 2003). The choice of parametric or non-parametric statistics depends on how reasonable the assumptions of homoscedasticity and normality are. The number of replicates in microarray experiments is usually too low to test for the validity of those assumptions. One alternative to avoid distributional assumptions with parametric statistics is to determine the p-values by permutation (Dudoit et al., 2002). The basic idea behind determining p-values by permutation is to count the number of times a hypothesis is more significant than a random set with the same distribution. The random set is generated by randomly shuffling the labels (treatment vs. control) of the data series.
Statistical testing of microarray data generates one p-value per gene, yielding thousands of p-values per experiment. These p-values are estimates of the probability that a given hypothesis is truly null (i.e., that the gene is not differentially expressed). Small p-values indicate a low probability of the hypothesis being truly null, and therefore a high probability that the gene is truly differentially expressed. However, since a large number of hypotheses are tested, the number of genes with a p-value lower than an arbitrary threshold can be very large. This problem is referred to as multiple testing (Dudoit et al., 2002; Storey and Tibshirany, 2003). There are many methods for addressing the multiple testing problem, including the family-wise error rate (FWER) and the false discovery rate (FDR). The FWER is the probability of declaring at least one truly null hypothesis significant and the FDR is the expected proportion of truly null hypotheses declared significant (Dudoit et al., 2003). The FDR is more adequate for microarray experiments where one identifies a large number of differentially expressed genes, and a small proportion of false positives are acceptable. Most methods for controlling for multiple testing are based on creating a data set with the same distribution as the original data, but where all the hypothesis are truly null (Dudoit et al., 2003). Storey and Tibshirany (2003) introduced a new FDR estimation method that is now widely used. It does not depend on permutation, but compares the observed p-value distribution with the expected uniform p-value distribution under the complete null hypothesis.

CYANOBACTERIAL GENOMICS AND STRESS PHYSIOLOGY

Cyanobacteria are oxygenic photosynthetic prokaryotes that occur in many ecosystems throughout the world. They are important contributors to the global primary production of our planet, notably by their widespread dominance in oceanic ecosystems (Partensky et al., 1999). Moreover, due to the ability of some cyanobacteria to fix nitrogen, they may exert control over the nitrogen to phosphorus ratio of oceanic ecosystems (Tyrrell, 1999), provided that nitrogen fixation is not limited by iron (Falkowski, 2000). The ability of cyanobacteria to change their environment is widely recognized, since they are thought to be responsible for the accumulation of oxygen in the Earth’s atmosphere, in the Paleoproterozoic era. Besides their ecological relevance, they are believed to have important biotechnological potential, even as hydrogen producers for energy production (Tamagnini et al., 2002; Burja et al., 2003).

Cyanobacteria have attracted a considerable genome sequencing effort. One of the first whole-genome sequences completed was the one of *Synechocystis* PCC 6803 (Kaneko et al., 1996). At present, about 55 cyanobacterial genome-sequence projects are finished or close to being finished (Bryant and Frigaard, 2006).

The availability of whole-genome sequences of cyanobacteria has led to the use of microarrays for the study of cyanobacterial global gene expression. Microarray cyanobacterial studies have been conducted using spotted microarrays (Hihara et al., 2001; Postier et al., 2003; Stowe-Evans et al., 2004; Kucho et al., 2004) and short oligonucleotide microarrays (Steglich et al., 2006). Cyanobacterial microarray studies have been targeted at the study of gene expression under different environmental and/or mutational perturbations. Genome wide gene expression of *Synechocystis* PCC 6803 has been studied under high light stress (Allakhverdiev et al., 2002; Hihara et al., 2001), cold stress (Allakhverdiev et
al., 2002; Suzuki et al., 2001; Mikami et al., 2002; Inaba et al., 2003), heat shock (Suzuki et al., 2005; Suzuki et al., 2006), salt and osmotic stress (Allakhverdiev et al., 2002; Mikami et al., 2002; Kanesaki et al., 2002; Marin et al., 2003; Postier et al., 2003; Marin et al., 2004, Asadulghani et al., 2004; Paithoonrangsarid et al., 2004; Shoumskaya et al., 2005), metal starvation (Yamaguchi et al., 2002; Singh et al., 2003), darkness (Osanai et al., 2005), heterotrophic growth (Kahlon et al., 2006) and short-term nitrogen starvation (Osanai et al., 2006). Furthermore, gene expression of a variety of mutants of *Synechocystis* PCC 6803 have been studied by microarray analysis, particularly knock-out mutants of regulatory proteins, including two-component systems (Yamaguchi et al., 2002; Mikami et al., 2002; Inaba et al., 2003; Marin et al., 2003; Paithoonrangsarid et al., 2004; Shoumskaya et al., 2005; Suzuki et al., 2005; Kahlon et al., 2006; Panichkin et al., 2006), transcriptional regulators (Fujimori et al., 2005) and RNA polymerase sigma factors (Osanai et al., 2005). The effects of other knock-out mutants on whole-genome gene expression have been analyzed, including mutations of the oxygen-evolving complex of photosystem II (Schriek et al., 2008), mutations of heat shock proteins (Asadulghani, 2004), mutations that affect the rigidity of the membranes (Inaba et al., 2003) and the response to oxidative stress (Kobayashi et al., 2004; Li et al., 2004) and the iron-stress inducible protein isiA (Singh et al., 2005). Other studies used inhibitors of the photosynthetic electron transport chain to analyze the effect of different membrane redox potentials (Hihara et al., 2003) and oxidative stress (Kobayashi et al., 2004) on global gene expression of *Synechocystis* PCC 6803. Oxidative stress has also been induced with water peroxide for microarray analysis (Li et al., 2004; Singh et al., 2005).

OUTLINE OF THIS THESIS

This thesis work presents the design and implementation of oligonucleotide microarrays for global gene expression analysis of *Synechocystis* PCC 6803. The thesis includes the development of new statistical methods that improve the analysis of microarray data. The microarray designed in this study was used to analyze changes in gene expression in response to nitrogen limitation, light limitation and inorganic carbon limitation.

The implementation of oligonucleotide microarray technology to a sequenced species requires a microarray design. The design consists of choosing unique probes from the sequences of all genes in the genome. In this study, the focus was on selection of oligonucleotides with a length of 60 bases. We carefully selected suitable probes using the thermodynamic properties of probe-target hybridization as the selection criterion. In chapter 2 our strategy for microarray design is described and the impact of the design parameters on the observed hybridization signals is explored.

Microarray signals are affected by many artifacts, including differences in dye incorporation and quantum yield, differences in the RNA quantity and quality of the arrayed samples, etc. Therefore, normalization is essential for the proper analysis and interpretation of microarray data. In chapter 3 we introduce a new parametric normalization method. The method models the signal distributions of data sets with the generalized extreme value (GEV) distribution, and subsequently normalizes these data sets to the same GEV distribution using the estimated distributional parameters. A key advantage of this parametric approach is that it preserves the internal structure of the
original data, which makes it especially suitable for the detection of subtle changes in gene expression.

In chapter 4, the microarray designed and presented in chapter 2 was used to analyze the effect of 12 h nitrogen starvation in batch cultures of *Synechocystis* PCC 6803. The microarray data were based on a high-quality experiment with 6 independent biological replicates for the control and the treatment conditions. The experiment includes dye-swaps and a self-self hybridization to control for technical error.

In chapter 5, a time series of physiological and gene expression responses of *Synechocystis* PCC 6803 was studied in continuous culture. The experiment monitored four replicate chemostat cultures while they were shifted from a nitrogen-limited steady state to a light-limited steady state, and then back to a nitrogen-limited steady state again. Marked changes in photosynthesis, pigmentation and growth were observed during these experiments. Changes in gene expression patterns clearly related to the experimental treatment were observed for hundreds of genes.

Growth of cyanobacteria can become limited by the amount of available inorganic carbon in aquatic ecosystems. In chapter 6, we investigate concerted changes in physiological traits and gene expression that result from inorganic carbon limitation (Eisenhut *et al.*, 2007). Microarray analyses indicated stable up-regulation of genes for inducible uptake systems of carbon dioxide and bicarbonate. Furthermore, we found up-regulation of several photosystem I genes as well as a higher photosystem I content and activity. Surprisingly, down-regulation was observed for almost all carboxysomal proteins.

Chapter 7 presents a general discussion of the results obtained in the previous chapters. The relation between microarray design and microarray results is considered. The advantages and disadvantages of different normalization methods are discussed, with particular emphasis on the new normalization method introduced in this thesis. Also, a comparison between microarray results obtained from continuous culture versus batch culture is presented. Finally, the effects of different strategies for the experimental controls are discussed.
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