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Abstract. We study the effects of galaxy formation on dark matter direct detection using hydrodynamic simulations obtained from the “Evolution and Assembly of GaLaxies and their Environments” (EAGLE) and APOLLO projects. We extract the local dark matter density and velocity distribution of the simulated Milky Way analogues, and use them directly to perform an analysis of current direct detection data. The local dark matter density of the Milky Way-like galaxies is 0.41–0.73 GeV/cm³, and a Maxwellian distribution (with best fit peak speed of 223–289 km/s) describes well the local dark matter speed distribution. We find that the consistency between the result of different direct detection experiments cannot be improved by using the dark matter distribution of the simulated haloes.

1. Introduction

Direct dark matter (DM) detection experiments search for the energy deposited by a recoiling nucleus due to the scattering of a DM particle in an underground detector. Currently hints for a DM signal from the DAMA/LIBRA [1] (DAMA for short) and the Si detectors in CDMS-II [2] (CDMS-Si for short) experiments are in strong tension with null results from other experiments. In the analysis of data from direct detection experiments, usually the Standard Halo Model (SHM) is assumed which is an isothermal sphere with isotropic Maxwellian DM velocity distribution. The fiducial value for the local DM density is taken to be 0.3 GeV/cm³, and the local circular speed at the position of the Sun is assumed to be 220 or 230 km/s.

In this work, which is based on [3], we study the properties of the DM halo as inferred from the high resolution EAGLE [4, 5] and APOLLO [6, 7] hydrodynamic simulations of galaxy formation, and particularly their implications for DM direct detection. These simulations have been especially calibrated to reproduce the observed stellar mass functions of low redshift galaxies. In particular, we use the EAGLE high resolution (HR) and the APOLLO intermediate resolution (IR)
simulations, which are comparable in resolution. In addition to the hydrodynamic simulations used in this work, we also present results for dark matter only (DMO) companion simulations in EAGLE and APOSTLE which were run assuming all the matter content is collisionless.

2. Identifying Milky Way analogues
To identify simulated galaxies which are Milky Way (MW) analogues, we first select all haloes with virial mass in the range \((0.5 - 14) \times 10^{12} \, M_\odot\). We then apply two additional selection criteria which are relevant for predicting the local DM density and velocity distribution accurately: (i) the rotation curve of each simulated halo gives a good fit to the observed MW rotation curve from Ref. [8], and (ii) the stellar mass of the simulated haloes is within the 3\(\sigma\) range of the observed MW stellar mass, \(4.5 \times 10^{10} < M_*/M_\odot < 8.3 \times 10^{10}\) [9]. Both criteria are relevant in studying the implications of simulations for dark matter direct detection, since they constrain the local circular speed, \(v_c\), at the Sun’s position. The set of simulated galaxies which satisfies our selection criteria consist of 12 galaxies in the EAGLE HR and 2 galaxies in the APOSTLE IR simulations.

3. Local dark matter distribution
Two important parameters which enter in the event rates in DM direct detection experiments are the DM density and velocity distribution at the Solar position. To extract the local DM density and velocity distribution of the selected MW analogues, we consider all particles in a torus aligned with the stellar disc, with \(7 < R < 9\) kpc, where \(R\) is the galactocentric distance, and a height of \(|z| < 1\) kpc with respect to the galactic plane. There are \(1821 - 3201\) particles in the torus depending on the simulated MW-like galaxy. We find that the average DM density in the torus is in the range of \(0.41 - 0.73\) GeV/cm\(^3\) for the 14 MW analogues, in agreement with global and local determinations of the local DM density.

The left panel of Fig. 1 shows the local DM speed distribution in the Galactic rest frame for two MW-like haloes which have speed distributions closest to and farthest from the SHM Maxwellian (with peak speed of 230 km/s). The right panel of the same figure shows the speed distributions for the DMO counterparts of the haloes considered in the left panel. The speed distributions are normalized such that \(\int dv f(\sqrt{v}) = 1\). The range of the best fit local circular speed for the Maxwellian distribution is 223 – 289 km/s in the hydrodynamic case. When baryons are included in the simulation, the galactic gravitational potential deepens in the inner regions of the galaxy, causing a shift in the peak of the DM speed distribution to higher speeds, as can be seen from a comparison of the two panels of Fig. 1.

4. Implications for direct detection
For the case of spin-independent elastic scattering of a DM matter particle \(\chi\) off a nucleus with mass number \(A\), the differential recoil event rate is given by,

\[
\frac{dR}{dE_R} = \frac{\rho_\chi A^2 \sigma_{SI}}{2m_\chi \mu_{\chi p}^2} F^2(E_R) \eta(v_{min}, t),
\]

where \(E_R\) is the recoil energy, \(m_\chi\) is the DM mass, \(\rho_\chi\) is the local DM density, \(\mu_\chi\) is the DM-nucleon reduced mass, \(\sigma_{SI}\) is the spin-independent DM-nucleon scattering cross section, and \(F(E_R)\) is the form factor. The minimum speed needed for a DM particle to deposit a recoil energy \(E_R\) in the detector is \(v_{min} = \sqrt{m_A E_R / (2\mu_{\chi A}^2)}\), where \(m_A\) is the nucleus mass, and \(\mu_{\chi A}\) is the reduced mass of the DM and nucleus. The halo integral which encodes the astrophysics dependence of the recoil rate is given by,

\[
\eta(v_{min}, t) \equiv \int_{\nu > v_{min}} d^3 \nu \frac{f_{\text{det}}(\nu, t)}{\nu},
\]

where \(f_{\text{det}}(\nu, t)\) is the detector acceptance factor.
Figure 1. Left: DM speed distributions in the Galactic rest frame for two MW-like haloes with speed distributions closest to (orange data points) and farthest from (purple data points) the SHM Maxwellian (solid black line). The vertical and horizontal error bars specify the $1\sigma$ Poisson error on each data point, and the speed bin size (25 km/s), respectively. The dashed lines show the best fit Maxwellian speed distribution for each halo with matching colours. Right: same as left panel but for haloes in a DMO simulation.

where $f_{\text{det}}(v, t)$ is the DM velocity distribution in the detector rest frame. Notice that the velocity of the Earth with respect to the Sun is responsible for the time dependence of the halo integral.

Figure 2 shows the time averaged halo integrals for two MW-like haloes which have speed distributions closest to and farthest from the SHM Maxwellian in the hydrodynamic simulations (left panel) and their DMO counterparts (right panel). The halo integrals for the SHM Maxwellian and the best fit Maxwellians for each halo are shown as solid black line and dashed coloured lines (with matching colours for each halo), respectively. In the hydrodynamic case, the halo integrals obtained from the best fit Maxwellian speed distributions fall within the $1\sigma$ uncertainty band of the halo integrals of the simulated haloes. In the DMO simulations, however, this is not the case, and the best fit Maxwellian halo integrals deviate substantially from the halo integrals of the simulated haloes.

We directly use the DM density and velocity distribution of the MW analogues to perform an analysis of data from direct detection experiments, and study how the preferred regions and exclusion limits set by different experiments vary in the DM mass and scattering cross section plane. We consider the positive hints for a DM signal from DAMA [1] and CDMS-Si [2] experiments, and null results from LUX [10] and SuperCDMS [11] experiments.

The left panel of Fig. 3 shows the exclusion limits and allowed regions for the four direct detection experiments obtained for the simulated MW-like haloes with the smallest and largest local DM density. The right panel shows the results for two MW-like haloes with speed distribution closest to and farthest from the SHM Maxwellian. For each halo, the shaded band in the exclusion limits set by LUX and SuperCDMS are obtained from the $1\sigma$ uncertainty band of the halo integral. The two allowed regions of the same colour for CDMS-Si, as well as DAMA are also obtained from the upper and lower $1\sigma$ limits of the halo integral. The exclusion limits and allowed regions shown in black are obtained assuming the SHM Maxwellian velocity distribution (with peak speed of 230 km/s) and a local DM density of 0.3 GeV/cm$^3$.

It is clear from Fig. 3 that the main shift in the exclusion limits and preferred regions compared to the SHM is due to the different local DM density of the simulated MW analogous. The effect of the velocity distribution is only at low DM masses, where the experiments are
Figure 2. Left: Time averaged halo integrals as a function of $v_{\text{min}}$ obtained from the mean velocity distribution (solid coloured lines) and the velocity distribution at $\pm 1\sigma$ from the mean (shaded bands) for the two MW analogues closest to (orange) and farthest from (magenta) the SHM Maxwellian (black line). The halo integral obtained from the best fit Maxwellian speed distribution for each halo is shown by dashed coloured lines with matching colours. Right: Halo integrals for the DMO counterparts of the haloes shown in the left panel.

Figure 3. Allowed regions from DAMA (at 90% CL and $3\sigma$) and CDMS-Si (at 68% and 90% CL) and exclusion limits from LUX and SuperCDMS (at 90% CL) in the $m_\chi - \sigma_{SI}$ plane for two MW-like haloes with smallest (shown in colour) and largest (shown in gray) local DM density (left panel), and two haloes with speed distributions closest to (shown in colour) and farthest from (shown in gray) the SHM Maxwellian (right panel). For each halo, the shaded exclusion band and the two adjacent allowed regions of the same colour are obtained from the upper and lower $1\sigma$ limits of the halo integral. The black exclusion limits and allowed regions assume the SHM Maxwellian.

sensitive to the high velocity tail of the speed distribution.
5. Summary
In this work, we have studied the implications of the EAGLE and APOSTLE hydrodynamic simulations for DM direct detection. We identified a set of 14 simulated haloes which satisfy observational constraints on the MW. The local DM density for the MW analogues which satisfy our selection criteria is in the range of 0.41 – 0.73 GeV/cm$^3$. The range of the best fit peak speed of the Maxwellian distribution is 223 – 289 km/s for the simulated haloes in the hydrodynamic simulations, and the halo integrals obtained from the best fit Maxwellian distributions fall within the 1σ uncertainty band of the halo integral of the simulated haloes.

The largest shift in the exclusion limits and allowed regions in the $m_\chi$–$\sigma_S$ plane set by different direct detection experiments for the simulated haloes compared to the SHM is due to the different local DM density of the simulated haloes compared to the fiducial value of 0.3 GeV/cm$^3$ in the SHM. The effect of the different velocity distribution of the simulated haloes compared to the SHM Maxwellian is only prominent at lower DM masses, where the experiments probe larger $v_{\text{min}}$. Notice that for each halo, the allowed regions and exclusion limits set by different experiments shift in the same direction, and hence the consistency between the results of different experiments cannot be improved.
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