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a b s t r a c t 

Effort s to model and simulate various aspects of liquid chromatography (LC) separations (e.g., retention, 

selectivity, peak capacity, injection breakthrough) depend on experimental retention measurements to 

use as the basis for the models and simulations. Often these modeling and simulation effort s are limited 

by datasets that are too small because of the cost (time and money) associated with making the mea- 

surements. Other groups have demonstrated improvements in throughput of LC separations by focusing 

on “overhead” associated with the instrument itself – for example, between-analysis software processing 

time, and autosampler motions. In this paper we explore the possibility of using columns with small vol- 

umes (i.e., 5 mm x 2.1 mm i.d.) compared to conventional columns (e.g., 100 mm x 2.1 mm i.d.) that are 

typically used for retention measurements. We find that isocratic retention factors calculated for columns 

with these dimensions are different by about 20%; we attribute this difference – which we interpret as 

an error in measurements based on data from the 5 mm column – to extra-column volume associated 

with inlet and outlet frits. Since retention factor is a thermodynamic property of the mobile/stationary 

phase system under study, it should be independent of the dimensions of the column that is used for the 

measurement. We propose using ratios of retention factors (i.e., selectivities) to translate retention mea- 

surements between columns of different dimensions, so that measurements made using small columns 

can be used to make predictions for separations that involve conventional columns. We find that this ap- 

proach reduces the difference in retention factors (5 mm compared to 100 mm columns) from an average 

of 18% to an average absolute difference of 1.7% (all errors less than 8%). This approach will significantly 

increase the rate at which high quality retention data can be collected to thousands of measurements 

per instrument per day, which in turn will likely have a profound impact on the quality of models and 

simulations that can be developed for many aspects of LC separations. 

© 2022 Elsevier B.V. All rights reserved. 

1. Introduction 

Increasing complexity of challenges faced by separation scien- 

tists along with the ever-increasing drive for more efficient method 

development is fueling continuing interest in modeling and simu- 

lation of a variety of aspects of liquid phase separations [1–7] . For 

example, recent studies by different research groups have focused 

on aspects including the effect of the volume and composition of 

the injected sample on separation quality [ 2 , 4 , 5 , 8 ], the effect of 

temperature on analyte retention in reversed-phase liquid chro- 

matography (RPLC) [9] , the effect of pump non-idealities on the 

prediction of retention time when using gradient elution condi- 
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E-mail address: dstoll@gustavus.edu (D.R. Stoll) . 

tions [10] , and resolution of difficult-to-separate mixtures by seri- 

ally coupling columns with different selectivities [ 11 , 12 ]. Currently, 

these effort s depend on experimental data to build models that are 

accurate enough to be useful in method development. In our own 

work we are very interested in increasing the throughput of high 

quality measurements, both for the purpose of improving the ac- 

curacy of existing retention/selectivity models (e.g., HSM2 for RPLC 

[13] ), and for opening new lines of investigation that would allow 

modeling aspects of LC separations that thus far have been rela- 

tively untouched, such as optimization of second dimension elu- 

tion conditions in two-dimensional liquid chromatography [3] . 

There have been some substantial efforts at building retention 

databases for RPLC. However, to the best of our knowledge these 

effort s have been highly asymmetric in nature, focusing either on 

a single stationary phase chemistry, for example as in the work of 

https://doi.org/10.1016/j.chroma.2022.463350 
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Boswell et al. [14] and Weber et al. [9] , or many stationary phases, 

but a small number of test analytes (e.g., www.hplccolumns.org, 

[15] ). Clearly, a public retention database that covered multiple sta- 

tionary phase chemistries and many test analytes, as well as other 

important variables such as temperature, mobile phase pH, and or- 

ganic modifier would be highly useful to a wide range of users, 

but this would be a highly resource- and time-intensive effort us- 

ing conventional approaches to retention time measurement. Other 

groups have demonstrated improvements in throughput of LC sep- 

arations by focusing on “overhead” associated with the instrument 

itself. For example, the MISER approach introduced by Welch et al. 

eliminates between-analysis software processing time by making 

multiple injections during the course of data acquisition stored in 

a single datafile [16–18] , however to the best of our knowledge 

this approach has not been used for building retention databases. 

Our view is that a primary reason that extensive, open retention 

databases do not currently exist is that acquiring these data is very 

resource intensive (both in terms of instrument and person time). 

In principle, retention times acquired under gradient elution condi- 

tions can be used to extract retention model parameters that can 

then be used to predict retention under any isocratic or gradient 

elution conditions. This type of workflow is attractive because a 

generic set of broad gradient elution conditions can be used that 

are likely to work for most compounds, and gradient elution is 

generally good for dealing with mixtures of compounds spanning 

a range of properties. However, we have been unable to demon- 

strate that this can be done accurately in practice, and recently our 

own theoretical work has shown that at least part of the problem 

has to do with challenges encountered in fitting the data (i.e., lack 

of uniqueness of model solutions, and complex fitting landscapes) 

that are mathematical in nature and have nothing to do with the 

experiments, per se [19] . Thus, recently we have turned our atten- 

tion mainly to using isocratic elution conditions to acquire reten- 

tion information for modeling purposes. 

In the current study described in this paper we focus on the 

fact that analyte retention is a thermodynamic property of the mo- 

bile and stationary phase conditions under study, and thus reten- 

tion measurement should – in principle – be independent of the 

geometry of the columns and systems used to make the measure- 

ment. In turn, this suggests that accurate retention measurements 

should be possible with very short columns and correspondingly 

short retention times. We would like to be able to make the reten- 

tion measurements needed to establish the dependence of reten- 

tion on conditions (e.g., temperature and mobile phase pH, but es- 

pecially mobile phase composition (organic/water) in RPLC) using 

an approach that is efficient (e.g., many compounds per day) and 

robust (so that non-experts can reliably compile large databases). 

To this end, in this paper we describe an approach to determine 

isocratic retention factors of relatively small molecules ( < 10 0 0 Da) 

under reversed-phase conditions using small columns, recognizing 

that retention factor is a thermodynamic property of the mobile 

phase/stationary phase/analyte system that should be independent 

of column length. Using columns with dead times that are small 

(e.g., < 1 s) when using flow rates typical of analytical scale instru- 

ments (e.g., 1 mL/min) facilitates high throughput measurements. 

With this approach our aim is not to obtain the most accurate (i.e., 

thermodynamically correct) and precise determinations of reten- 

tion factors for specific systems; rather, our primary aim is to en- 

able compilation of large datasets (e.g., tens of thousands of mea- 

surements) of retention factors (i.e., over a large range in k for each 

system studied, with values applicable to prediction of both iso- 

cratic and gradient elution separations – see Paths #1 and 2 in 

Fig. 1 ) with reasonable accuracy and precision, at low cost (i.e., 

with UV detection and minimal supervision of the measurement 

process by expert users). 

2. Principles 

2.1. Translation of measurements made using short columns to longer 

columns 

In the experiments described below we have measured re- 

tention times for 13 test analytes using 5 mm or 100 mm long 

columns (both 2.1 mm i.d.). In this section we will refer to these 

generically as short ( S ) and long ( L ) columns. Ultimately our aim is 

to use retention data collected using the short columns to predict 

practical outcomes using longer columns typically used for analyt- 

ical work (e.g., isocratic separations, gradient elution separations, 

selectivity comparisons, analyte focusing, and breakthrough). The 

physical volumes outside of the stationary phase bed ( e.g ., frits, 

flow distributors, and endfitting channels) that contribute to mea- 

sured column dead volumes, but do not contribute to retention, 

can lead to errors in calculated retention factors. This problem be- 

comes more serious as columns become short and the relative con- 

tribution of these unaccounted-for volumes becomes a larger frac- 

tion of the measured column dead volume. Our approach is to cal- 

culate selectivities – that is, ratios of retention factors measured 

using the small column - and use these to predict retention fac- 

tors for long columns. This approach has the following steps: 

Short Column ( S ) 

1) Measure extra-column time ( t ex,S ), column dead time ( t m,S ), re- 

tention time for a reference compound (toluene in this work; 

t r,ref,S ), and retention time for analyte i ( t r,i,S ). 

2) Calculate retention factors for the reference compound ( k ref,S ) 

and analyte i using Eq. (1) . Note that the extra-column time t ex 

must be subtracted from all instances of t r and t m 

to accurately 

calculate k : 

k = 

( t r − t ex ) − ( t m 

− t ex ) 

( t m 

− t ex ) 
= 

( t r − t m 

) 

t m 

− t ex 
(1) 

3) Calculate selectivities using Eq. (2) . Note that we define αi here 

without regard to the relative magnitudes of k i and k ref (i.e., k i 
is always in the numerator, even if it is smaller than k ref ). Al- 

though this is different from some uses of α that require α ≥ 1, 

we prefer the formulation defined here and shown in Eq. (2) for 

simplicity and efficiency: 

αi,S = 

k i,S 
k re f,S 

= 

t r,i,S − t m,S 

t r,re f,S − t m,S 

(2) 

4) Assume αi,L = αi,S . Note that since each retention factor in the 

ratio of alpha is proportional to the product of the phase ratio 

and mobile-to-stationary phase transfer equilibrium constant, 

the phase ratio drops out of the expression because there can 

only be one phase ratio for a given column. Thus, while it is 

likely that the phase ratios are different for short and long 

columns, this does not matter to our approach because it drops 

out of the equation. 

Long Column ( L ) 

1) Measure extra-column time ( t ex,L ), column dead time ( t m,L ), re- 

tention time for a reference compound (toluene in this work; 

t r,ref,L ). 

2) Calculate retention factor for the reference compound ( k ref,L ) us- 

ing Eq. (1) . 

3) Calculate retention factor for analyte i on the long column using 

Eq. (3) : 

k i,L = αi,L · k re f,L = αi,S · k re f,L = 

k i,S 
k re f,S 

· k re f,L (3) 

2 
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Fig. 1. Schematic illustrating the different paths relating retention data collected or predicted under different conditions: 1) retention measurements made under isocratic 

conditions with a short column are used to predict retention that will be observed under isocratic conditions with a longer column; 2) retention measurements made 

under isocratic conditions with a short column are used to predict retention that will be observed under gradient elution conditions with a longer column; 3) retention 

measurements made under gradient elution conditions with a long column are used to predict retention that will be observed under isocratic elution conditions with a long 

column; and 4) retention measurements made under gradient elution conditions with a long column are used to predict retention that will be observed under different 

gradient elution conditions with the same column. 

We emphasize here that this approach only requires the measure- 

ment of t ex , t m 

, and t r,ref for the long column to predict isocratic 

retention factors for any compound on the long column using re- 

tention measurements made using the short column. 

2.2. Instrumental approach to high throughput measurements 

When working with short columns like those used in this study, 

the actual separation times needed to acquire retention data over 

a large range in k are quite short. For example, the dead volume of 

5 mm x 2.1 mm i.d. column packed with totally porous particles 

is about 10 μL (assuming a total porosity of 0.55, and neglecting 

frit volume). When used at a flow rate of 1.0 mL/min., the dead 

time is about 0.6 s. Even for a retention factor of 50, an analysis 

time of just 30 s is needed. When considering thousands of sepa- 

rations and such short analysis times, other factors associated with 

the measurement become significant, such as the time needed to 

draw a sample into an autosampler syringe for each analysis [20] . 

Faced with this reality, we developed the following instrumen- 

tal approach for making high throughput retention measurements. 

The system, illustrated in Fig. 2 , involves several conventional com- 

ponents: a binary UHPLC pump, autosampler, column thermostat 

compartment, and UV detector. Unique aspects of the configura- 

tion are: 1) the use of a four-port, two-position valve (this valve is 

normally used for 2D-LC applications) with two fixed volume in- 

ternal loops for delivering small sample aliquots (about 150 nL) to 

the column; and 2) a low-pressure, single channel pump to push a 

sample stream from the autosampler to the injection valve. To ac- 

quire retention data across a range of mobile phase compositions, 

and thus retention factors, the following steps are followed. Fig. 3 

illustrates these steps and shows what the data string looks like at 

the detector for a complete data collection for one compound. 

1) An aliquot of a sample containing the compound(s) of inter- 

est is drawn from a sample vial into the sampler needle and 

sample loop using the autosampler; in the work described here, 

this volume was 20 μL. 

2) The sample is slowly displaced from the sample loop of the au- 

tosampler into the internal loop of the 4-port/2-position valve 

by the isocratic “flush pump”. In this work the flow rate was 

typically about 1 μL/min. 

3) After the internal loop of the 4-port/2-position valve has been 

filled with sample, the valve is switched, and data acquisition 

is initiated. The valve is switched an additional m times at time 

intervals that correspond to the desired analysis time. This pro- 

vides m replicate injections of the sample at a given mobile 

phase composition. 

4) The binary pump is then instructed to change to the next 

mobile phase composition, while continuing to switch the 4- 

port/2-position valve at regular intervals, all within the same 

data acquisition session. Data from the first injection after a 

change in mobile phase composition is ultimately discarded, 

and the time during this particular analysis is treated as an 

equilibration period. This leaves data m -1 replicate injections at 

each mobile phase composition. In the work described here m - 

1 = 5. 

5) Step 4 is then repeated n times to acquire retention data for 

n different mobile phase compositions. This ultimately yields a 

datafile that contains m x n chromatograms that are parsed by 

simply dividing the entire data string into m x n equally-sized 

parts. 

Fig. 3 shows experimental data acquired using this process for 

the case where one compound is injected, thus we expect one 

peak per chromatogram. In this case m = 3 and n = 4, so we ex- 

pect a total of m × n = 12 peaks in the datafile. Starting from 

the left where the mobile phase is 50% ACN we see one peak that 

elutes early in the analysis interval. Moving to the right, as the % 

ACN is decreased, we see that the peak moves to the right (higher 

retention), as expected, with one peak per injection. When we get 

to 25% ACN, however, no peak is observed following the first in- 

jection. This is because the retention is too high for the peak to 

elute in the fixed analysis window of 30 s, and the peak actually 

elutes in the second analysis window after changing the mobile 

3 
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Fig. 2. Illustration of the instrument setup used in this work. 

Fig. 3. Illustration of the key steps in data acquisition and representative data for the case where retention data are acquired for a single compound in multiple mobile 

phases, but within a single datafile. 

4 
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phase. During data processing we incorporate logic that checks to 

be sure we have exactly one peak per injection in the case where 

we have one compound per sample. If too few or too many peaks 

are observed, the datafile is inspected manually to make sure peak 

detection has worked properly. In cases where multiple mobile 

phase compositions are used, a plot of ln( k ) vs. % ACN is also 

constructed and visually inspected for discontinuities, which usu- 

ally result from retention that is too high (i.e., like that shown in 

Fig. 3 ), and these data are then discarded. 

2.3. Effect of the measurement of “retention time” on apparent 

selectivity 

One of the challenges encountered when working with low vol- 

ume columns (e.g., the 5 mm x 2.1 mm i.d. columns used here) and 

conventional UHPLC instrumentation is that some degree of peak 

tailing due to extra-column flow paths is unavoidable. Peak tailing 

can also occur in short columns operated at high mobile phase ve- 

locities due to slow trans-column dispersion, and thus incomplete 

equilibration of the analyte zone across the column diameter [21] . 

In practice this means that the peaks observed with short columns 

tend to be more tailed than peaks observed for longer columns. 

This in turn can affect the apparent retention factors calculated 

from retention time as measured by the time corresponding to the 

peak apex. To quantify the magnitude of this effect, we carried out 

a simulation informed by realistic measures of the degree of peak 

tailing induced by extra-column flow paths between the point of 

sample injection and the point of detection (and the injector and 

detector elements themselves). The details associated with these 

simulations are described in detail and provided as Supplementary 

Information in Section S1.. The important outcome from these cal- 

culations is that the contribution to peak tailing from the instru- 

ment has a very small effect on the determination of alpha ( k i / k ref ) 

for long columns (e.g., 100 mm x 2.1 mm i.d.), but a practically 

significant effect on the determination of alpha for short columns 

(e.g., 5 mm x 2.1 mm i.d). The largest error in alpha introduced 

by using the time corresponding to the peak apex for the “reten- 

tion time” over 0.1 < k < 50 is less than 0.1% for the long column 

(see Fig. S3). However, errors on the order of 0.5% are possible for 

the short columns, and therefore we have chosen to use the first 

moment as the measure of “retention time” in all subsequent cal- 

culations of k and α going forward. 

2.4. Determination of the first moment from raw data 

To obtain accurate first moments to use as retention measure- 

ments for the calculation of retention factors, a curve-fitting strat- 

egy was applied to the raw chromatogram, and then the first mo- 

ment of the resulting noise-free, fitted peak profile was calculated. 

The curve-fitting process was applied to a section of the chro- 

matogram containing a peak. The time domain of this section was 

defined by 3 . 3 · W 0 . 5 , where W 0 . 5 is the peak width at half-height, 

centered around the apex of the detected peak. This section is first 

baseline adjusted (i.e., to zero) and normalized such that the sig- 

nal at the peak apex is 1. For curve fitting, a modified Pearson VII 

distribution [22] , f (t) , was fit to the baseline-adjusted, normalized 

chromatographic peak: 

f ( t ) = 

(
1 + 

( t − μ) 
2 

M · [ σ + E · ( t − μ) ] 
2 

)−M 

(4) 

where μ is the mean, σ the standard deviation, and E represents 

the asymmetry of the peak. M is correlated with the peak shape 

on a continuum from Chaucy ( M = 1), to a modified Lorentzian, 

to a Gaussian as M approaches infinity (i.e., in practice M > 10) 

[23] . For the regression, the location of the apex of the peak (typ- 

ically called the retention time), W 0 . 5 / 2 . 35 , 0.15, and 5 were used 

as starting parameters for μ, σ , E and M, respectively. The latter 

two were determined earlier to be good estimates for most chro- 

matographic peaks observed in practice [22] . While the algorithm 

was generally allowed to proceed for ten iterations, in most cases 

the residuals improved only marginally after four to five iterations. 

Finally, the normalized first moment ( m 1 ) of the peak (i.e., its 

center of gravity) was obtained by computing the first raw mo- 

ment ( M 1 ) and dividing it by the area of the peak (i.e., the zeroth 

moment, M 0 ), and used hereafter as the “retention time”: 

t r = m 1 = 

M 1 

M 0 

= 

∫ ∞ 

−∞ 

t · f ( t ) · dt ∫ ∞ 

−∞ 

f ( t ) · dt 
(5) 

3. Experimental 

3.1. Chemicals and columns 

Acetonitrile, ammonium hydroxide (28–30%), formic acid, uracil, 

5,5-diphenylhydantoin, acetophenone, benzonitrile, nortriptyline 

hydrochloride, amitriptyline hydrochloride, anisole, butyrophe- 

none, n-butylbenzoic acid, toluene, ethylbenzene, mefenamic acid 

were obtained from Sigma-Aldrich and used as received. Alfa Aesar 

(Tewksbury, MA) was the supplier of trans-chalcone, p-nitrophenol 

was obtained from Eastman Kodak (Rochester, NY). Cis-chalcone 

was prepared by exposing a solution of trans-chalcone to sunlight, 

resulting in a solution enriched with the cis isomer. The cis isomer 

was purified by collecting the cis isomer fraction after separation 

on a C18 column. HPLC grade water was obtained from an in-house 

Milli-Q system (Burlington, MA). Stock solutions were prepared for 

each compound at 10 mg/mL stock using ACN as the diluent; in 

cases where the compound was not soluble in neat ACN, 50/50 

ACN/water was used as the diluent. Analytical samples were pre- 

pared in 50/50 ACN/buffer, with analyte concentrations ranging 

from 0.1 to 2.5 mg/mL as needed to provide a peak height above 10 

mAU at 254 nm. All measurements for short (5 mm) columns were 

made with one analyte per sample. Measurements with the long 

column (100 mm) were made with mixtures of analytes per sam- 

ple (typically five analytes per mixture), except for the data shown 

in Fig. S7, where analytes were injected separately (i.e., one analyte 

per sample). 

The columns were both from Agilent, packed with Zorbax SB- 

C18 particles (1.8 μm): 5 mm x 2.1 mm i.d. (p/n: 821,725–902); 

100 mm x 2.1 mm i.d. (p/n: 858,700–902). Note that these two 

columns were not prepared from the same batch of stationary 

phase particles, thus at least some differences in the selectivities 

of the two columns is to be expected (i.e., lot-to-lot variability) 

[24] . In a brief follow-up study, we did obtain a “matched pair”

of short and long columns prepared from the same batch of sta- 

tionary phase; the results from these measurements are discussed 

in Section S2. 

3.2. Buffer preparation 

Batches of 25 mM ammonium formate buffer pH 3.2 (105 mM 

with respect to formic acid) were prepared in two-liter portions 

using water, formic acid, and ammonia. To improve batch-to-batch 

repeatability of the buffer when using different lots of concen- 

trated formic acid and ammonia, the weight percent of formic acid 

or ammonia as reported in the Certificate of Analysis (COA) for 

that material was used to calculate the mass of solution needed 

to achieve the desired concentration of the buffer components in 

the buffer solution. Each batch of buffer was prepared gravimetri- 

cally using a balance with a capacity of 4 kg, a 2-L glass bottle, and 

1982.6 g of HPLC grade water. The mass of formic acid required to 

obtain a formal concentration of 105 mM was added, followed by 

the mass of ammonia required to obtain a formal concentration 

5 
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of 25 mM. Before and after the addition of ammonia, the bottle 

was shaken briefly by hand, and the solution was used for analysis 

without any further treatment. 

3.3. Instrumentation and methods 

The components of the system used for all retention measure- 

ments (short and long columns, isocratic and gradient elution) are 

illustrated in Fig. 2 . All components were from Agilent Technolo- 

gies with model numbers as follows: Flush pump, G5611A; Binary 

pump, G4220A; 4-port/2-position prototype valve, G5067–4236A; 

Thermostated column compartment, G1316C; Diode-array UV ab- 

sorbance detector, G4212A (flow cell part number 4212–60,008). 

The gradient delay volume between the mixing point of the bi- 

nary pump and the inlet of the column was determined by in- 

stalling a union in place of the analytical column and running a 

gradient from 5/95 to 95/5 B/A where A was 50/50 ACN/water 

and B was A spiked with 10 μg/mL uracil. Using this approach 

the delay volume was determined to be 46 μL. Column dead times 

( t m,meas ) and extra-column times ( t ex ) were determined by inject- 

ing a 10 μg/mL sample of uracil in 50/50 ACN/water into a mobile 

phase of 50/50 ACN/water at either 0.1 (long column) or 1.0 (short 

column) mL/min. We are well aware that this method does not 

produce the most accurate measure of the column dead time [25] ; 

we use this approach in the interest of measurement throughput 

because it is straightforward to incorporate as part of the measure- 

ment workflow for other compounds. However, the magnitude of 

the error is about the same for the short and long columns, and 

thus much of the error cancels out in any comparison of selectiv- 

ities for the two columns; when k ref ∼ 5, as in this work, the ab- 

solute error in α is about 1/5 of the error in t m 

for k > 1. The sys- 

tem was controlled using Agilent OpenLAB CDS Chemstation Edi- 

tion (Rev. C.01.07 [465]). Chromatographic conditions are given in 

the figure captions. Note that we deliberately chose flow rates of 

0.1 and 1.0 mL/min for the long and short columns, respectively, 

to avoid significant effects of viscous heating and pressure on re- 

tention and selectivity (i.e., the column midpoint pressure is about 

50 bar for both columns under these conditions). 

4. Results and discussion 

4.1. Initial comparison of retention factors obtained from short and 

long columns 

The magnitude of variation in typical sets of measurements 

(as measured by relative standard deviation, with n = 6) of t ex 

and t m 

were on the order of 0.25 and 0.05% for the 100 mm 

column (0.1 mL/min), and 0.45 and 0.30% for the 5 mm column 

(1.0 mL/min). The gray bars of Fig. 4 show the percent difference 

between retention factors calculated for short (5 mm) and long 

(100 mm) columns as described in Section 2.1 using Eq. (1) . These 

differences are on the order of 18%. Given the excellent lot-to-lot 

reproducibility of modern stationary phases from main-line man- 

ufacturers it is highly unlikely that a difference of this magnitude 

can be explained by lot-to-lot variability, especially for the rela- 

tively simple molecules studied here. A likely explanation for the 

major differences in the retention factors determined for the two 

columns is that the volume of the inlet and outlet frits contributes 

to the measured column dead times to different extents, but can- 

not contribute to the actual retention time because there is no sta- 

tionary phase in the frit. We note that several groups have studied 

the impact of analyte dispersion in the column endfittings and frits 

on peak width [26–30] , however we are not aware of any thor- 

ough discussion of the volume associated with the endfittings and 

frits on apparent retention factors. Although it is certainly true that 

these volumes must affect apparent retention factors, we initially 

were unsure if the magnitude of the effect could explain most of 

the differences observed in Fig. 4 . The following theoretical calcu- 

lations were used to produce the trend in Fig. 5 , which ultimately 

shows that the effect of the frit volume on the apparent retention 

factor is indeed large enough to explain most of the differences 

shown in Fig. 4 . 

We start by assuming a known retention factor of 1.00 for a hy- 

pothetical solute, dead volumes of 0.010 and 0.200 mL ( V m,col ) for 

two columns that only vary in length (these are the approximate 

dead volumes of the 5 mm and 100 mm x 2.1 mm i.d. discussed in 

this paper), and a flow rate of 1.0 mL/min. We also assume that re- 

tention measurements are made on a system with an extra-column 

volume ( V ex ) of 0.020 mL. We then choose a total frit volume for 

each column ( i.e ., the sum of the volumes of the inlet and outlet 

frits; V frit ), calculate the retention factor that will be measured un- 

der these conditions for each column, and finally the difference be- 

tween them. If the flow rate used for the two columns is the same, 

then we can convert all these volumes to times as in Eq. (6) : 

t m,col = 

V m,col 

F 
; t ex = 

V ex 

F 
; t f rit = 

V f rit 

F 
(6) 

The measured dead time of the column ( t m,meas ) will be the sum 

of all these times: 

t m,meas = t m,col + t ex + t f rit (7) 

The measured retention time can be calculated in a similar way, 

using the usual relationship between the retention factor, retention 

time, and dead time: 

k col = 

(
t r,col − t m,col 

)
t m,col 

; t r,col = t m,col ( 1 + k col ) (8) 

t r,meas = t r,col + t ex + t f rit (9) 

The retention factor determined from the measured retention, 

dead, and extra-column times ( k exp ) can be calculated as usual 

( Eq. (1) ), but repeated here in explicit terms: 

k exp = 

( t r, meas − t ex ) − ( t m, meas − t ex ) 

( t m, meas − t ex ) 
(10) 

Substituting Eqs. (7) and 9 into Eq. (10) we find that all the 

experimental non-idealities ( t ex ) cancel except for t frit : 

k exp = 

( t r, col ) − ( t m, col ) (
t m, col + t frit 

) (11) 

Whenever t frit and t ex are both fixed and non-zero, but t m,col 

varies – as in the comparison of 5 and 100 mm columns in Fig. 4 –

the calculated retention factors ( k exp ) for the two columns will not 

be the same, and the apparent k value for the shorter column will 

always be smaller than that for the longer column. While there 

may be other reasons for differences in experimentally determined 

retention factors for columns of different lengths, the issue de- 

scribed here is purely physical in nature. The resulting differences 

in k exp for the 5 and 100 mm columns as a function of frit volume 

for the conditions described here are shown in Fig. 5 . If we as- 

sume for a moment that all the difference shown in the gray bars 

of Fig. 4 can be attributed to the unaccounted-for frit volume, then 

this relationship suggests that the total frit volume in these two 

columns is about 2.4 μL. This value is entirely consistent with esti- 

mates of the interstitial volume of the frits provided by the vendor 

in this case (i.e., the estimated volume of each inlet and outlet frit 

is about 1.2 μL). 

One approach to deal with the major effect of the frit volume 

on the retention factors calculated for short columns from experi- 

mental data is to add t frit to t ex when calculating k as in Eq. (10) . 

Doing so with our data yields the white bars in Fig. 4 . Here we 

see that this removes most of the apparent difference between the 
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Fig. 4. Percent differences in retention factors ( k ) calculated for short (5 mm) and long (100 mm) columns using retention measurements based in first moments and 

Eq. (1) (gray bars) or Eq. (8) (white bars) assuming a total frit volume of 2.4 μL. Chromatographic conditions: Flow rate, 1.0 (short) or 0.1 (long) mL/min.; Mobile phase, 

50/50 ACN/25 mM ammonium formate in water, pH 3.2; Temperature, 40 °C. 

Fig. 5. Theoretical percent difference in retention factors that arise from values calculated from experimental measurements where the column frit volume ( V frit ) is a 

significantly different fraction of the measured dead volumes ( V m,meas ) of columns of different lengths ( S = short; L = long). It is assumed that the columns are otherwise 

identical in terms of stationary phase chemistry and particle size. Other parameters: Column volumes, 0.010 (short) and 0.200 (long) mL; Column diameters, 2.1 mm; Flow 

rate, 1.0 mL/min.; Extra-column volume ( V ex ), 0.020 mL. 

k values for the short and long columns, with the average differ- 

ence close to zero ( −0.4%), rather than the average difference of 

−18% prior to the correction (gray bars). In principle such a cor- 

rection would be straightforward if the frit volumes were known, 

however these numbers are not typically provided by column man- 

ufacturers, and are difficult to measure accurately without dedi- 

cated equipment for doing so. Having first observed the major dif- 

ferences in k exp as in Fig. 4 , and then realizing that most of this 

difference could be attributed to frit volumes that are impractical 

to measure in practice, motivated us to pursue the use of exper- 

imentally determined selectivities to translate retention measure- 

ments made with small columns to predict retention in separations 

involving larger columns as outlined in Section 2.1 . 

4.2. Comparison of selectivities determined using short and long 

columns 

Fig. 6 shows the percent differences in α values ( α = k x /k toluene ) 

calculated for the 5 and 100 mm columns using retention mea- 

surements based on first moments determined as described in 
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Fig. 6. Percent differences in selectivities ( α) calculated for 5 and 100 mm columns using retention measurements based on first moments and Eq. (2) . Chromatographic 

conditions were as described in Fig. 4 . 

Section 2.4 . This particular plot is organized with the compounds 

listed from left to right in order of increasing retention. Although 

some of the differences are clearly different in magnitude from the 

others, there is no obvious dependence of the differences on ana- 

lyte type ( i.e ., acid, base, neutral). The average absolute difference 

in α is 1.7%. Although there is no clear pattern in the differences 

shown in Fig. 6 related to analyte chemistry, one might reasonably 

ask if the differences are retention dependent. Figure S4 shows 

the same differences as in Fig. 6 , but plotted against retention fac- 

tor. Here we see the overall trend that the absolute magnitude of 

the difference decreases with increasing retention factor, however 

the sign of the difference is not consistent at low retention. This 

is not unexpected considering that the relative variation in reten- 

tion measurements increases as absolute retention decreases (i.e., 

when the absolute variation in retention measurement is nomi- 

nally independent of k ), however it suggests that it is important 

when using the measurement scheme proposed here that we fo- 

cus primarily on retention factors above about 2. The percent rela- 

tive standard deviations in retention factors used in the calculation 

of alpha values shown in Fig. 6 are shown as Supplemental Infor- 

mation in Fig. S5. The primary takeaway from Fig. 6 is that sim- 

ilar alpha values are obtained from the two columns that vary in 

volume by a factor of 20, despite the 18% differences in apparent 

retention factor values shown in Fig. 4 . However, the α values for 

5,5-diphenylhydantoin and benzonitrile differed by more than 2%. 

To check if small variations in mobile phase composition as a result 

of mobile phase preparation by the pump (i.e., mixing ACN/buffer 

mobile phase from neat ACN and buffer) influenced this compari- 

son, we compared the α values obtained from retention measure- 

ments while letting the pump prepare the mobile phase (referred 

to here as “machine-mixed”) to those obtained with a pre-mixed 

mobile phase (both 50/50 v/v); this comparison is shown in Fig. 

S6. In the case of 5,5-diphenylhydantoin and benzonitrile we see 

that the errors are similar in magnitude, and have the same sign, 

which means that errors cannot be explained by small differences 

in mobile phase variation over the timescale of a retention mea- 

surement (i.e., tens of seconds). 

One possible cause of the larger differences in the alphas ob- 

served for 5,5-diphenylhydantoin and benzonitrile could be re- 

lated to column-to-column variation in the stationary phase ( i.e ., 

the 5 and 100 mm columns used for most of this work were 

packed with different manufacturing lots of stationary phase). To 

test this possibility, we repeated the comparison of α values for 

5,5-diphenylhydantoin and benzonitrile using a 5 and 100 mm col- 

umn pair that were packed from the same lot of packing material, 

using one analyte per injected sample for both columns. The re- 

sulting differences in alphas were −0.58 and 0.71%, respectively, as 

shown in Fig. S7, which are in line with the other small differences 

shown in Fig. 6 . 

Finally, we emphasize once more that we do not expect the 

approach described here to yield retention factors with the high- 

est possible accuracy, in a thermodynamic sense. Determination 

of thermodynamically meaningful retention factors requires careful 

consideration of how the column dead time is measured [ 25 , 31 ], in 

addition to careful control of other parameters including the col- 

umn temperature and mobile phase composition. 

4.3. Prediction of isocratic retention factors using data from isocratic 

or gradient elution, and short or long columns 

The preceding discussion has been focused on the prediction of 

isocratic retention factors for a long column using isocratic reten- 

tion measurements made using a short column and the scheme 

outlined in Section 2.1 . In principle, isocratic retention factors can 

also be predicted using retention measurements made under gra- 

dient elution conditions [19] . This would correspond to path #3 

in Fig. 1 . The white bars of Fig. 7 show the percent differences 

between isocratic retention factors predicted from retention mea- 

surements using gradient times of 10, 20, or 30 min with the 

100 mm long column to isocratic retention factors calculated from 

isocratic retention measurements made using the same column. To 

make these predictions we first fit the gradient retention times to 

the non-linear Neue-Kuss model of the dependence of RP reten- 

tion on volume fraction of organic modifier in the mobile phase 

( φ) [32] . The relationship between the effective gradient retention 

factor ( k eff) and φ for this model is shown in Eq. (12) , where S 1 , S 2 , 

and k w 

are the fitting parameters, and t d and φi are the gradient 

delay time and the starting mobile phase composition used in the 
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Fig. 7. Percent differences between predicted and measured retention factors ( k ) for the 100 mm column. Gray bars show the difference between measured values (100 mm 

column) and values calculated from measurements using the 5 mm column but corrected using Eqs. (1) - (3) . White bars show the differences between measured values 

(100 mm column) and values calculated by fitting gradient elution retention times to the Neue-Kuss model of reversed-phase retention as described in ref. 22 . Chromato- 

graphic conditions for the isocratic measurements are the same as in Fig. 4 . For the gradient measurements, gradient times of 10, 20, and 30 min. were used, with a gradient 

running from 5 to 60% ACN; other conditions were the same as in the isocratic experiments. 

gradient, respectively. Before fitting the data k eff was calculated us- 

ing the first moment for the retention time (see Section 2.4 ), and 

Eq. (10) . For the actual fitting of the retention data we used the 

lsqnonlin function in MATLAB as described in our recent publica- 

tion on determination of retention model parameters [19] . 

k e f f = 

t d 
t m 

+ 

φi + 1+ S 2 φi 
S 1 

ln 

{ 
β ·k w ·S 1 

(
t m − t d 

k i 

)
exp 

(
−S 1 φi 

1+ S 2 φi 

)
+1 

} 

1 − S 2 ( 1+ S 2 φi ) 
S 1 

ln 

{ 
β ·k w ·S 1 

(
t m − t d 

k i 

)
exp 

(
−S 1 φi 

1+ S 2 φi 

)
+1 

} − φi 

β · t m 

(12) 

Once the model parameters ( S 1 , S 2 , k w 

) have been determined 

via Eq. (12) or Eq. (13) , isocratic retention factors can then be cal- 

culated for any mobile phase composition using Eq. (13) . 

ln k = ln k w 

+ 2 ln ( 1 + S 2 φ) −
[

S 1 φ

1 + S 2 φ

]
(13) 

As shown by the white bars in Fig. 7 , we see that the perfor- 

mance of these predictions ( i.e ., prediction of isocratic k for the 

100 mm column from gradient retention data obtained using the 

100 mm column) is not good, with a maximum error of −35% 

for 5,5-diphenylhydantoin, and a mean error of −6.3% for all 13 

probe compounds. On the other hand, the isocratic retention fac- 

tors predicted for the long column using isocratic measurements 

made using the short column (gray bars) are much better. In this 

case the maximum error is −7.8%, and the mean error is −0.4%. 

The poor performance of predicting isocratic k values from gradi- 

ent retention times (i.e., Path #3 in Fig. 1 ) is not surprising, since 

such predictions involve a major extrapolation to a gradient slope 

of zero [33] . Nevertheless, this result adds to the value of the use 

of α values to translate retention values between short and long 

columns as described in Section 2.1 . If one must choose between 

these two approaches to predict isocratic retention factors for a 

long column, this result shows that predicting isocratic retention 

factors for long columns using isocratic retention times measured 

using short columns is far more accurate than predicting isocratic 

retention factors from retention times measured under gradient 

elution conditions. 

4.4. Prediction of gradient elution retention times using isocratic or 

gradient elution retention data, and short or long columns 

In a final comparison we evaluated the ability to predict gra- 

dient elution retention times for a long column from either iso- 

cratic retention measurements made using the short column (Path 

#2 in Fig. 1 ), or retention measurements made under gradient elu- 

tion conditions using the long column (Path #4 in Fig. 1 ). Path #2 

requires that Neue-Kuss model parameters are first obtained by 

fitting isocratic k values determined for several different isocratic 

mobile phase compositions using Eq. (13) . In this work we used k 

values (after translating measurements made using the 5 mm col- 

umn to the 100 mm column as in Eq. (3) ) for five or six mobile 

phases (covering a range in k of about 1 to 10) to obtain retention 

model parameters for each compound. Then, the resulting model 

parameters can be used to predict a gradient elution retention time 

using Eq. (12) . 

Fig. 8 shows the percent differences between gradient elution 

retention times predicted from Paths #1 and 4, and gradient elu- 

tion retention times measured using the long column and a gradi- 

ent time of 20 min. As shown by the white bars, the accuracy of 

prediction using the gradient elution retention times (Path #4 in 

Fig. 1 ) is incredibly good, with a maximum difference of −0.36% 

for 5,5-diphenylhydantoin, and a mean error of −0.03%. This is 

consistent with an extensive body or prior work showing simi- 

larly good results for this approach (e.g., see [33] ). The gray bars in 

Fig. 8 show that the prediction of gradient elution retention times 

using isocratic measurements made with the short column (Path 

#2 in Fig. 1 ) is not nearly as good, but not terrible. Here the max- 

imum error is −3.9%, with a mean error of −0.65%. Given that the 

errors for this approach increase with decreasing gradient elution 

retention time, it is conceivable that small errors that effectively 
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Fig. 8. Percent differences between predicted and measured gradient elution retention times ( t r ) for the 100 mm column. Gray bars show the difference between measured 

values (100 mm column) and values calculated from measurements using the 5 mm column but corrected using Eqs. (1) - (3) . White bars show the differences between 

measured values (100 mm column) and values calculated by fitting gradient elution retention times to the Neue-Kuss model of reversed-phase retention as described in 

ref. 22 . Chromatographic conditions for the isocratic measurements are the same as in Fig. 4 . For the gradient measurements, gradient times of 10, 20, and 30 min. were 

used, with a gradient running from 5 to 60% ACN; other conditions were the same as in the isocratic experiments. 

cancel out in Path #4 (e.g., error in the determination of gradient 

delay volume, deviation of the solvent composition arriving at the 

column inlet from a simple linear gradient [ 10 , 34 ]) are exposed in 

Path #2. 

5. Conclusions 

Accurate isocratic retention data are needed for a variety of ap- 

plications of liquid chromatography ranging from fundamental re- 

search to practical method development. In this work we have ex- 

plored an approach using low volume columns that minimizes the 

time needed for each retention measurement, thereby increasing 

the throughput of data collection for a single instrument. As the 

volume of the column used to make retention measurements is de- 

creased, factors that are normally relatively inconsequential, such 

as inlet and outlet frit volumes, become more important and can 

compromise the accuracy of retention measurement. Fundamen- 

tally, retention is a thermodynamic property of the mobile and sta- 

tionary phase combination under study, and should be nominally 

independent of column dimensions. We propose using measured 

selectivities (i.e., ratios of retention factors) as column geometry- 

independent measures of retention that can be used to mitigate 

the effects of non-idealities such as frit volumes on retention mea- 

surements. After comparing measured retention data from short 

(5 mm) and long (100 mm) 2.1 mm i.d. reversed-phase columns, 

we have come to the following primary conclusions about diffi- 

culties associated with retention measurements from low volume 

columns and the benefits of our approach proposed here: 

1) Errors in retention factors measured using the short (5 mm) 

column are on the order of 20% when compared to a long 

(100 mm) column packed with the same stationary phase. We 

attribute most of this difference to the volume of the inlet 

and outlet frits that contributes disproportionately to measured 

dead times and retention times. 

2) Using the correction scheme based on selectivities, the appar- 

ent difference between the retention factors of 13 test analytes 

on the short and long columns can be reduced to an average 

absolute difference of 1.7% (all errors less than 8%). 

3) The correction scheme described here should facilitate more 

rapid method development by collecting data needed to build 

retention models that can then be used to predict optimal sep- 

aration conditions. The scheme should also enable building of 

large retention databases that can be used to deepen our un- 

derstanding of retention in different separation modes (e.g., 

reversed-phase, ion-exchange, etc.), and support other aspects 

of method development, such as the effect of mobile phase 

mismatch in two-dimensional LC separations. 

The approach demonstrated here has so far relied on single- 

channel UV detection, and one analyte per sample to facilitate 

data processing. With these parameters the approach can yield 

about 20 0 0 isocratic retention measurements per instrument per 

day (assuming an overhead of 25% of time dedicated to quality 

control and instrument overhead). Any effort to multiplex mea- 

surements by working with multiple analytes per sample – for 

example by using mass spectrometric detection or multi-channel 

UV detection – may further increase the throughput of retention 

measurement. 
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