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Abstract

In this paper an aggregate model for manufacturing systems consisting of flow lines with finite buffers and parallel servers is proposed. The proposed model is a multi-server station with process times depending on the work in process (WIP). An algorithm is developed to measure the WIP-dependent process times directly from industrial data such as arrival times at and departure times from the manufacturing system. Simulation results show that the aggregate model accurately predicts the mean flow time.
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1 Introduction

In semiconductor manufacturing, there is a trend of proliferation of integrated processing [Wood, 1996]. These integrated processing tools allow multiple wafers of one or more lots to be processed simultaneously. Multiple processes or process steps are contained within a single tool. The logistics inside such integrated tools are often flow line alike (lot cascading). For example, integrated lithography cells allow wafers of up to four lots to be pipelined through a sequence of
several processes, including resist coat, expose, and develop. In addition, vacuum processors are integrated around standardized frames that include wafer handlers and loadlocks. Other examples of integrated processing tools are wet-benches (lots traverse through a sequence of chemical baths), metal deposit tools (several surface treatment and metal-alloy deposition processes are combined in a single tool) and ion-implant (ion implant consists of two sequential steps: loading and ion emanation onto the wafers).

Due to the sequence of processes that is carried out in an integrated processing tool, the mean flow time $\varphi$ and throughput $\delta$ in the tool increases as the work in process, WIP, increases. The presence of such tools on the factory floor complicates the performance analysis.

For the performance analysis of semiconductor manufacturing there are two categories of models in common use: (discrete-event) simulation models and analytical models. Simulation models allow the inclusion of various details of the processes. However, every detail requires data to be collected and adds to the computational expense of the simulation model. Arisha and Young [2004]; Nayani and Mollaghasemi [1998]; Pierce and Drevna [1992] develop simulation models of integrated processing tools, with explicit modeling of, e.g., machine downs, repairs, operating rules, setups, maintenance, operator availability and operator skill. The cluster tool model described in Pierce and Drevna uses over 1100 variables and parameters and 500 distributions.

Analytical models, on the other hand, are usually computationally cheap to evaluate and require little input data, such as the mean and variance of process times. However, they adhere to restrictive assumptions, such as, e.g., phase-type distributed process times [Asmussen, 2003; Shanthikumar et al., 2007]. Shanthikumar et al. [2007] noted that lot cascading in a tool should be well modeled to obtain accurate flow time estimations. An appealing approach to estimate the performance of complex manufacturing systems is to represent (part of) the system by a so-called flow equivalent server (FES) [Norton, 1928; Chandy et al., 1975]. Exact FES models were originally derived for balanced, closed queueing networks with exponential process times. Later, extensions were proposed for special networks with Coxian process times and constant process times [Rhee, 2006; Stewart and Zeisler, 1981; Thomasian and Nadji, 1981]. However, the assumptions required for an (exact) FES model are too prohibitive to be of practical use in the present context of integrated tools.

In this paper, we propose an aggregate model that, similar to the FES, replaces the integrated tool by a single- or multi-server station with WIP-dependent processing times. However, unlike the FES, we do not make a priori assumptions regarding process time distributions. Key to our approach is that the process time distributions can be obtained directly from arrival and departure events from the factory floor. The advantage is clear: we do not need
to quantify all shop-floor realities individually. To estimate the parameters of the process time distributions we adopt the “Effective Process Time” (EPT) paradigm [Hopp and Spearman 1996, 2001; Jacobs et al. 2001, 2003].

The system, studied in this paper, is an open network with finite buffers and no feedback; in particular, the configuration is flow-line alike, motivated by the lot cascading tools used in semiconductor manufacturing, which is common for the logistics inside integrated tools. The accuracy of the mean flow time predicted by the aggregate model is investigated for several configurations, ranging from a flow line with twelve sequential servers to a station with twelve parallel servers. Simulation results convincingly demonstrate that the proposed aggregate model yields accurate predictions. Hence, the conclusion is that the modeling framework of multi-server stations with WIP-dependent process times combined with the EPT paradigm provides an effective and powerful tool for the performance evaluation of multi-processing tools.

The outline of this paper is as follows: we first present an overview of the effective process time paradigm in Section 2. In Section 3, we explain the main concept of the aggregate model. We introduce the algorithm to translate arrival and departure data into EPT-realizations in Section 3.3. The algorithm is tested on a set of examples in Section 4. Finally, in Section 5 we present our main findings and the discussion.

2 Previous work using the EPT paradigm

The phrase effective process time was originally introduced by [Hopp and Spearman 1996, 2001]. They define the EPT as ‘the time seen by a lot at a workstation from a logistical point of view’. The EPT aggregates the raw processing time and all shop-floor realities and disturbances on processing at a workstation into a single process time distribution. The inclusion of multiple phenomena into a single distribution is referred to as aggregation. Hopp and Spearman give explicit expressions to compute the mean EPT and the EPT coefficient of variation from the raw processing time and the various outages, either preemptive (setup-alike) or non-preemptive (breakdown-alike). They use the EPT mean and variance in closed form approximations for $G/G/m$ queues to explain and estimate the mean flow time performance.

In many practical cases, outages may not all be quantifiable. Jacobs et al. 2001, 2003 show that the EPT can be measured without the need to identify and quantify all contributing shop-floor realities. For workstations with ample buffer space and that process a single lot at a time, they present an algorithm to calculate EPT-realizations directly from lot arrival and departure events. The obtained empirical distribution can then be used to fit a parameterized EPT-distribution.

This idea can be generalized into an EPT-based modeling framework, as explained by Kock et al. 2008a. Event collection, EPT calculation, distribution fitting and aggregate modeling are presented as an integrated framework. The EPT is not only used as a performance metric quantifying capacity (mean) and
variability (variance), but also to build simulation or analytical models fed by parameter values obtained from empirical EPT-distributions.

EPT-algorithms to compute EPT-realizations from arrival and departure events were proposed by Jacobs et al. [2006, 2001, 2003]; Kock et al. [2008a, b]; Vijfvinkel et al. [2007], for infinitely buffered 'single lot' workstations, finitely buffered 'single lot' workstations, assembly workstations and batch workstations. These references focus on discrete-event simulation models. Analytical models may be used as an alternative. Closed form expressions for (mean) performance measures of $G/G/m$ queues can be used for infinitely buffered multi-server workstations. For finitely buffered flow lines and assembly lines, queueing approximations as discussed by Dallery and Gershwin [1992]; Vuuren [2007]; Vuuren et al. [2005] may be used.

3 An aggregate multi-server station

In the present paper, we consider flow lines consisting of multi-server stations with finite buffers. Specifically, we assume that, on arrival, lots are put into an infinite buffer to wait until processing starts, and once in process, lots do not recirculate. An example is visualized in Figure 1.

3.1 Model concept

The idea is to aggregate the entire flow line into a multi-server station with FIFO dispatching and WIP-dependent process times; see Figure 2. The number of servers, denoted by $m$, is an important user-defined parameter. Initially, one may expect that the choice of $m$ will be related to the structure of the flow line, i.e., the “degree of parallel processing”; this relation will be investigated in Section 4. The process time of a lot depends on the WIP present in the system just before the start of processing. The dependence on the WIP reflects that, in the real system, the mean flow time and throughput depend on the number of lots in the system. Clearly, the real system is not a $m$-server station; hence, the challenge is to subtract the required WIP-dependent process times from the arrival and departure events in the real system. This is explained in the following two sections.
3.2 EPT measurement

The input to the calculation of EPT-realizations consists of a chronological list of events obtained from the shop-floor. Each event is defined by the lot \( id \), the event type \( ev \) (arrival in the infinite buffer of the flow line, denoted ‘A’, or departure from the flow line, denoted ‘D’) and the time of occurrence of the event \( \tau \). Then, by acting as if the event list has been produced by an \( m \)-server station, we are able to retrieve the EPT-realizations. Since the process times in the multi-server station are WIP-dependent, we introduce bucket \( b \) for each WIP-level \( b, 1 \leq b < \infty \). An EPT-realization is assigned to bucket \( b \) if \( b \) lots are present at the start of the EPT-realization. Thus, each bucket collects EPT-realizations corresponding to a certain WIP, and at the end of the event list, provides an empirical EPT-distribution. Since the EPT-distributions are expected to converge as \( b \) tends to infinity, we can limit the number of buckets by \( N \), say, where bucket \( N \) contains all process times registered with a WIP \( \geq N \).

Most likely, the real system and the \( m \)-server station do not perfectly match. Hence, it may happen that, when lot \( id \) departs at time \( \tau \), it has not yet started processing in the \( m \)-server station; this is readily seen to happen when a \( G/G/2 \) is aggregated into a \( G/G/1 \), since overtaking takes place in the first, but not in the second system. This inconsistency will be solved as follows. We pick one of the lots in process at time \( \tau \), say lot \( jd \) that started processing at time \( t \) when the WIP was \( b \); the pick rule(s) will be specified in the next section. Then we “interchange” the departure times of lot \( id \) and \( jd \); so lot \( jd \) leaves at time \( \tau \), having received an EPT of \( \tau - t \) time units for WIP \( b \), after which lot \( id \) immediately enters service and remains so until the “old” departure time of lot \( jd \).

In the next section we describe the algorithm to calculate EPT-realizations in more detail.

3.3 EPT-algorithm

The EPT-algorithm is depicted in Figure 3. It uses the following variables: \( n \) represents the current WIP, list \( rs \) stores \((id, \tau, n)\) containing the start times
of the lots that are in process (according to the m-server station). List \( ws \) contains the id of each lot in the system that has not yet started processing (again, according to the m-server station). The algorithm uses the functions \( \text{append}, \text{get}, \text{remove}, \text{head}, \text{tail} \) and \( \text{find} \) operating on the lists \( rs \) and \( ws \). Function \( \text{append} \) adds an element to the end of the list, \( \text{get} \) reads the element with lot id from the list. Function \( \text{remove} \) removes the element with id from the list. Function \( \text{head} \) takes the first element in the list and function \( \text{tail} \) takes all elements except the first. Finally, \( \text{find} \) picks one specific element from the list according to a user-defined rule, to be discussed later.

\[
\begin{align*}
&n := 0; \; rs := []; \; ws := [] \\
&\text{loop} \\
&\quad \text{read } id, ev, \tau \\
&\quad \quad \text{if } ev = 'A' \text{ then} \\
&\quad \quad \quad n := n + 1 \\
&\quad \quad \quad \quad \text{if } n \leq m \text{ then} \\
&\quad \quad \quad \quad \quad rs := \text{append}(rs, (id, \tau, n)) \quad (a1) \\
&\quad \quad \quad \quad \text{elseif } n > m \text{ then} \\
&\quad \quad \quad \quad \quad ws := \text{append}(ws, id) \quad (a2) \\
&\quad \quad \quad \text{endif} \\
&\quad \quad \text{elseif } ev = 'D' \text{ then} \\
&\quad \quad \quad n := n - 1 \\
&\quad \quad \quad \quad \text{if } n < m \text{ then} \\
&\quad \quad \quad \quad \quad (t, b) := \text{get}(rs, id) \\
&\quad \quad \quad \quad \quad rs := \text{remove}(rs, id) \quad (d1) \\
&\quad \quad \quad \quad \text{elseif } n \geq m \text{ and } id \in rs \text{ then} \\
&\quad \quad \quad \quad \quad (t, b) := \text{get}(rs, id) \\
&\quad \quad \quad \quad \quad rs := \text{remove}(rs, id) \\
&\quad \quad \quad \quad \quad jd := \text{head}(ws); \; ws := \text{tail}(ws) \\
&\quad \quad \quad \quad \quad rs := \text{append}(rs, (jd, \tau, n)) \quad (d2) \\
&\quad \quad \quad \text{elseif } n \geq m \text{ and } id \notin rs \text{ then} \\
&\quad \quad \quad \quad \quad (jd, t, b) := \text{find}(rs, rule) \\
&\quad \quad \quad \quad \quad rs := \text{remove}(rs, jd) \\
&\quad \quad \quad \quad \quad rs := \text{append}(rs, (jd, \tau, n)) \\
&\quad \quad \quad \quad \quad ws := \text{remove}(ws, id) \quad (d3) \\
&\quad \quad \quad \text{endif} \\
&\quad \quad \text{write } \tau - t, b \\
&\quad \text{endif} \\
&\text{endloop}
\end{align*}
\]

**Figure 3: EPT-Algorithm**

The EPT-algorithm distinguishes five cases:

*(a1)* A lot arrives when \( n < m \) lots are present. Capacity is available: lot start with \( id \), time \( \tau \) and WIP-level \( n \) is added to \( rs \).
(a2) A lot arrives when \( n \geq m \) lots are present. All \( m \) servers are busy, thus the lot is stored in the buffer \( ws \).

(d1) A lot departs, \( n < m \) lots remain behind. Bucket \( b \) and start time \( t \) of the departing lot are retrieved from \( rs \), after which the lot is removed.

(d2) A lot departs, \( n \geq m \) lots remain behind and \( id \) of the departing lot is known in \( rs \): bucket \( b \) and start time \( t \) of the lot are retrieved from \( rs \) after which \( id \) is removed from \( rs \); the first lot waiting in \( ws \) is added as new lot start to \( rs \) with time \( \tau \) and WIP-level \( n \).

(d3) A lot departs, \( n \geq m \) lots remain behind, and \( id \) of the departing lot is not known in \( rs \). So lot \( id \) departs, while it has not started processing according to the \( m \)-server station. Then, using function \texttt{find}, we select an alternative lot that has started already, \( jd \). We compute the EPT-realization using the start time of \( jd \). Then, lot \( jd \) is restarted and lot \( id \) is removed from buffer \( ws \).

Note that in (d3) lot \( id \) immediately departs and lot \( jd \) (re)starts service, instead of the other way around; the reason is that, although the lot identity is not relevant for the EPT-realization, we should be able to connect the right lot to the departure of lot \( jd \) after time \( \tau \).

For function \texttt{find} in case (d3), we propose three rules: 1) random lot, 2) lot with the shortest elapsed process time, 3) lot with the longest elapsed process time. The rationale behind rule 2 is that the lot might be a fast mover, and therefore, we assign the smallest possible process time; the rationale behind rule 3 is opposite. Clearly, for \( m = 1 \), the pick rules are identical, since then there is only one lot to pick. The impact of the choice of the pick rule on the performance predictions will be investigated in Section 4.

In case (d1), (d2) and (d3), the EPT-realization is printed as \( \tau - t \) with bucket \( b \).

### 3.4 Gantt-chart examples

Figure 4 shows Gantt-charts for two manufacturing systems; Figure 4(a) corresponds to a system without overtaking, and Figure 4(b) to a system with overtaking. The bottom part of the Gantt-charts shows the EPT-realizations computed by the EPT-algorithm, with \( m = N = 2 \); EPTs are labeled \( t(b) \), where \( t \) is the duration of the EPT and \( b \) the bucket. Note that case (d3) is invoked twice in Figure 4(b), but not in Figure 4(a).

### 4 Model validation

By means of discrete-event simulation we will test the aggregate model in four scenarios depicted in Figure 5; all simulation results are generated using the \( \chi - 0.8 \) software [Hofkamp and Roorda, 2002].
In each example, the arrival process is Poisson with rate $\delta$ and the process times are gamma-distributed with mean 1.0 and squared coefficient of variation $c^2 \in \{0.1, 1.0, 2.0\}$. Mean flow time predictions in the real system are based on simulation runs of 2,000,000 lots. The utilization of the system is defined as the ratio of the throughput $\delta$ and the maximum attainable throughput $\delta_{\text{max}}$, which is determined in one simulation run of 100,000 lots using unlimited supply of lots. For each scenario EPT-realizations are measured using the EPT-algorithm (Figure 3) in a simulation run of 2,000,000 lots at a given utilization level, the so-called training level. For scenario I, the training level is $\delta/\delta_{\text{max}} = 0.9$, while for scenarios II, III and IV, we take $\delta/\delta_{\text{max}} = 0.8$. On the empirical EPT-distributions, we fit Gamma distributions matching the mean $t_e$ and coefficient of variation $c_e^2$. Then mean flow times are predicted by the multi-server aggregate station with WIP-dependent Gamma-distributed process times at utilization levels $0.3 \leq \delta/\delta_{\text{max}} \leq 0.95$; at each utilization level the mean flow time prediction is based on five runs of 10,000,000 lots.

4.1 Scenario I: Twelve sequential single server stations

The system consists of a flow line of twelve sequential single-server stations, see Figure 5(a). Each station has one buffer space. For this system, we have $\delta_{\text{max}} = \{0.875, 0.553, 0.440\}$ [lots/hour] for $c^2 = \{0.1, 1.0, 2.0\}$.

In Figures 5 we present EPT-realizations measured for $\delta/\delta_{\text{max}} = 0.9$, $c^2 = 1.0$ and $m = 1$. The $x$-axis in Figure 5(a) is the WIP (or bucket), whereas the $y$-z planes represent histograms of the EPT-realizations. Clearly, the bulk of the EPT-realizations is in buckets ranging from 1 to 40, with a peak near 20. The empirical probability distribution function (PDF) is plotted in Figure 5(b). From bucket 30, say, onwards, the distributions do not significantly change; buckets 40 or higher hardly contain any realization explaining the noisy behavior. Hence, it makes sense to aggregate all realizations in buckets $\geq 30$ into bucket $N = 30$.

Figure 7 plots the mean EPT $t_e$ and squared coefficient of variation (SCV)
Figure 5: Test scenarios for algorithm of Figure 3

(a) Scenario 1: 12 sequential single-server workstations

(b) Scenario 2: 3 workstations with 4 servers

(c) Scenario 3: 4 parallel lines

(d) Scenario 4: 12 parallel servers
$c_2^2$ as a function of the WIP-level. Clearly, these plots depend on the squared coefficient of variation $c^2$ of the processing times in the real system.

The monotonic behavior of $t_e$ as a function of WIP-level is as expected: the higher the WIP in the flow line, the faster lots will leave the line. Also the behavior of $c_2^2$ may be explained: initially, at low WIP, $c_2^2$ tends to increase, due to the (random) distribution of the WIP in the flow line, and eventually, $c_2^2$ will converge to a value close to $c^2$. We would like to point out that monotonicity properties of $t_e$ and $c_2^2$, as observed in Figure 7, may be exploited in an analytical model to accomplish, e.g., state space reduction.

Figures 8(a) and 8(b) show, for various values of $m$, mean flow time predictions of the aggregate model trained at utilization level $\delta/\delta_{\text{max}} = 0.6$ and 0.9, respectively; the EPT-realizations are obtained by employing pick rule 1. The figure shows that, for $m = 1$, the best prediction is obtained at the training level (as expected). For $m = 1$, mean flow time predictions are also listed in Tables 1 and 2. From the results we can conclude that mean flow times at low utilization levels are more accurately predicted by the aggregate model trained at $\delta/\delta_{\text{max}} = 0.6$ than the one trained at $\delta/\delta_{\text{max}} = 0.9$, whereas the reverse is true for high utilizations. Further, the predictions seem to be more accurate for smaller values of $c^2$.

A naive approach is to approximate the flow line by an $M/G/1$ queue; in the present context, this means that the flow line is aggregated into a 1-server station with $N = 1$, i.e., all EPT-realizations are assigned to one bucket. This approach would produce poor approximations, since it completely fails to take into account the increased efficiency due to the lot cascading for larger WIP-levels.

### Table 1: Scenario I: Mean flow time prediction ($m = 1$, trained at $\delta/\delta_{\text{max}} = 0.6$)

<table>
<thead>
<tr>
<th>$\delta/\delta_{\text{max}}$</th>
<th>$c_2^2 = 0.1$</th>
<th>$c_2^2 = 1.0$</th>
<th>$c_2^2 = 2.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approx. Real</td>
<td>Approx. Real</td>
<td>Approx. Real</td>
<td>Approx. Real</td>
</tr>
<tr>
<td>0.3</td>
<td>12.02 12.85</td>
<td>14.11 14.67</td>
<td>15.40 15.77</td>
</tr>
<tr>
<td>0.5</td>
<td>13.39 13.79</td>
<td>17.16 17.18</td>
<td>19.44 19.29</td>
</tr>
<tr>
<td>0.6</td>
<td>14.49 14.49</td>
<td>18.86 18.85</td>
<td>21.62 21.62</td>
</tr>
<tr>
<td>0.7</td>
<td>16.23 15.51</td>
<td>20.94 21.06</td>
<td>24.19 24.69</td>
</tr>
<tr>
<td>0.85</td>
<td>21.75 18.58</td>
<td>25.22 27.26</td>
<td>29.19 33.54</td>
</tr>
<tr>
<td>0.95</td>
<td>69.62 27.07</td>
<td>30.36 48.94</td>
<td>33.38 67.10</td>
</tr>
</tbody>
</table>

The aggregate 1-server station may be slightly refined by exploiting the following observation. There are two possibilities to start processing at WIP-level 1: either a lot arrives in an empty flow line, or the previous departure left behind a single lot. The mean EPT of a lot entering an empty flow line is 12, whereas the mean EPT of a single lot left behind is clearly less (in fact, 6 according to simulation). Thus, splitting bucket 1 in two buckets may improve the predictions. Figure 9 shows mean flow time predictions for $c_2^2 = 1.0$ with training level $\delta/\delta_{\text{max}} = 0.6$. Since the prediction only slightly improves for low
Figure 6: Scenario I: EPT-realizations ($\delta/\delta_{\text{MAX}} = 0.9$, $c^2 = 1.0$ and $m = 1$)

Figure 7: Scenario I: Mean and SCV of EPT ($\delta/\delta_{\text{MAX}} = 0.9$, $c^2 = 1.0$ and $m = 1$)
Figure 8: Scenario I: flow time prediction ($\epsilon^2 = 1.0$, rule 1)
Table 2: Scenario I: Mean flow time $\bar{t}$ estimation for $m = 1$ if the model is trained at $\delta/\delta_{\text{max}} = 0.9$

<table>
<thead>
<tr>
<th>$\delta/\delta_{\text{max}}$</th>
<th>$c^2 = 0.1$</th>
<th>$c^2 = 1.0$</th>
<th>$c^2 = 2.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approx. Real</td>
<td>Approx. Real</td>
<td>Approx. Real</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>11.35</td>
<td>12.85</td>
<td>13.66</td>
</tr>
<tr>
<td>0.6</td>
<td>13.10</td>
<td>14.49</td>
<td>19.04</td>
</tr>
<tr>
<td>0.85</td>
<td>18.13</td>
<td>18.58</td>
<td>28.22</td>
</tr>
<tr>
<td>0.9</td>
<td>21.08</td>
<td>20.95</td>
<td>32.60</td>
</tr>
<tr>
<td>0.92</td>
<td>22.46</td>
<td>22.55</td>
<td>35.27</td>
</tr>
<tr>
<td>0.95</td>
<td>26.14</td>
<td>27.07</td>
<td>40.91</td>
</tr>
</tbody>
</table>

Next we investigate sensitivity with respect to the number of EPT measurements. Figure 10 shows that, if the number of EPT-realizations is drastically reduced from 2,000,000 to 15,000 lots, the mean flow time predictions are still accurate. This suggests that it is not necessary to collect an “enormous” amount of data, which is convenient from a practical point of view.

Finally we consider an unbalanced flow line: the processing speed of server 6 is is slowed down by a factor 1.5, and thus it becomes the bottleneck station. Mean flow time predictions for utilization levels from 0.3 until 0.95 are depicted in Figure 11. For $m = 1$, the predictions are even slightly more accurate than in the balanced case.

4.2 Scenario II: Three stations, four parallel servers each

The first station in the three station flow line of Figure 5(b) has an infinite buffer, the other two have one buffer place. The maximum obtainable throughput is $\delta_{\text{max}} = \{3.666, 3.174, 2.989\}$ [lots/hour] for $c^2 = \{0.1, 1.0, 2.0\}$. The training level is $\delta/\delta_{\text{max}} = 0.8$.

In Figures 12, we show $t_e$ and $c^2_e$ as a function of the WIP-level, for $m = 1$ and $m = 4$. As expected, the shape of the $t_e$ and $c^2_e$ curves depend on the choice of $m$; in particular, the limiting value of $t_e$ for $m = 4$ is (roughly) four times the limiting value for $m = 1$.

Figure 13 presents mean flow time predictions in the range of $0.3 \leq \delta/\delta_{\text{max}} \leq 0.95$. It shows that the predictions for $m = 12$ are accurate at low utilizations, but underestimate the mean flow time at high utilizations; a possible explanation is that the 12-server station allows for more overtaking than in the real system. The predictions for $m = 1$ and $m = 4$ are very accurate in the utilization range $0.6 \leq \delta/\delta_{\text{max}} \leq 0.9$. In this case, one might initially guess that $m = 4$ would be the best choice, since it properly reflects the “degree of parallel processing”; but, surprisingly, the predictions for $m = 1$ are of the same quality.

Table 3 gives additional results for $m = 4$, demonstrating the effect of the pick rule. The estimates for the three rules are fairly close, but seem to be ordered: rule 3 gives the lowest prediction, rule 2 the highest and rule 1 is in
Figure 9: **Scenario I: Effect of splitting bucket 1** \((c^2 = 1.0, m = 1, \text{trained at } \delta/\delta_{\text{MAX}} = 0.6)\)

Figure 10: **Scenario I: Flow time prediction, 15,000 lots** \((c^2 = 1.0, \text{rule 1, trained at } \delta/\delta_{\text{MAX}} = 0.9)\)

Figure 11: **Scenario I: Flow time prediction, unbalance 1.5** \((c^2 = 1.0, \text{rule 1, trained at } \delta/\delta_{\text{MAX}} = 0.9)\)
This ordering is also reflected in the $c_2^2$-curves in Figure 14, which seems to be a direct consequence of the pick rule.

### Table 3: Scenario II: Mean flow time prediction ($m = 4$, trained at $\delta/\delta_{\text{MAX}} = 0.8$)

<table>
<thead>
<tr>
<th>$\delta/\delta_{\text{MAX}}$</th>
<th>$c_2^2 = 0.1$</th>
<th></th>
<th></th>
<th>$c_2^2 = 2.0$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>rule 1</td>
<td>rule 2</td>
<td>rule 3</td>
<td>Real</td>
<td>rule 1</td>
<td>rule 2</td>
</tr>
<tr>
<td>0.3</td>
<td>2.90</td>
<td>2.90</td>
<td>2.89</td>
<td>3.02</td>
<td>2.50</td>
<td>2.85</td>
</tr>
<tr>
<td>0.6</td>
<td>3.08</td>
<td>3.08</td>
<td>3.08</td>
<td>3.18</td>
<td>3.12</td>
<td>3.36</td>
</tr>
<tr>
<td>0.7</td>
<td>3.23</td>
<td>3.23</td>
<td>3.23</td>
<td>3.32</td>
<td>3.51</td>
<td>3.73</td>
</tr>
<tr>
<td>0.8</td>
<td>3.50</td>
<td>3.50</td>
<td>3.50</td>
<td>3.58</td>
<td>4.12</td>
<td>4.39</td>
</tr>
<tr>
<td>0.9</td>
<td>4.14</td>
<td>4.15</td>
<td>4.13</td>
<td>4.29</td>
<td>5.46</td>
<td>5.92</td>
</tr>
<tr>
<td>0.95</td>
<td>4.91</td>
<td>4.94</td>
<td>4.89</td>
<td>5.63</td>
<td>7.28</td>
<td>7.84</td>
</tr>
</tbody>
</table>

### 4.3 Scenario III: Four parallel lines of three sequential, single server stations

We now consider a system of four parallel single-server flow lines, with three stations per line, see Figure 5(c). Each station has one buffer space, except for the first stations in the lines sharing an infinite buffer. For this system, the maximum obtainable throughput is $\delta_{\text{MAX}} = \{3.659, 2.691, 2.319\}$ [lots/hour] for $c_2^2 = \{0.1, 1.0, 2.0\}$. The training level is $\delta/\delta_{\text{MAX}} = 0.8$.

Figure 15 shows the mean flow time prediction for $0.3 \leq \delta/\delta_{\text{MAX}} \leq 0.95$; additional results for $m = 4$ and each of the pick rules are displayed in Table 4. The results for scenario III are comparable to ones for scenario II. Note, however, at high utilizations the prediction errors in scenario III are larger than in scenario II (cf. Figure 15 and Figure 13). Apparently, in scenario II, the aggregate model more accurately captures interaction between lots.

### Table 4: Scenario III: Mean flow time prediction ($m = 4$, trained at $\delta/\delta_{\text{MAX}} = 0.8$)

<table>
<thead>
<tr>
<th>$\delta/\delta_{\text{MAX}}$</th>
<th>$c_2^2 = 0.1$</th>
<th></th>
<th></th>
<th>$c_2^2 = 2.0$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>rule 1</td>
<td>rule 2</td>
<td>rule 3</td>
<td>Real</td>
<td>rule 1</td>
<td>rule 2</td>
</tr>
<tr>
<td>0.3</td>
<td>3.58</td>
<td>3.60</td>
<td>3.55</td>
<td>3.84</td>
<td>4.20</td>
<td>4.67</td>
</tr>
<tr>
<td>0.6</td>
<td>4.14</td>
<td>4.15</td>
<td>4.13</td>
<td>4.27</td>
<td>5.57</td>
<td>5.83</td>
</tr>
<tr>
<td>0.7</td>
<td>4.37</td>
<td>4.38</td>
<td>4.36</td>
<td>4.42</td>
<td>6.11</td>
<td>6.34</td>
</tr>
<tr>
<td>0.8</td>
<td>4.72</td>
<td>4.74</td>
<td>4.72</td>
<td>4.70</td>
<td>6.83</td>
<td>7.11</td>
</tr>
<tr>
<td>0.9</td>
<td>5.51</td>
<td>5.54</td>
<td>5.49</td>
<td>5.44</td>
<td>8.16</td>
<td>8.66</td>
</tr>
<tr>
<td>0.95</td>
<td>6.62</td>
<td>6.66</td>
<td>6.59</td>
<td>6.84</td>
<td>9.60</td>
<td>10.39</td>
</tr>
</tbody>
</table>

Finally, we note that the picture of mean flow times, obtained by slowing down one of the four lines by a factor 1.5, is similar to Figure 11.
Figure 12: Scenario II: Effective process times per bucket ($\delta/\delta_{\text{MAX}} = 0.8, c^2 = 1.0, \text{rule 1}$)
Figure 13: Scenario II: flow time prediction ($c^2 = 1.0$, rule 1, trained at $\delta/\delta_{\text{MAX}} = 0.8$)

Figure 14: Scenario II: Effective process times per pick rule ($\delta/\delta_{\text{MAX}} = 0.8$, $c^2 = 2.0$, $m = 2$)
4.4 Scenario IV: Workstation with twelve parallel servers

To conclude, we consider a workstation with twelve parallel servers, see Figure 5(d). For this system, the maximum obtainable throughput is \( \delta_{\text{max}} = \{12, 12, 12\} \) [lots/hour] for \( c^2 = \{0.1, 1.0, 2.0\} \). The training level is again set at \( \delta/\delta_{\text{max}} = 0.8 \).

Figure 16 shows \( t_e \) and \( c^2_e \) as a function of the WIP-level for \( m = 12 \). Clearly, the measurements in buckets smaller than 6 or larger than 15 experience noise (due to few observations): one would expect flat curves here.

Figure 17 shows mean flow time predictions for \( 0.3 \leq \delta/\delta_{\text{max}} \leq 0.95 \). The figure also depicts the standard \( M/G/12 \) approximation, i.e., \( m = 12 \) and \( N = 1 \). Obviously, now this “naive” approximation is very accurate, and the \( M/G/12 \) with “WIP-dependent” process times is almost as accurate. Further, the predictions for \( m = 1 \) are less accurate at low utilization and the ones for \( m = 20 \) are less accurate at high utilization.

In Scenario II we already touched the issue of selecting the pick rule; see Table 3, demonstrating that the effect of the pick rule on the mean flow time prediction is limited. However, this choice may be relevant in situations where the rule is often invoked. For example, this is expected to happen if the 12-server station is aggregated as a 2-server station; the predicted mean flow time, as a function of \( \delta/\delta_{\text{max}} \), is depicted in Figure 18 and indeed, the accuracy now strongly depends on the pick rule. In all examples, however, it appeared that rule 1, i.e., the random rule, performed well and thus, this rule seems to be a safe choice. Moreover, the numerical experiments in this paper convincingly show that the aggregate model with \( m = 1 \) always produces accurate mean flow time predictions, and in this case, the pick rule is irrelevant.

Finally, we consider an unbalanced case by slowing down the processing speed of six of the twelve servers by a factor 1.5, while keeping \( c^2 = 1.0 \) for all processing times. Evaluating mean flow time predictions for \( m \in \{1, 2, 4, 12\} \) over the range \( 0.3 \leq \delta/\delta_{\text{max}} \leq 0.95 \) leads to similar results as shown in Figure 17. However, in this case, the standard \( M/G/12 \) approximation is inaccurate: it sometimes overestimates the mean flow time by more than 10%, while the \( M/G/12 \) approximation with WIP-dependent process times remains accurate.

5 Conclusions and discussion

In this paper, we propose an aggregate \( m \)-server model with WIP-dependent process times. The process times are computed from lot arrivals at and lot departures from the system that is aggregated. An advantage is that these events can be directly measured from the factory floor. An algorithm is presented to calculate the WIP-dependent effective process time realizations.

The accuracy of the mean flow time prediction has been investigated in four scenarios, ranging from a flow line to a single workstation with parallel servers. The results show that predictions are accurate, but the quality depends on the choice of \( m \), and to a lesser degree, on the pick rule; surprisingly, the choice \( m = \)}
**Figure 15:** Scenario III: flow time prediction ($c^2 = 1.0,$ rule 1, trained at $\delta/\delta_{\text{MAX}} = 0.8$)

(a) $t_E$ per bucket, $m = 12$

(b) $c_2^2$ per bucket, $m = 12$

**Figure 16:** Scenario IV: Effective process times per bucket ($\delta/\delta_{\text{MAX}} = 0.8$)
Figure 17: Scenario IV: Flow time prediction ($c^2 = 1.0$, rule 1, trained at $\delta/\delta_{\text{MAX}} = 0.8$)

Figure 18: Scenario IV: Flow time prediction ($c^2 = 1.0$, $m = 2$, measured at $\delta/\delta_{\text{MAX}} = 0.8$)
1 appears to be good across all scenarios. The feature of WIP-dependent process times appears to be crucial: the quality of mean flow time predictions by multi-server stations with WIP-independent process times is usually poor. The overall conclusion is that the aggregate 1-server station always performs well (and, in this case, the choice of the pick rule is not relevant). The simulation study in this paper is restricted to flow lines consisting of multi-server workstations with finite buffers; we expect, however, that the scope of this approach goes (far) beyond this class of manufacturing systems.

The aggregate model has been developed keeping integrated processing equipment in mind. A follow-up paper by Veeger et al. [2008] demonstrates how the present methodology can be applied to workstations with integrated processing tools in a semiconductor manufacturing environment, where commonly used $G/G/m$ approximations perform unsatisfactorily.
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