Constraints on Higgs boson properties using $WW^*(\to e\nu\mu\nu)jj$ production in 36.1fb$^{-1}$ of $\sqrt{s} = 13$ TeV pp collisions with the ATLAS detector

ATLAS Collaboration

DOI
10.1140/epjc/s10052-022-10366-1

Publication date
2022

Document Version
Final published version

Published in
European Physical Journal C

License
CC BY

Citation for published version (APA):
ATLAS Collaboration (2022). Constraints on Higgs boson properties using $WW^*(\to e\nu\mu\nu)jj$ production in 36.1fb$^{-1}$ of $\sqrt{s} = 13$ TeV pp collisions with the ATLAS detector. European Physical Journal C, 82(7), Article 622. https://doi.org/10.1140/epjc/s10052-022-10366-1

General rights
It is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s) and/or copyright holder(s), other than for strictly personal, individual use, unless the work is under an open content license (like Creative Commons).

Disclaimer/Complaints regulations
If you believe that digital publication of certain material infringes any of your rights or (privacy) interests, please let the Library know, stating your reasons. In case of a legitimate complaint, the Library will make the material inaccessible and/or remove it from the website. Please Ask the Library: https://uba.uva.nl/en/contact, or a letter to: Library of the University of Amsterdam, Secretariat, Singel 425, 1012 WP Amsterdam, The Netherlands. You will be contacted as soon as possible.

UvA-DARE is a service provided by the library of the University of Amsterdam (https://dare.uva.nl)

Download date: 05 Dec 2023
Constraints on Higgs boson properties using $WW^*(\rightarrow e\nu\mu\nu)jj$ production in 36.1 fb$^{-1}$ of $\sqrt{s} = 13$ TeV pp collisions with the ATLAS detector

ATLAS Collaboration*

CERN, 1211 Geneva 23, Switzerland

Received: 29 September 2021 / Accepted: 24 April 2022 / Published online: 18 July 2022

© CERN for the benefit of the ATLAS collaboration 2022

Abstract This article presents the results of two studies of Higgs boson properties using the $WW^*(\rightarrow e\nu\mu\nu)jj$ final state, based on a dataset corresponding to 36.1 fb$^{-1}$ of $\sqrt{s} = 13$ TeV proton–proton collisions recorded by the ATLAS experiment at the Large Hadron Collider. The first study targets Higgs boson production via gluon–gluon fusion and constrains the CP properties of the effective Higgs–gluon interaction. Using angular distributions and the overall rate, a value of $\tan(\alpha) = 0.0 \pm 0.4$(stat.) $\pm 0.3$(syst.) is obtained for the tangent of the mixing angle for CP-even and CP-odd contributions. The second study exploits the vector-boson fusion production mechanism to probe the Higgs boson couplings to longitudinally and transversely polarised W and Z bosons in both the production and the decay of the Higgs boson; these couplings have not been directly constrained previously. The polarisation-dependent coupling-strength scale factors are defined as the ratios of the measured polarisation-dependent coupling strengths to those predicted by the Standard Model, and are determined using rate and kinematic information to be $a_L = 0.91^{+0.10}_{-0.18}$(stat.)$^{+0.09}_{-0.17}$(syst.) and $a_T = 1.2 \pm 0.4$(stat.)$^{+0.2}_{-0.3}$(syst.). These coupling strengths are translated into pseudo-observables, resulting in $\kappa_{VV} = 0.91^{+0.10}_{-0.18}$(stat.)$^{+0.09}_{-0.17}$(syst.) and $\epsilon_{VV} = 0.13^{+0.28}_{-0.20}$(stat.)$^{+0.08}_{-0.10}$(syst.). All results are consistent with the Standard Model predictions.

1 Introduction

The Higgs boson ($H$) discovery at the Large Hadron Collider (LHC) was a great success of the ATLAS and CMS Collaborations [1,2]. Since the discovery, multiple studies have been performed to establish whether the Higgs boson has the properties predicted by the Standard Model (SM), or instead is a particle of an as yet unobserved sector beyond the SM. The mass of the Higgs boson has been measured by the ATLAS and CMS experiments to be $m_H = 125.09 \pm 0.21$(stat.) $\pm 0.11$(syst.) GeV [3] using $\sqrt{s} = 7$ and 8 TeV pp collision data, and there are strong indications that the spin and parity states are $J^P = 0^+$ [4–6]. By probing the final-state particles in $H \rightarrow WW^*, H \rightarrow ZZ^*$, and $H \rightarrow \gamma\gamma$ decays, a pure CP-odd Higgs boson has been excluded at a confidence level above 99.9%. In addition, a potential CP-odd contribution to the $HW$ and $HZ$ couplings has been significantly constrained [7–9]. Recently, studies of the CP properties of the top-quark Yukawa coupling using $Htt$ events, and the $\tau$-lepton Yukawa coupling using $H \rightarrow \tau\tau$ decays have been published [10–12].

The gluon–gluon fusion (ggF) process probes a different kinematic regime than $Htt$ production, and the properties of the effective $ggH$ interaction itself may differ from SM predictions if there is a loop contribution from previously unobserved particles. The CP nature of the effective coupling between the Higgs boson and gluons, $ggH$, in the gluon–gluon fusion production mode [13] has been studied in Refs. [14–16]. This article presents new analysis techniques for enhancing the sensitivity to interference effects between the CP-even and CP-odd contributions to the Higgs–gluon coupling, and provides constraints on the mixing angle between CP-even and CP-odd contributions. The approach is therefore complementary to those used in previous studies of the CP properties of the Higgs boson.

The vector-boson fusion (VBF) Higgs boson production process has been measured by ATLAS and CMS in numerous channels [7,8,17–20]. While measurements of $\sigma_{VBF}B_{H \rightarrow WW}$ are consistent with the SM, individual polarisation-dependent Higgs boson couplings to the massive electroweak gauge bosons have so far not been studied directly. Longitudinally polarised electroweak bosons emerge from massless degrees of freedom of the Higgs boson and are therefore closely related to the mechanism of electroweak symmetry breaking. The strength of the Higgs boson coupling to longitudinally polarised W bosons ensures the unitarity of
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Fig. 1 Examples of Feynman diagrams contributing to the production of a Higgs boson in association with two jets via the fusion of two gluons or two vector bosons (V) at leading order in QCD. The presented diagrams show examples for the subprocesses $a \, qq \to Hqq$, $b \, qg \to Hqg$ and $c \, gg \to Hgg$, as well as $d$ the vector-boson fusion process and the subsequent decay of the Higgs boson into two vector bosons.

the SM. However, if the Higgs field is not associated with a fundamental scalar particle but is an effective field arising from new dynamics, the coupling may deviate from its SM value. For example, Higgs compositeness models [21,22] predict more degrees of freedom, allowing the Higgs boson couplings to electroweak bosons to deviate from their SM values.

This article presents the results of two analyses studying the properties of the Higgs boson using its decay into $WW^* \to e\nu\mu\nu$ and its production in association with two jets ($jj$). The first analysis targets gluon–gluon fusion Higgs boson production and is sensitive to the CP properties of the ggH effective coupling and the top-quark Yukawa coupling. The second analysis constrains Higgs boson couplings to longitudinally and transversely polarised $W$ and $Z$ bosons in the VBF production mode, assuming a CP-even Higgs boson. Both studies are based on proton-proton collision data corresponding to an integrated luminosity of $36.1 \, fb^{-1}$ collected with the ATLAS detector at $\sqrt{s} = 13$ TeV in the years 2015 and 2016. Representative leading-order diagrams for the ggF + 2 jets and VBF production modes are depicted in Fig. 1a–c and d, respectively.

Both analyses use the shape of the signed azimuthal angle $\Delta \Phi_{jj}$ between the two leading hadronic jets in the selected $H + 2$-jets candidate events to test for deviations from the SM expectations. The angular difference is defined as $\Delta \Phi_{jj} = \phi_{j_1} - \phi_{j_2}$ if $\eta_{j_1} > \eta_{j_2}$, and $\Delta \Phi_{jj} = \phi_{j_2} - \phi_{j_1}$ otherwise, where $j_1$ is the highest-$p_T$ jet and $j_2$ is the next-highest-$p_T$ jet in the event. The distribution of $\Delta \Phi_{jj}$ is probed in various disjoint kinematic regions, optimised for each analysis specifically.

The structure of this article is as follows. Section 2 gives a short summary of the theoretical frameworks used to study the CP properties of the Higgs boson’s coupling to top quarks and gluons, as well as its coupling to polarised electroweak bosons. The ATLAS detector and the Monte Carlo and data samples used in these studies are discussed in Sects. 3 and 4, respectively. The event selection and categorisation requirements are presented in Sect. 5, while the estimation of the various background processes is detailed in Sect. 6. The theoretical and experimental uncertainties are presented in Sect. 7. Finally, the results are discussed in Sect. 8.

2 Theoretical framework and methodology

For the studies targeting beyond-the-SM (BSM) contributions to the top-quark Yukawa coupling and the effective Higgs–gluon coupling, an effective field theory (EFT) framework is chosen to parameterise possible deviations from the SM. The EFT operators probed in this article are provided by the Higgs Characterisation (HC) model [23], which is implemented in the MadGraph5_aMC@NLO generator [24,25]. In the large top-quark-mass limit, $m_{\text{top}} \to \infty$, the CP structure of the top-quark Yukawa coupling is inherited by the effective Higgs–gluon interaction [26]. Thus, constraints on

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. Angular distance is measured in units of $\Delta R \equiv (\Delta \eta)^2 + (\Delta \phi)^2$. 
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BSM contributions will be directly set on the CP-even and CP-odd coupling strength modifiers of the effective Higgs–gluon interaction. The effective Lagrangian that describes the Higgs–gluon interaction is expressed as

\[
L_{\text{loop}}^0 = - \frac{g_{Hg}}{4} \left( \kappa_{gg} \cos(\alpha) G_{\mu \nu}^a G^{a, \mu \nu} + \kappa_{gg} \sin(\alpha) G_{\mu \nu}^a \tilde{G}^{a, \mu \nu} \right) H, \tag{1}
\]

where \( G_{\mu \nu}^a \) is the gluon field strength tensor, \( \tilde{G}_{\mu \nu}^a = G_{\rho \sigma}^a \epsilon^{\mu \nu \rho \sigma} / 2 \) is the dual tensor, \( g_{Hg} \) is the effective coupling for the SM CP-even \( ggH \) interaction, \( \kappa_{gg} \) is the coupling-strength scale factor for the effective Higgs–gluon interaction and \( \alpha \) is the CP-mixing angle. Interference between CP-even and CP-odd contributions affects the shape of the signed \( \Delta \Phi_{jj} \) distribution, but has no impact on the cross section of the ggF production mode, which is a function of \( \kappa_{gg}^2 \cos^2(\alpha) \) and \( \kappa_{gg}^2 \sin^2(\alpha) \) only. Three benchmark scenarios with different CP properties are defined in Table 1, and the distribution of the signed \( \Delta \Phi_{jj} \) observable is shown in Fig. 2a for these parameter choices.

The analysis targeting \( HVV \) couplings in Higgs boson production and decay uses polarisation-dependent coupling-strength scale factors defined in Ref. [27] as

\[
a_L = \frac{g_{HHV_L V_L}}{g_{HHVV}}, \quad a_T = \frac{g_{HHV_T V_T}}{g_{HHVV}}, \tag{2}
\]

where \( g_{HHVV} \) is the SM \( HVV \) coupling strength and \( g_{HHV_L V_L} \) and \( g_{HHV_T V_T} \) are the measured polarisation-dependent couplings.

The polarisations of the vector bosons in Eq. (2) are defined in the Higgs boson rest frame so that mixed-polarisation couplings \( H V_L V_L \) do not contribute to \( \sigma_{\text{VBF}} \cdot \delta_{H \rightarrow WW} \). Other BSM effects are not considered. Within the SM \( (a_L = a_T = 1) \), the \( HVV \) couplings are insensitive to the polarisations.

Since the polarisations depend on the measurement frame, the above description is not Lorentz invariant and as such, cannot be derived from the Lagrangian framework. Instead, the coupling strength modifiers \( a_L \) and \( a_T \) can be related to pseudo-observables (POs) [28]. The POs considered in this article appear as \( \kappa_{VV} \) and \( \varepsilon_{VV} \) in the effective Lagrangian

\[
L = \kappa_{VV} \left( \frac{2m_W^2}{v} H W^+ W^- \mu + \frac{m_Z^2}{v} H Z \mu Z \mu \right) - \frac{\varepsilon_{VV}}{2v} \left( 2H W^+ W^- \mu + H Z \mu Z \mu + H A_{\mu \nu} A^{\mu \nu} \right),
\]

where in the SM \( \kappa_{VV} = 1 \) and \( \varepsilon_{VV} = 0 \). The universality of Higgs boson interactions with longitudinal \( W \) and \( Z \) bosons follows from assuming custodial symmetry (see Eqs. (33) and (35) in Ref. [29]), no new physics in the boson–fermion couplings \( Wff \) and \( Zff \), and a CP-even Higgs boson with CP-conserving interactions with vector bosons. Since the study does not probe \( H ZZ \) and \( H Y \) interactions, for simplicity a common coupling factor is assumed for Higgs–boson interactions with transversely polarised \( W \) and \( Z \) bosons, and photons.

The POs are related to the coupling-strength scale factors \( a_L \) and \( a_T \) via the following equations:

\[
\kappa_{VV} = a_L - \Delta_L(q_1, q_2) \varepsilon_{VV},
\]

\[
\varepsilon_{VV} = \frac{a_T - a_L}{\Delta_T(q_1, q_2) - \Delta_L(q_1, q_2)}.
\]

The functions \( \Delta_L(q_1, q_2) \) and \( \Delta_T(q_1, q_2) \) depend on the momenta of electroweak bosons \( q_1 \) and \( q_2 \) (either in the production or in the decay) according to:

\[
\Delta_L = \frac{m_H^2}{2m_W^2} \left( \frac{4q_1^2 q_2^2}{m_H^2 (m_H^2 - q_1^2 - q_2^2)} \right),
\]

\[
\Delta_T = \frac{m_H^2}{2m_W^2} \frac{m_H^2 - q_1^2 - q_2^2}{m_H^4}.
\]

Based on the simulations of the VBF signal discussed in Sect. 4, \( \Delta_L(q_1, q_2) = 0 \) and \( \Delta_T(q_1, q_2) = 2 \) are found to be good approximations, leading to the mapping

\[
\kappa_{VV} \simeq a_L, \quad \varepsilon_{VV} \simeq 0.5 \cdot (a_T - a_L).
\]

The above POs description focusses on VBF production and thus differs from the one used in Refs. [30,31], in which couplings to leptons \((e_L, e_R)\) and to \( Z \) bosons \((\kappa_{ZZ})\) are constrained using Higgs boson decays into four leptons, inclusively with respect to the production channels.

This article consists of two studies. The first one places constraints on \( \tan(\alpha) \) in the effective \( Hgg \) coupling in ggF + 2 jets Higgs boson production, assuming standard \( HVV \) couplings. The second study constrains the \( HVV \) parameters \((a_L, a_T)\) and \((\kappa_{VV}, \varepsilon_{VV})\), assuming a pure CP-even Higgs state with standard \( Hgg \) coupling \((\kappa_{gg} \cos(\alpha) = 1)\). A non-SM \( ggH \) coupling would negligibly impact the quantities determined in the VBF analysis and vice versa. The constraints are derived from the rates of each production process as well as the distribution of signed \( \Delta \Phi_{jj} \), whose shape dependence on the coupling modifiers is shown in Fig. 2. The distribution of \( \Delta \Phi_{jj} \) is displayed in the full range \([0, \pi]\) to

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>CP-even (SM)</td>
<td>( \kappa_{gg} = 1, \cos(\alpha) = 1 )</td>
</tr>
<tr>
<td>CP-odd</td>
<td>( \kappa_{gg} = 1, \cos(\alpha) = 0 )</td>
</tr>
<tr>
<td>CP-mixed</td>
<td>( \kappa_{gg} = 1, \cos(\alpha) = 1, \cos(\alpha) = 1/2 )</td>
</tr>
</tbody>
</table>
Fig. 2 Distributions of the signed $\Delta \Phi_{jj}$ observable shown for a CP-even, CP-odd and CP-mixed benchmark models of the $ggF + 2$ jets production mode, and b various configurations of the $\alpha_L$ and $\alpha_T$ parameters in VBF events. These comparisons are performed at the generator level using the predictions of the MadGraph5_aMC@NLO 2.4.2 + Pythia 8.212 [32] generators.

The ATLAS detector has a two-level trigger system to select events for further analysis.

### 4 Datasets and Monte Carlo predictions

Candidate events in data are selected from the combined 2015 and 2016 ATLAS $\sqrt{s} = 13$ TeV $pp$ collision dataset in which all ATLAS subdetectors were fully operational [34]. The corresponding total integrated luminosity [35] is $36.1 \pm 0.8$ fb$^{-1}$.

The modelling of the gluon-induced production of Higgs bosons in association with jets was realised using the MadGraph5_aMC@NLO 2.4.2 generator [24,25], which provides a calculation of the matrix element at next-to-leading-order (NLO) precision for $ggF$ events with up to two additional partons in the final state. The calculations of the matrix element are based on the predictions of the HC model, while the parton shower, hadronisation and underlying-event activity were simulated with the Pythia8.212 [32] generator using the A14 set of tuned parameters [36]. The cross-section calculation is based on the NNPDF3.0 [37] NLO parton distribution function (PDF) sets. In total, three different Monte Carlo samples were produced, corresponding to a CP-even, a CP-odd or a CP-mixed coupling between Higgs bosons and gluons, following the recommendations from Ref. [26] and using the FeynRules model HC_NLO_X0_UFO-heft [38]. The decay $H \rightarrow WW^* \rightarrow e^{+}\nu\mu\nu$ was modelled according to the SM.

For the measurement of the Higgs boson couplings to longitudinally and transversely polarised $W$ and $Z$ bosons,
the VBF production of the Higgs boson and its subsequent decays into W bosons were simulated at leading order (LO) in QCD using MadGraph5_aMC@NLO 2.4.2. The helicity amplitudes used in the matrix element generation of the Higgs boson production and decay were modified to account for different Higgs coupling strengths in the Higgs boson rest frame, following the prescription in Ref. [27]. Signal samples were produced for the following benchmark scenarios: $\{a_l, a_T\} \in \{(1, 1), (1, 1.3), (1.3, 0.7), (1.3, 1), (0.7, 1.3)\}$. Parton shower effects were simulated with the PyTHIA8.212 generator using the A14 set of tuned parameters. The renormalisation and factorisation scales were both set to the sum of the transverse momenta of the jets, and the shower scale was set to 0.25 times the maximum $p_T$ of the radiated partons. The SM (CP-even) sample described above was used for simulating the gluon-fusion Higgs boson production in association with two jets.

For the studies of ggF + 2 jets production, the VBF production of the Higgs boson is considered as a background and an additional sample was generated to model the SM prediction for this process. In this case, POWHEG-BOX v2 [39] was used to model the matrix element at NLO in QCD with the NNPDF3.0 NLO PDF set, while PyTHIA8.212 was used to model parton shower effects.

The $q\bar{q} \to WH$ and $q\bar{q} \to ZH$ processes were generated with POWHEG-BOX v2 MiNLO [40] interfaced to PyTHIA8.186, with the AZNLO set of tuned parameters [41] for the underlying event, showering and hadronisation. The $gg \to ZH$ process was simulated with POWHEG-BOX v2 + PyTHIA8.186, with the AZNLO set of tuned parameters for the underlying event, showering and hadronisation. For all $VH$ samples, the PDF4LHC15 PDF set [42] was used. The cross sections of the $VH$ production modes were fixed to SM predictions. The $VH$ processes are considered as backgrounds to the studies of the ggF + 2 jets and VBF production modes.

Other production and decay modes of the Higgs boson were either fixed to SM predictions (for $H \to \tau\tau$ decay) or neglected (for $t\bar{t}H$ and $bbH$ associated production) due to their insignificant contributions to the phase-space regions probed by the studies presented in this article.

The branching fractions for Higgs boson decays, calculated for a Higgs boson mass $m_H = 125$ GeV, were taken from the HDECAY program [43], except for the signal samples used in the polarisation studies, for which the branching fractions were taken from the predictions of the MadGraph5_aMC@NLO generator. The inclusive ggF samples were normalised to match the state-of-the-art cross-section predictions at next-to-next-to-next-to-leading-order (N3NLO) precision in QCD [44]. The VBF samples were normalised to match cross-section predictions at next-to-next-to-leading-order (NNLO) precision in QCD with NLO electroweak (EW) corrections, using the programs VBF@NNLO [45] and HAWK [46].

The main sources of background include events from the production of top quarks ($t\bar{t}$ and $Wt$), dibosons ($WW$, $WZ$, $ZZ$, $W\gamma$, $Z\gamma$) and single vector-bosons ($W$, $Z/\gamma^*$) plus jets. The production of a top-quark pair ($t\bar{t}$) was modelled using the Powheg-Box v2 generator interfaced to PyTHIA8.210 with the A14 set of tuned parton shower parameters [36]. The matrix elements were calculated at NLO precision in QCD assuming a top-quark mass of 172.5 GeV. The NNPDF3.0 NLO PDF set was used and the $h_{\text{damp}}$ parameter [47] was set to 1.5 times the top-quark mass. The $t\bar{t}$ production cross section was normalised to the predictions calculated with the Top++2.0 program to NNLO in perturbative QCD, including soft-gluon resummation calculated to the next-to-next-to-leading logarithm (NNLL) [48]. The associated production of a single top quark and a $W$ boson ($Wt$) was generated with Powheg-Box interfaced to PyTHIA6.428 for parton showering, using the Perugia 2012 tune [49]. The matrix elements were calculated at NLO precision in QCD. The cross-section calculation is based on the CT10 [50] PDF set. The diagram removal (DR) scheme [51] was used to remove overlaps with the top-quark pair production process that occur at NLO in QCD.

The diboson production processes with $q\bar{q}$ and $gg$ initial states and leptonically final states were simulated using Sherpa 2.2.2 [52,53]. The cross-section calculation is based on the NNPDF3.0 NNLO PDF set and includes all relevant off-shell components. Diagrams with up to one additional emission were calculated with NLO precision in QCD, while diagrams with two or three parton emissions were calculated with LO accuracy [54]. The various jet-multiplicity final states were merged using the MEPS@NLO formalism [55] and a merging scale of $Q_{\text{cut}} = 20$ GeV. Loop-induced diboson processes that are initiated via the $gg$ production mode were simulated at NLO in QCD using OpenLoops [56] in Sherpa 2.1.1 and the CT10 NLO PDF set. The production of dibosons with semileptonic decays, as well as the electroweak production of dibosons in association with two jets, was modelled using Sherpa 2.1.1 and the CT10 PDF set.

The production of a $Z/\gamma^*$ boson in association with jets was modelled by Sherpa 2.2.1 with the NNPDF3.0 NNLO PDF set. Diagrams with up to two additional parton emissions were simulated with NLO precision in QCD, and those with three or four additional parton emissions to LO accuracy. Matrix elements were merged with the Sherpa parton shower using the MEPS@NLO formalism with a merging scale of $Q_{\text{cut}} = 20$ GeV and the five-flavour numbering scheme (5FNS). Contributions from the electroweak pro-
Table 2 Overview of the simulation tools used to generate signal and background processes, and to model the underlying event and parton shower. The PDF sets are also summarised. The perturbative accuracy (in QCD and if relevant in EW corrections) of the total cross section is stated for each process. The configuration marked with \( (*) \) is used for the signal samples in the studies of the Higgs boson couplings to longitudinally and transversely polarised \( W \) and \( Z \) bosons, while the configurations marked with \( (**) \) are used as background in the ggF + 2 jets analysis. Alternative event generators and configurations used to estimate systematic uncertainties are shown in parentheses. Further information about the alternative event generators and their configurations is given in Sect. 7, where MG5 is again used as an abbreviation for MadGraph5

<table>
<thead>
<tr>
<th>Process</th>
<th>Matrix element (alternative model)</th>
<th>UEPS</th>
<th>PDF set</th>
<th>Perturbative accuracy of total cross section</th>
</tr>
</thead>
<tbody>
<tr>
<td>ggF</td>
<td>MG5_aMC@NLO 2.4.2 (MG5_aMC@NLO 2.4.2 + Herwig 7.0.1)</td>
<td>PYTHIA 8.212</td>
<td>NNPDF3.0 NLO</td>
<td>NNLO QCD QCD</td>
</tr>
<tr>
<td>VBF ( (*) )</td>
<td>MG5_aMC@NLO 2.4.2</td>
<td>PYTHIA 8.212</td>
<td>NNPDF3.0 NLO</td>
<td>NNLO QCD + NLO EW</td>
</tr>
<tr>
<td>VBF ( (**) )</td>
<td>Powheg-Box v2 (MG5_aMC@NLO 2.3.3 + PYTHIA 8.212) (Powheg-Box v2 + Herwig 7.0.1)</td>
<td>PYTHIA 8.216</td>
<td>PDF4LHC15 NLO</td>
<td>NNLO QCD + NLO EW</td>
</tr>
<tr>
<td>VH</td>
<td>Powheg-Box v2</td>
<td>PYTHIA 8.210</td>
<td>PDF4LHC15 NLO</td>
<td>NNLO QCD + NLO EW</td>
</tr>
<tr>
<td>( t\bar{t} )</td>
<td>Powheg-Box v2 ( (\text{Sherpa} 2.2.1) ) (Powheg-Box v2 + Herwig 7.0.1)</td>
<td>PYTHIA 6.428</td>
<td>NNPDF3.0 NLO</td>
<td>NNLO QCD</td>
</tr>
<tr>
<td>( Wt )</td>
<td>Powheg-Box v2</td>
<td>PYTHIA 6.428</td>
<td>CT10</td>
<td>NLO QCD</td>
</tr>
<tr>
<td>( WZ/\gamma', ZZ/\gamma^* )</td>
<td>Sherpa 2.2.2 (MG5_aMC@NLO 2.3.3 + PYTHIA 8.212)</td>
<td>Sherpa 2.2.2</td>
<td>Sherpa 2.2.2 (MG5_aMC@NLO 2.3.3 + PYTHIA 8.212)</td>
<td>Sherpa 2.2.1 (MG5_aMC@NLO 2.2.2 + PYTHIA 8.186)</td>
</tr>
<tr>
<td>( Wt )</td>
<td>Sherpa 2.2.2</td>
<td>Sherpa 2.2.2</td>
<td>Sherpa 2.2.2</td>
<td>Sherpa 2.2.2</td>
</tr>
<tr>
<td>QQ, qq ( \rightarrow WW )</td>
<td>Sherpa 2.2.1</td>
<td>Sherpa 2.2.1</td>
<td>Sherpa 2.2.1</td>
<td>Sherpa 2.2.1</td>
</tr>
<tr>
<td>ZZ/\gamma^*</td>
<td>Sherpa 2.2.1 (MG5_aMC@NLO 2.2.2 + PYTHIA 8.186)</td>
<td>Sherpa 2.2.1</td>
<td>Sherpa 2.2.1</td>
<td>Sherpa 2.2.1</td>
</tr>
</tbody>
</table>

...production of \( qq \rightarrow Zq\bar{q} \) events were considered, in which the matrix element was generated with up to one additional emission beyond the first two partons using Sherpa 2.1.1 and the CT10 [50] PDF set. Matrix elements were merged with the Sherpa parton shower using the MEPS@NLO formalism with the merging scale set to \( Q_{\text{cut}} = 15 \) GeV. Contributions due to processes containing a single \( W \) boson produced in association with jets are estimated in a purely data-driven approach.

The MC generators, PDF sets, and programs used to model the underlying event and parton shower (UEPS) are summarised in Table 2. The order of the perturbative prediction for each sample is also reported.

All simulated events were generated at a centre-of-mass energy of \( \sqrt{s} = 13 \) TeV and then passed through the full ATLAS detector simulation [57,58]. The simulated events were overlaid with additional inelastic \( pp \) interactions that were generated with PYTHIA8.153 in order to match the pile-up conditions\(^4\) observed in the ATLAS data recorded during the 2015 and 2016 runs of the LHC.

5 Event selection and categorisations

Candidate events consistent with the final state \( H (\rightarrow WW^* \rightarrow ev\mu\nu) + 2 \) jets are selected. Events are retained for further analysis using single-lepton and dilepton triggers. The transverse momentum \( (p_T) \) thresholds range between 24 GeV and 26 GeV for single-electron triggers and between 20 GeV and 26 GeV for single-muon triggers, depending on the run period [59–61], while the dilepton trigger requires an electron with \( p_T > 17 \) GeV and a muon with \( p_T > 14 \) GeV. The combined efficiency of the single-lepton...

\(^4\) An average of 13 (21) interactions per bunch crossing were observed during the 2015 (2016) run.
and dilepton triggers is 95% in the fiducial regions used in these analyses.

Candidate events are required to have at least one vertex having at least two associated tracks with $p_T > 400$ MeV. The vertex with the highest $\sum p_T^2$ of the associated tracks is taken as the primary vertex.

Electron candidates are reconstructed from tracks in the ID matched to clusters [62] of energy deposits in the electromagnetic (EM) calorimeter system. Electrons are required to satisfy $|\eta| < 2.47$, excluding the transition region between calorimeters, $1.37 < |\eta| < 1.52$. Muon candidates are reconstructed from combined tracks using information from both the MS and the ID [63]. This combination is based on an overall fit using the hits of the ID track, the energy loss in the calorimeter, and the hits in the muon spectrometer. The absolute pseudorapidity of the muon candidate is required to be lower than 2.5.

Various identification requirements including calorimeter- and track-based isolation criteria [62,63] are used to reduce the number of hadrons and soft leptons that arise from heavy-flavour decays and that are misidentified as prompt leptons. The prompt-electron identification efficiencies range between 88% and 94% depending on the electron $p_T$ and $|\eta|$, while the prompt-muon identification efficiency is close to 95% over the full instrumented pseudorapidity range.

Jets are reconstructed from noise-suppressed topological clusters [64] of energy deposits in the calorimeter system using the anti-$k_t$ algorithm [65,66] with a radius parameter of $R = 0.4$. The jet four-momentum is corrected using $p_T$- and $\eta$-dependent scale factors, which account for the calorimeter’s non-compensating response, signal losses due to noise threshold effects, energy lost in passive materials, and contributions from pile-up interactions [67]. The absolute value of the pseudorapidity of each jet is required to be lower than 4.5 and the transverse momentum has to be at least 30 GeV. To reduce the contamination from jets originating from pile-up vertices, selection requirements on two independent multivariate classifiers are applied to the selected jets. The first classifier is based on calorimeter and tracking information and is applied to jets with $p_T < 60$ GeV and $|\eta| < 2.4$ [68], while the second classifier is based on jet shapes and topological jet correlations in pile-up interactions and is applied to jets with $p_T < 50$ GeV and $|\eta| > 2.4$ [69].

Jets containing $b$-hadrons are identified using the MV2c10 $b$-tagging algorithm [70,71] with an operating point that has an overall efficiency of 85%, evaluated in simulated $t\bar{t}$ events. The corresponding overall rejection rate for jets originating from light-flavour hadrons or gluons is 34, while the overall rejection rate for jets containing $c$-hadrons is approximately 3.

The missing transverse momentum $\vec{E}_{T}^{miss}$ is defined as the negative vector sum of the $\vec{p}_T$ of all the selected leptons and jets, as well as all tracks compatible with the primary vertex but not associated with any of these objects [72].

Ambiguities from overlapping reconstructed jet and lepton candidates are resolved as follows. If a reconstructed muon shares an ID track with a reconstructed electron, the electron is removed. Reconstructed jets are discarded if they are within a cone of size $\Delta R = 0.2$ around an electron candidate or if they have fewer than three associated tracks and are within a cone of size $\Delta R = 0.2$ around a muon candidate. Electrons and muons are removed if they are within $\Delta R = \min(0.4, 0.04 + 10 \text{ GeV}/p_T)$ of the axis of any surviving jet.

In order to be considered for the final analysis, candidate events must contain exactly two prompt leptons with opposite electrical charge and different lepton flavour, with the higher-$p_T$ (leading) lepton having $p_T > 22$ GeV and the subleading lepton having $p_T > 15$ GeV. The invariant mass of the dilepton system, $m_{\ell\ell}$, must exceed 10 GeV. At least one of the leptons must be matched to an object that triggered the recording of the event. In the case that a dilepton trigger is the only responsible for the recording of an event, each lepton must be matched to one of the trigger-level objects. In addition, events must contain at least two jets passing all selection requirements. To reduce backgrounds from top-quark production, events are vetoed if they contain a $b$-tagged jet with a $p_T$ larger than 20 GeV ($N_{b\text{-jet},p_T>20\text{ GeV}} = 0$). The $Z(\rightarrow \tau\tau) +$ jets background is reduced by introducing a $m_{\tau\tau} < 66$ GeV selection requirement. The observable $m_{\tau\tau}$ is calculated from the four-vectors of the two charged leptons and the $E_{T}^{miss}$ vector using the collinear approximation [73].

Further selection requirements specific to the topologies of the ggF + 2 jets and VBF signal processes are used to define the two signal regions (SRs). In the ggF + 2 jets analysis, the angular distance between the two leading jets, $\Delta R_{jj}$, is required to be larger than 1.0, the transverse momentum of the dilepton system, $p_{T,\ell\ell}$, has to exceed 20 GeV, and $m_{\ell\ell}$ has to be below 90 GeV. In addition, the transverse mass $m_T$ of the Higgs boson candidate must be below 150 GeV. This transverse mass is defined as $m_T = \sqrt{(E_{\ell\ell} + E_{T}^{miss})^2 - |\vec{p}_{T,\ell\ell} + \vec{E}_{T}^{miss}|^2}$ with $E_{\ell\ell} = \sqrt{\vec{p}_{T,\ell\ell}^2 + m_{\ell\ell}^2}$ and $\vec{p}_{T,\ell\ell}$ the combined dilepton momentum vector in the transverse plane. The selection requirement placed on $p_{T,\ell\ell}$ reduces contributions from the $Z +$ jets background, while the requirements on $m_{\ell\ell}$ and $m_T$ decrease the top-quark background. In the VBF analysis, an ‘outside lepton veto’ is applied, which requires the two leptons to be within the rapidity gap spanned by the two leading jets, and a ‘central jet veto’ rejects events with additional jets with $p_T > 20$ GeV in the rapidity gap between the two leading jets. Table 3 summarises the selection requirements used to define the SRs of the ggF + 2 jets and VBF analyses.
Boosted decision trees (BDTs) are used in both analyses to further distinguish between the signal processes and the most dominant background processes. In the ggF + 2 jets analysis, the discriminating observables used by the BDT are \( m_{\ell\ell}, m_T, p_T^{\ell\ell}, \Delta R(\ell_1, j_i), \) and \( \Delta R(\ell_2, j_i), \) defined as the minimum distance between the leading or subleading lepton and the two tagging jets. The \( m_{\ell\ell} \) and \( m_T \) observables provide the best separation between the signal and background processes, and are therefore the most important inputs to the BDT. The sample used to train the BDT consists of the sum of simulated ggF + 2 jets events stemming from the three benchmarks models defined in Table 1 as signal, and the sum of the top quark, diboson and \( Z + \text{jets} \) processes as background. Neither the input observables nor the BDT response show any significant separation between the three CP benchmark scenarios. In the VBF analysis, the same BDT is used as described in Ref. [20], where \( m_{\ell\ell}, \Delta \phi_{\ell\ell}, m_T \) and \( m_T \) are used in addition to the dijet invariant mass \( m_{jj} \), the rapidity difference \( \Delta y_{jj} \) between the two leading jets, the lepton centrality \( \sum C_\ell \), where \( C_\ell = |2\eta_\ell - \sum_j \eta_j|/\Delta \eta_{jj} \) quantifies the position of a lepton relative to the two leading jets, the sum of the invariant masses of all four possible lepton–jet pairs, \( \sum_{\ell, j} m_{\ell, j} \), and the total transverse momentum \( p_T^{\text{tot}} \) defined as the magnitude of the vectorial sum of all selected objects. The most discriminating observables used by the BDT of the VBF analysis are \( m_{jj} \) and \( \Delta y_{jj} \).

### 6 Background estimation

The background contamination in the SRs originates from various processes including the production of top-quark pairs (\( t\bar{t} \)), single top quarks (\( Wt \)), non-resonant dibosons (\( WW, WZ/\gamma^*, ZZ/\gamma^*, W\gamma, \) or \( Z\gamma \)), and Drell–Yan \( Z/\gamma^* \) (primarily in the decay \( Z \to \tau\tau \)). Other background contributions arise from \( W + \text{jets} \) and multijet production with misidentified leptons, which originate either from decays of heavy-flavour hadrons or from jets mimicking prompt-lepton signatures in the detector. A small but non-negligible contribution to the signal region arises from \( VH \) production processes and events including \( H \to \tau\tau \) decays. These two sources are summarised as one component referred to as “Other Higgs”, which is treated as a background to the studies of the ggF + 2 jets and VBF production modes.

Dedicated control regions (CRs), which do not overlap with the signal region, are used to constrain the normalisation of the most dominant background processes. A top CR is used to correct the normalisation of the combined \( t\bar{t} \) and \( Wt \) backgrounds. A CR is employed to adjust the normalisation of the \( Z(\to \tau\tau) + 2 \text{jets} \) production. In the ggF + 2 jets analysis, an additional \( WW \) CR is used. The selection criteria used to define the various CRs are detailed in Table 4.

Diboson backgrounds other than \( WW \) are estimated using MC simulations, while the contributions from background processes containing misidentified leptons are estimated with a data-driven technique [20]. For this purpose, a control sample is defined using events with one identified lepton and one lepton failing the nominal object definition requirements but passing looser requirements (referred to as “anti-identified”). The contribution of the misidentified-lepton background to the signal region is estimated by scaling the control sample via \( p_T \)- and \( \eta \)-dependent extrapolation factors, which are defined as the ratio of the identified leptons to anti-identified.
leptons and are determined using $Z +$ jets and multijet data samples.

The composition of the signal and control regions is detailed in Table 6 for the ggF + 2 jets analysis and in Table 8 for the VBF analysis. For both analyses, the largest background contribution to the signal region stems from top-quark pair production with around 50% of all selected events. The next leading contributions to the signal regions are from $WW$ and $Z +$ jets production, which contribute each with roughly 20% of all selected events.

The procedure described in Sect. 8 is used to obtain the normalisation factors (NFs) of the dominant background processes from a combined SR + CR fit to data, where each background normalisation is correlated across all regions. In the ggF + 2 jets analysis, the normalisations of the top quark, $Z +$ jets and $WW$ backgrounds are determined simultaneously. The $WW$ CR has approximately equal contributions from $WW$ and top processes, so there is a moderate anti-correlation between the NFs of the $WW$ and top-quark backgrounds. The $WW$ CR nonetheless constrains the sizeable $WW$ modelling uncertainty. In the VBF analysis, the normalisations of the top quark and $Z +$ jets backgrounds are determined from a simultaneous fit to their dedicated CRs. The normalisation factors obtained from the combined SR + CR fit to data are summarised in Table 5 separately for the ggF + 2 jets and VBF analyses.

### 7 Systematic uncertainties

The effects of the systematic uncertainties on the expected signal and background yields in the various signal and control regions are evaluated following the procedures in Ref. [20]. In addition, the effects of the uncertainties on the shapes of the $\Delta \Phi_{jj}$ and BDT response distributions are considered. They are evaluated by individually comparing the nominal distribution with those corresponding to up and down variations of a particular uncertainty.

The sources of uncertainty are grouped into two categories: experimental and theoretical. The dominant experimental uncertainties for both analyses are related to the $b$-tagging efficiency [74], the jet energy scale and resolution [67], the modelling of pile-up activity, and the estimation of the misidentified-lepton background [20]. Smaller uncertainties are due to the lepton momentum scale and resolution, the lepton identification and isolation criteria [62,63,75], the measurement of missing transverse momentum [72], and the luminosity measurement [76]. The luminosity uncertainty is only applied to those processes that are normalised to theoretical predictions.

Theoretical uncertainties are assessed by comparing nominal and alternative event generators and UEPS models, as indicated in Table 2. In general, the perturbative precision and the PDF sets used in these alternative configurations match those of the nominal generators (unless explicitly stated). Uncertainties due to the PDF set parameterisation are evaluated using replica sets, and uncertainties due to missing higher orders are evaluated by varying appropriate scale parameters, as described below.

The uncertainties in modelling the $t\bar{t}$ background are derived as follows. To assess potential differences in the matching between the matrix element and parton shower, the predictions of the nominal generator set-up are compared with those of the SHERPA 2.2.1 generator. The cross-section calculation of this alternative generator set-up is based on the NNPDF3.0 NNLO PDF set and includes diagrams with up to one additional emission at NLO precision in QCD, while diagrams with two, three or four parton emissions are described at LO accuracy. Parton shower modelling uncertainties are derived by replacing PYTHIA8.210 by HERWIG 7.0.1 [77] (which uses the H7-UE-MMHT set of tuned parameters [78]) and comparing the corresponding yields and shapes with those from the nominal set-up. The uncertainty due to neglected higher orders in QCD is estimated by simultaneously increasing (decreasing) the renormalisation and factorisation scales $\mu_R$ and $\mu_F$ by a factor of 2 (0.5), and by setting the $h_{damp}$ parameter to 1.0 (3.0) times the top-

### Table 4 Event selection criteria

<table>
<thead>
<tr>
<th>Control region</th>
<th>ggF + 2 jets</th>
<th>VBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top CR</td>
<td>$N_{b\text{-jet},(p_T&gt;30\text{ GeV})} = 1$</td>
<td>$N_{b\text{-jet},(p_T&gt;20\text{ GeV})} = 1$</td>
</tr>
<tr>
<td>$Z \rightarrow \tau \tau$ CR</td>
<td>$</td>
<td>m_{\tau\tau} - m_Z</td>
</tr>
<tr>
<td>WW CR</td>
<td>$m_{\ell\ell} &gt; 90$ GeV</td>
<td>$m_T$ requirement is omitted</td>
</tr>
</tbody>
</table>

### Table 5 Post-fit NFs and their uncertainties for the $Z +$ jets, top and $WW$ backgrounds. Both sets of normalisation factors differ slightly depending on which (B)SM model is tested, but are consistent within their total uncertainties

<table>
<thead>
<tr>
<th>Phase space</th>
<th>$\text{NF}_{Z+\text{jets}}$</th>
<th>$\text{NF}_{\text{top}}$</th>
<th>$\text{NF}_{WW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ggF + 2 jets</td>
<td>$0.85^{+0.09}_{-0.09}$</td>
<td>$1.05^{+0.06}_{-0.05}$</td>
<td>$1.0^{+0.7}_{-0.4}$</td>
</tr>
<tr>
<td>VBF</td>
<td>$0.94^{+0.21}_{-0.18}$</td>
<td>$1.00^{+0.06}_{-0.05}$</td>
<td>$-^{+0.4}_{-0.3}$</td>
</tr>
</tbody>
</table>
quark mass. For $Wt$ production, uncertainties in the matching between the matrix element and parton shower are evaluated by comparing the predictions of POWHEG-BOX v2 + HERWIG++ [79] with those of MG5_aMC@NLO 2.2.2 + HERWIG++, while the parton shower model uncertainties are estimated by comparing POWHEG-BOX v2 + PYTHIA6.428 with POWHEG-BOX v2 + HERWIG++. In these samples, the UE-EE-5-CTEQ6L1 set of tuned parameters [79] is used to configure the HERWIG++ generator. In addition, the nominal configuration for the $Wt$ process is compared with an alternative approach in which the diagram subtraction scheme [81] is used instead of the DR scheme. The uncertainty due to neglected higher orders in QCD is estimated by increasing (decreasing) the renormalisation and factorisation scales by a factor of 2 (0.5) relative to their nominal value.

The uncertainties in modelling the production of dibosons with jets are evaluated by comparing the predictions of the SHERPA 2.2.2 and MG5_aMC@NLO 2.3.3 + PYTHIA8.212 generators, where the latter provides NLO precision in QCD for the simulation of production modes with up to one parton in addition to the diboson system [54]. The cross-section calculation is based on the NNPDF3.0 PDF set, and the A14 set of tuned parameters is used for the simulation of the parton shower. In this generator set-up, the FxFx merging scheme [81] is used to remove overlaps between the partonic configuration for the matrix element and parton shower. The effect of QCD scale variations on the parton shower. In the VBF study, an additional shape uncertainty is applied to the $\Delta \Phi_{jj}$ and BDT response distributions of all backgrounds to account for a non-closure between data and the simulations in the dijet invariant mass spectrum. This non-closure is on the order of a few percent at low $m_{jj}$ values and ranges up to 15% for $m_{jj}$ values above 1 TeV. Its impact on the final results is small with respect to the statistical uncertainties. In the VBF analysis, parton shower model uncertainties on the VBF signal are calculated by setting the PYTHIA shower scale factor to 2 or 1/2.

Uncertainties due to the modelling of PDFs are evaluated for the signal processes and all relevant backgrounds by comparing the predictions of the nominal PDF set with those of the CT14 and MMHT2014 PDF sets and then comparing the maximum difference with the difference from the root-mean-square spread of the NNPDF3.0 replica sets. The larger of the two is taken as the uncertainty. The uncertainties in the signal processes are evaluated for the SM hypotheses and are extrapolated to the various BSM scenarios while assuming that QCD scale, PDF, and parton shower model effects factorize with the modulations of the $\Delta \Phi_{jj}$ shape and cross sections due to BSM contributions. These modelling uncertainties are treated as fully correlated between the SM and BSM hypotheses.

The most significant theoretical uncertainties are related to the modelling of the top-quark and $WW$ backgrounds and the ggF process. Tables 7 and 11 rank the various uncertainties and show their impact on the studies of the ggF + 2 jets and VBF processes. Both studies are dominated by statistical uncertainties. Some systematic uncertainties have a significant impact on the determination of the post-fit normalisation factors (presented in Table 5). In the ggF + 2 jets
analysed, there are significant anti-correlations between the normalisation of the top-quark background and the uncertainty in the $b$-tagging efficiency. The normalisation factor of the $WW$ background is significantly anti-correlated with both the uncertainty in the $b$-tagging efficiency and the effect of the QCD scale uncertainty on the $WW$ backgrounds, while the normalisation factor of the $Z +$ jets background is significantly anti-correlated with the jet energy scale uncertainties. In the VBF analysis, no significant anti-correlations are observed between the normalisation factors and the various uncertainties.

8 Results

A maximum likelihood (ML) fit is used for the statistical interpretation of the results from both the $ggF + 2$ jets and VBF analyses. Fits are simultaneously performed on all considered SRs and CRs of each analysis independently in order to constrain the normalisation of backgrounds and the nuisance parameters (NPs) describing the systematic uncertainties. Each systematic variation enters the fit as an individual nuisance parameter. Correlations between systematic uncertainties are maintained across processes and channels. Due to the presence of bins with low event yields, all the NPs describing the systematic uncertainties are incorporated into the fit using a log-normal constraint, such that expected event counts remain positive for all values of the corresponding NPs. Asimov datasets [82] are used to study the expected performance of each fit.

Parameter morphing [83,84] is used to interpolate and extrapolate from a small set of $\kappa_{gg}\cos(\alpha)$ and $\kappa_{gg}\sin(\alpha)$ (or $a_L$ and $a_T$) coupling benchmarks to a large variety of coupling scenarios. The input distributions to the morphing are normalised to their expected cross sections. The final results are obtained by applying the maximum-likelihood procedure individually to each coupling parameter hypothesis, where the background prediction is only affected by changes to nuisance parameters in the minimisation. A negative log-likelihood (NLL) curve is constructed as a function of the relevant coupling parameters. The best estimate for the parameter of interest is obtained at the point where the NLL curve reaches its minimum. In addition, central confidence intervals are determined from the appropriate deviation of the NLL from its minimum.

8.1 $ggF + 2$ jets category

The ML fits that constrain BSM effects in the effective Higgs–gluon coupling use the distribution of the signed $\Delta \Phi_{jj}$ observable as input, divided into 12 categories. These 12 different categories are obtained by splitting the signal region into three BDT score intervals times four $|\Delta \eta_{jj}|$ intervals. The bin boundaries for the BDT score and $|\Delta \eta_{jj}|$ intervals that define the categories are $[0.1, 0.4, 0.7, 1.0]$ and $[0.0, 1.0, 2.0, 3.0, \infty]$, respectively. Finally, the event yields from the top, $Z \rightarrow \tau\tau$ and $WW$ CRs, as well as the event yields within the low-BDT-score intervals $w_{BDT} \in [-1.0, -0.3]$ and $w_{BDT} \in [-0.3, 0.1]$ in each $|\Delta \eta_{jj}|$ region are included in the fit. These regions provide constraints on the normalisations of the top quark, $Z +$ jets and $WW +$ jets backgrounds, which are free to float in the fit, and help to reduce the impact of the $b$-tagging uncertainties. All other background contributions are set to their respective SM predictions, but are allowed to vary within their uncertainties.

For the measurement of the signal strength parameter for $ggF + 2$ jets events, $\mu_{ggF+2jets}$, the ML fit uses the same five BDT-score and four $|\Delta \eta_{jj}|$ intervals as those used for the studies of the effective Higgs–gluon coupling. In addition to these intervals, the event yields from the top, $Z \rightarrow \tau\tau$, and $WW$ CRs are included in the fit. The normalisations of the top quark, $Z +$ jets, and $WW +$ jets backgrounds are free to float in the fit, while all other background contributions are set to their respective SM predictions, but are allowed to vary within their uncertainties.

Four different fits are performed in the $ggF + 2$ jets event category:

- The signal strength parameter $\mu_{ggF+2jets}$ for the $ggF + 2$ jets signal process is determined. This parameter is defined as the ratio of the measured signal yield to that predicted by the SM.
- In order to constrain BSM effects in the effective Higgs–gluon coupling, $\tan(\alpha)$ is scanned. Two different configurations are used in the ML procedure:
  - The normalisation of the signal process is unconstrained such that the analysis only exploits the shape information of the fit input distribution to distinguish between the different CP scenarios.
  - The signal normalisation is constrained to the model predictions. Thus both the shape and rate information are considered for each CP scenario.

Using rate information in addition to the shape in the fit increases the sensitivity to distinguish between the various benchmark points. However, the rate can be affected.

5 The split into BDT score regions aims to maximise the signal to background ratio, while the split into $|\Delta \eta_{jj}|$ regions is motivated by the fact that the separation between the various CP hypotheses for the signed $\Delta \Phi_{jj}$ distribution increases with higher $|\Delta \eta_{jj}|$ values.

6 BSM effects can have significant contributions to the production rates of the signal process. For example, the production cross section of the CP-odd benchmark scenario defined in Table 1 is enhanced by a factor of around 2.3 with respect to the SM expectations, while the CP-mixed benchmark scenario has a cross section of around 1.6 times the SM expectation.
The inclusive ggF production process is split into two components, one describing contributions from ggF + 0/1 jets and the other ggF + 2 or more jets, where only the latter one is sensitive to the CP nature of the effective Higgs–gluon coupling. The treatment of these two components varies between the different fit types. For scans over tan(α) where only the shape is used, the normalisation of the ggF + 2 jets component floats freely in the fit, while the normalisation of the ggF + 0/1 jets component may vary taking into account its uncertainties. The normalisations of both components are scaled consistently to the model predictions when rates are used in the fit.

The post-fit distribution of the inputs to the signal strength parameter $\mu^{ggF+2jets}$ determination is depicted in Fig. 3. The normalised $\Delta\Phi_{jj}$ distribution in the various event categories of the ggF + 2 jets signal region is depicted in Fig. 4. Events are weighted by $\ln(1 + N_S/N_B)$, where $N_S$ ($N_B$) is the post-fit signal (background) event yield for each event category. This distribution is presented for the minimum of the NLL curve from the fit configuration that exploits both shape and rate information. The post-fit event yields in the signal region and the various control regions are presented in Table 6.

The signal strength parameter of the ggF + 2 jets process is found to be $\mu^{ggF+2jets} = 0.5 \pm 0.4^{+0.7}_{-0.6}$ (syst.), which is consistent with the SM prediction. The observed and expected likelihood curves corresponding to scans over tan(α) are presented in Fig. 5. The values of the NLL are evaluated in steps of $\Delta (\tan(\alpha)) = 0.2$, and the minima of all fits are consistent with zero, i.e. the SM hypothesis. If only the shape information is used, the data are not sensitive enough to provide 68% confidence level (CL) intervals on tan(α). The ML fit configuration that uses both shape

### Table 6

<table>
<thead>
<tr>
<th>Process</th>
<th>Top CR</th>
<th>WW CR</th>
<th>$Z \rightarrow \tau\tau$ CR</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ggF + 2 jets</td>
<td>$20 \pm 20$</td>
<td>$&lt; 0.1$</td>
<td>$10 \pm 10$</td>
<td>$60 \pm 80$</td>
</tr>
<tr>
<td>ggF + 0/1 jets</td>
<td>$4 \pm 1$</td>
<td>$&lt; 0.1$</td>
<td>$3 \pm 1$</td>
<td>$40 \pm 20$</td>
</tr>
<tr>
<td>VBF</td>
<td>$8 \pm 1$</td>
<td>$&lt; 0.1$</td>
<td>$7 \pm 1$</td>
<td>$70 \pm 10$</td>
</tr>
<tr>
<td>Other Higgs</td>
<td>$6 \pm 3$</td>
<td>$2 \pm 1$</td>
<td>$20 \pm 10$</td>
<td>$30 \pm 10$</td>
</tr>
<tr>
<td>$t\bar{t}, Wt$</td>
<td>$17800 \pm 200$</td>
<td>$3100 \pm 500$</td>
<td>$390 \pm 60$</td>
<td>$2300 \pm 300$</td>
</tr>
<tr>
<td>$W$ $W$</td>
<td>$180 \pm 80$</td>
<td>$1400 \pm 500$</td>
<td>$200 \pm 70$</td>
<td>$1200 \pm 400$</td>
</tr>
<tr>
<td>$Z +$ jets</td>
<td>$220 \pm 30$</td>
<td>$16 \pm 3$</td>
<td>$1960 \pm 70$</td>
<td>$1000 \pm 100$</td>
</tr>
<tr>
<td>$W +$ jets</td>
<td>$600 \pm 200$</td>
<td>$140 \pm 30$</td>
<td>$90 \pm 20$</td>
<td>$390 \pm 80$</td>
</tr>
<tr>
<td>Non-$W$W dibosons</td>
<td>$40 \pm 30$</td>
<td>$100 \pm 30$</td>
<td>$120 \pm 50$</td>
<td>$240 \pm 80$</td>
</tr>
<tr>
<td>Observed</td>
<td>$18886$</td>
<td>$4778$</td>
<td>$2800$</td>
<td>$5209$</td>
</tr>
</tbody>
</table>

by multiple BSM effects, while the shape isolates CP-dependent variations.

- A simultaneous fit of the coupling-strength scale factors $k_{gg}\cos(\alpha)$ and $k_{gg}\sin(\alpha)$ is performed. This study exploits both shape and rate information.

The inclusive ggF production process is split into two components, one describing contributions from ggF + 0/1 jets and the other ggF + 2 or more jets, where only the latter one is sensitive to the CP nature of the effective Higgs–gluon coupling. The treatment of these two components varies between the different fit types. For scans over tan(α) where only the shape is used, the normalisation of the ggF + 2 jets component floats freely in the fit, while the normalisation of the ggF + 0/1 jets component may vary taking into account its uncertainties. The normalisations of both components are scaled consistently to the model predictions when rates are used in the fit.

The post-fit distribution of the inputs to the signal strength parameter $\mu^{ggF+2jets}$ determination is depicted in Fig. 3. The normalised $\Delta\Phi_{jj}$ distribution in the various event categories of the ggF + 2 jets signal region is depicted in Fig. 4. Events are weighted by $\ln(1 + N_S/N_B)$, where $N_S$ ($N_B$) is the post-fit signal (background) event yield for each event category. This distribution is presented for the minimum of the NLL curve from the fit configuration that exploits both shape and rate information. The post-fit event yields in the signal region and the various control regions are presented in Table 6.

The signal strength parameter of the ggF + 2 jets process is found to be $\mu^{ggF+2jets} = 0.5 \pm 0.4^{+0.7}_{-0.6}$ (syst.), which is consistent with the SM prediction. The observed and expected likelihood curves corresponding to scans over tan(α) are presented in Fig. 5. The values of the NLL are evaluated in steps of $\Delta (\tan(\alpha)) = 0.2$, and the minima of all fits are consistent with zero, i.e. the SM hypothesis. If only the shape information is used, the data are not sensitive enough to provide 68% confidence level (CL) intervals on tan(α). The ML fit configuration that uses both shape
Fig. 5 Expected and observed likelihood curves for scans a over $\tan(\alpha)$ where only the shape is taken into account in the fit, and b over $\tan(\alpha)$ when both shape and normalisation are used.

Table 7 Breakdown of the main contributions to the total uncertainty in $\tan(\alpha)$ based on the fit that exploits both shape and rate information.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\Delta \tan(\alpha)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total data statistical uncertainty</td>
<td>0.4</td>
</tr>
<tr>
<td>SR statistical uncertainty</td>
<td>0.33</td>
</tr>
<tr>
<td>CR statistical uncertainty</td>
<td>0.10</td>
</tr>
<tr>
<td>MC statistical uncertainty</td>
<td>0.14</td>
</tr>
<tr>
<td>Total systematic uncertainty</td>
<td>0.28</td>
</tr>
<tr>
<td>Theoretical uncertainty</td>
<td>0.23</td>
</tr>
<tr>
<td>Top-quark bkg.</td>
<td>0.15</td>
</tr>
<tr>
<td>ggF signal</td>
<td>0.14</td>
</tr>
<tr>
<td>$WZ$, $ZZ$, $W\gamma$, $Z\gamma$ bkg.</td>
<td>0.06</td>
</tr>
<tr>
<td>$WW$ bkg.</td>
<td>0.06</td>
</tr>
<tr>
<td>$Z/\gamma^*$ bkg.</td>
<td>0.016</td>
</tr>
<tr>
<td>VBF bkg.</td>
<td>0.015</td>
</tr>
<tr>
<td>Experimental uncertainty</td>
<td>0.21</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>0.16</td>
</tr>
<tr>
<td>Modelling of pile-up</td>
<td>0.10</td>
</tr>
<tr>
<td>Jets</td>
<td>0.07</td>
</tr>
<tr>
<td>Misidentified leptons</td>
<td>0.04</td>
</tr>
<tr>
<td>Luminosity</td>
<td>0.034</td>
</tr>
<tr>
<td>Total</td>
<td>0.5</td>
</tr>
</tbody>
</table>

and rate information provides a best-fit value of $\tan(\alpha) = 0.0 \pm 0.4\,(\text{stat.}) \pm 0.3\,(\text{syst.})$ for both the fits to data and to Asimov data. The observed sensitivity is slightly worse than the expected sensitivity due to a lower than expected signal yield (consistent with a signal strength value below unity). Hence, the fit to this dataset does not provide a 95% CL interval. The relative impact of the main uncertainties on $\tan(\alpha)$ is presented in Table 7.

The 68% and 95% CL two-dimensional likelihood contours of the CP-even and CP-odd coupling parameters $\kappa_{gg} \cos(\alpha)$ and $\kappa_{gg} \sin(\alpha)$ are presented in Fig. 6. Two minima are found, as the signal rate depends on the square of both couplings. The best-fit values observed in the data are consistent with the SM predictions within the 68% CL, while $|\kappa_{gg} \cos(\alpha)|$ values above 1.6 and $|\kappa_{gg} \sin(\alpha)|$ values above 1.1 are excluded at 95% CL.\footnote{Precise measurements of the inclusive ggF cross section give tighter constraints on the individual parameters \cite{85}, due to its dependence on $\kappa_{gg}^2 \cos^2(\alpha)$ and $\kappa_{gg}^2 \sin^2(\alpha)$.

8.2 VBF category

To constrain the polarisation-dependent coupling-strength scale factors in the VBF production process, the signal region
and background control regions defined in Tables 3 and 4 are used as inputs to the ML fit. In the signal region, the distribution of the signed $\Delta \Phi_{jj}$ observable is used in the four categories defined by the BDT-score intervals $[-1, 0.26, 0.61, 0.86, 1]$, following Ref. [20]. The first (last) interval corresponds to the enhanced background (signal) phase-space region. No shape information is used in the control regions.

Several types of fits are performed in the VBF event category with both ($a_L$, $a_T$) and ($\kappa_{VV}$, $\varepsilon_{VV}$) parameterisations:

- One-dimensional fits are performed
  - using only the dependence of the input distribution’s shape on the selected parameter of interest, with the other parameter fixed to its SM value;
  - exploiting both shape and rate information, fixing one parameter to its SM value.

The parameters $a_L$ and $\kappa_{VV}$ dominantly affect the total event yields because the longitudinal polarisation vectors of the massive gauge bosons are proportional to the energy and can give large enhancements to the total cross section. These parameters are only weakly constrained by the shape of the $\Delta \Phi_{jj}$ distribution. The parameters $a_T$ and $\varepsilon_{VV}$, on the other hand, affect the shape of the $\Delta \Phi_{jj}$ distribution and can be constrained from both types of fits. The kinematic distributions of the two tagging jets are related to the intrinsic structure of the Higgs boson production vertex and carry information about the polarisation of the fusing gauge bosons.

- Fits to one parameter are performed with the other being profiled. In these fits, both parameters may vary independently in order to probe them in a model-independent way.

Figure 7 depicts the weighted $\Delta \Phi_{jj}$ distribution in all categories of the VBF signal region. Events are weighted by $\ln(1 + N_s/N_b)$ in their corresponding event category. The post-fit event yields in the signal and the control regions are presented in Table 8. The results of the likelihood scans are given in Fig. 8. The scan over $a_L$ ($a_T$) is shown in the upper (lower) panel. Both scans have been performed in two configurations: the LLH curves shown in Fig. 8b and c are the results of the fit in which both the shape and normalisation of the signal are taken into account, while the LLH curves in Fig. 8a are obtained using only the shape information. The largest sensitivity to $a_L$ stems from the rate information. The asymmetry of the curves results from the asymmetric behaviour of the cross section with respect to the changes in the parameter values (see Ref. [27]). The expected sensitivity to $a_T$ comes predominantly from the shape information, as the likelihood ratio increases only slightly when adding the normalisation information. The resulting best-fit values and their uncertainties computed at 68% CL are presented in Table 9. All measurements are consistent with the SM expectations. The dominant sources of uncertainty are related to the limited data yields and to the uncertainties in modelling the top-quark and $WW$ backgrounds.

The results of the ML scans of pseudo-observables are shown in Table 10, with the uncertainty breakdown given in Table 11. Figure 9 shows the expected and observed likelihood curves for scans over one pseudo-observable with the other one profiled. Both shape and rate information are employed.

---

8 A profiled parameter is fixed to its unconditional maximum likelihood value for each value of the parameter of interest (POI). Then, the POI is fixed to its conditional maximum likelihood value.

---

Table 8 Post-fit event yields in the signal and control regions obtained from a scan over $\varepsilon_{VV}$ exploiting both shape and rate information. The quoted uncertainties include those from theoretical and experimental systematic sources and those due to sample statistics. The fit constrains the total expected yields to the observed yields. The diboson background is split into $WW$ and non-$WW$ contributions

<table>
<thead>
<tr>
<th>Process</th>
<th>Top CR</th>
<th>$Z \rightarrow \tau \tau$ CR</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBF</td>
<td>3.2 ± 2.2</td>
<td>2.6 ± 1.8</td>
<td>34 ± 22</td>
</tr>
<tr>
<td>ggF</td>
<td>3.9 ± 1.7</td>
<td>2.4 ± 1.0</td>
<td>28 ± 12</td>
</tr>
<tr>
<td>Other Higgs</td>
<td>1.5 ± 0.7</td>
<td>6.2 ± 3.1</td>
<td>6.0 ± 3.0</td>
</tr>
<tr>
<td>$\tau\tau$, $Wt$</td>
<td>7400 ± 100</td>
<td>53 ± 7</td>
<td>1220 ± 100</td>
</tr>
<tr>
<td>$WW$</td>
<td>51 ± 6</td>
<td>21.8 ± 2.9</td>
<td>360 ± 70</td>
</tr>
<tr>
<td>$Z +$ jets</td>
<td>54 ± 10</td>
<td>370 ± 24</td>
<td>320 ± 70</td>
</tr>
<tr>
<td>$W +$ jets</td>
<td>190 ± 40</td>
<td>23.0 ± 2.4</td>
<td>115 ± 27</td>
</tr>
<tr>
<td>Non-$WW$ dibosons</td>
<td>14.3 ± 1.8</td>
<td>20.8 ± 3.3</td>
<td>83 ± 11</td>
</tr>
<tr>
<td>Observed</td>
<td>7668</td>
<td>501</td>
<td>2164</td>
</tr>
</tbody>
</table>

---

Fig. 7 The weighted $\Delta \Phi_{jj}$ distribution in the VBF signal region, with signal and background yields fixed from the fit for $\varepsilon_{VV}$ using shape and rate information. Data-to-simulation ratios are shown at the bottom of the plot. The shaded areas depict the total uncertainty.
Best-fit values and their uncertainties as obtained from the Table 9 information are shown. All relevant experimental and modelling systematic uncertainties are considered in the fits for ATLAS data. Results of both shape-only and shape+rate fits for one parameter with the other one fixed or profiled are presented.

<table>
<thead>
<tr>
<th>Type</th>
<th>Expected</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_T$ shape-only fit ($a_L = 1$)</td>
<td>$1.0 \pm 0.5 \text{(stat.)}^{+0.3}_{-0.4} \text{(syst.)}$</td>
<td>$1.3^{+0.8}<em>{-0.3} \text{(stat.)}^{+0.3}</em>{-0.3} \text{(syst.)}$</td>
</tr>
<tr>
<td>$a_L$ shape + rate fit ($a_T = 1$)</td>
<td>$1.00^{+0.08}<em>{-0.10} \text{(stat.)}^{+0.07}</em>{-0.13} \text{(syst.)}$</td>
<td>$0.90^{+0.09}<em>{-0.13} \text{(stat.)}^{+0.08}</em>{-0.18} \text{(syst.)}$</td>
</tr>
<tr>
<td>$a_T$ shape + rate fit ($a_L = 1$)</td>
<td>$1.00^{+0.36}<em>{-0.40} \text{(stat.)}^{+0.19}</em>{-0.27} \text{(syst.)}$</td>
<td>$1.19^{+0.27}<em>{-0.32} \text{(stat.)}^{+0.12}</em>{-0.14} \text{(syst.)}$</td>
</tr>
<tr>
<td>$a_L$ shape + rate fit ($a_T$ profiled)</td>
<td>$1.00^{+0.08}<em>{-0.10} \text{(stat.)}^{+0.08}</em>{-0.13} \text{(syst.)}$</td>
<td>$0.91^{+0.10}<em>{-0.18} \text{(stat.)}^{+0.09}</em>{-0.13} \text{(syst.)}$</td>
</tr>
<tr>
<td>$a_T$ shape + rate fit ($a_L$ profiled)</td>
<td>$1.0^{+0.4}<em>{-0.5} \text{(stat.)}^{+0.2}</em>{-0.2} \text{(syst.)}$</td>
<td>$1.2^{+0.4}<em>{-0.3} \text{(stat.)}^{+0.2}</em>{-0.2} \text{(syst.)}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th>Expected</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{VV}$ shape-only fit ($\kappa_{VV} = 1$)</td>
<td>$0.00^{+0.23}<em>{-0.25} \text{(stat.)}^{+0.14}</em>{-0.17} \text{(syst.)}$</td>
<td>$0.14^{+0.39}<em>{-0.22} \text{(stat.)}^{+0.16}</em>{-0.12} \text{(syst.)}$</td>
</tr>
<tr>
<td>$\kappa_{VV}$ shape + rate fit ($\varepsilon_{VV} = 0$)</td>
<td>$1.00^{+0.08}<em>{-0.10} \text{(stat.)}^{+0.08}</em>{-0.13} \text{(syst.)}$</td>
<td>$0.91^{+0.09}<em>{-0.12} \text{(stat.)}^{+0.18}</em>{-0.18} \text{(syst.)}$</td>
</tr>
<tr>
<td>$\varepsilon_{VV}$ shape + rate fit ($\kappa_{VV} = 1$)</td>
<td>$0.00^{+0.18}<em>{-0.24} \text{(stat.)}^{+0.08}</em>{-0.13} \text{(syst.)}$</td>
<td>$0.09^{+0.13}<em>{-0.16} \text{(stat.)}^{+0.07}</em>{-0.10} \text{(syst.)}$</td>
</tr>
<tr>
<td>$\kappa_{VV}$ shape + rate fit ($\varepsilon_{VV}$ profiled)</td>
<td>$1.00^{+0.08}<em>{-0.10} \text{(stat.)}^{+0.08}</em>{-0.13} \text{(syst.)}$</td>
<td>$0.91^{+0.10}<em>{-0.18} \text{(stat.)}^{+0.09}</em>{-0.13} \text{(syst.)}$</td>
</tr>
<tr>
<td>$\varepsilon_{VV}$ shape + rate fit ($\kappa_{VV}$ profiled)</td>
<td>$0.00^{+0.22}<em>{-0.24} \text{(stat.)}^{+0.11}</em>{-0.13} \text{(syst.)}$</td>
<td>$0.13^{+0.28}<em>{-0.20} \text{(stat.)}^{+0.08}</em>{-0.10} \text{(syst.)}$</td>
</tr>
</tbody>
</table>
Table 11 The contributions of the leading individual systematic uncertainties together with the data statistical uncertainties, in the one-dimensional fit for the pseudo-observables $\kappa_{VV}$ (a) and $\varepsilon_{VV}$ (b) for electroweak-boson polarisation in the VBF $H \rightarrow WW$ channel. Both the shape and rate information is exploited in the fit. The theoretical and experimental uncertainties are subdivided further into categories.

(a) $\kappa_{VV}$ fit, $\varepsilon_{VV} = 0$

<table>
<thead>
<tr>
<th>Source</th>
<th>$\Delta\kappa_{VV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total data statistical uncertainty</td>
<td>0.11</td>
</tr>
<tr>
<td>SR data statistical uncertainty</td>
<td>0.10</td>
</tr>
<tr>
<td>CR data statistical uncertainty</td>
<td>0.019</td>
</tr>
<tr>
<td>MC statistical uncertainty</td>
<td>0.035</td>
</tr>
<tr>
<td>Total systematic uncertainty</td>
<td>0.12</td>
</tr>
<tr>
<td>Theoretical uncertainty</td>
<td>0.10</td>
</tr>
<tr>
<td>Top-quark bkg.</td>
<td>0.072</td>
</tr>
<tr>
<td>WW bkg.</td>
<td>0.062</td>
</tr>
<tr>
<td>ggF bkg.</td>
<td>0.033</td>
</tr>
<tr>
<td>$Z/\gamma^*$ bkg.</td>
<td>0.017</td>
</tr>
<tr>
<td>VBF signal</td>
<td>0.019</td>
</tr>
<tr>
<td>Experimental uncertainty</td>
<td>0.050</td>
</tr>
<tr>
<td>Jet</td>
<td>0.026</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>0.014</td>
</tr>
<tr>
<td>Luminosity</td>
<td>0.011</td>
</tr>
<tr>
<td>Misidentified leptons</td>
<td>0.007</td>
</tr>
<tr>
<td>Total</td>
<td>0.17</td>
</tr>
</tbody>
</table>

(b) $\varepsilon_{VV}$ fit, $\kappa_{VV} = 1$

<table>
<thead>
<tr>
<th>Source</th>
<th>$\Delta\varepsilon_{VV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total data statistical uncertainty</td>
<td>0.14</td>
</tr>
<tr>
<td>SR data statistical uncertainty</td>
<td>0.14</td>
</tr>
<tr>
<td>CR data statistical uncertainty</td>
<td>0.011</td>
</tr>
<tr>
<td>MC statistical uncertainty</td>
<td>0.036</td>
</tr>
<tr>
<td>Total systematic uncertainty</td>
<td>0.056</td>
</tr>
<tr>
<td>Theoretical uncertainty</td>
<td>0.050</td>
</tr>
<tr>
<td>Top-quark bkg.</td>
<td>0.039</td>
</tr>
<tr>
<td>WW bkg.</td>
<td>0.036</td>
</tr>
<tr>
<td>ggF bkg.</td>
<td>0.013</td>
</tr>
<tr>
<td>$Z/\gamma^*$ bkg.</td>
<td>0.012</td>
</tr>
<tr>
<td>VBF signal</td>
<td>0.010</td>
</tr>
<tr>
<td>Experimental uncertainty</td>
<td>0.024</td>
</tr>
<tr>
<td>Modelling of pile-up</td>
<td>0.022</td>
</tr>
<tr>
<td>Jet</td>
<td>0.018</td>
</tr>
<tr>
<td>Misidentified leptons</td>
<td>0.010</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>0.010</td>
</tr>
<tr>
<td>Total</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Fig. 9 Likelihood scans over $\kappa_{VV}$ and $\varepsilon_{VV}$, with the other parameter profiled. The fits are performed using both shape and rate information. All relevant experimental and theoretical systematic uncertainties are considered in the fits.

9 Conclusion

This article presents constraints on the CP structure of gluon–gluon fusion Higgs boson production and on the polarisations of the vector bosons in the $HVV$ coupling. The results are obtained using $H(\rightarrow WW^* \rightarrow e\nu\nu)jj$ final states in data corresponding to 36.1 fb$^{-1}$ of $\sqrt{s} = 13$ TeV proton–proton collisions recorded by the ATLAS detector at the LHC in 2015–2016. Total event yields as well as shapes of selected kinematical distributions in signal and control regions are exploited.

The signal strength parameter for the ggF + 2 jets Higgs boson production mode is found to be $\mu_{ggF+2jets} = 0.5 \pm 0.4^{+0.7}_{-0.6}$ (stat.). The mixing angle for CP-even and CP-odd contributions to the effective Higgs–gluon interaction is determined to be $\tan(\alpha) = 0.0 \pm 0.4^{+0.3}_{-0.3}$ (syst.) using both shape and rate information. These results are obtained with novel analysis techniques and complement existing studies of the CP properties of the Higgs boson performed using $ttH$ production.

The reported results for the VBF Higgs boson production mode include constraints on coupling-strength form factors to longitudinally and transversely polarised $W$ and $Z$...
bosons. It is the first such measurement of the Higgs couplings performed. In one-dimensional ML fits (where the other parameter was set to its SM value) shape information is sufficient to constrain the coupling to transversely polarised bosons, $\kappa_1$, while to constrain $\kappa_2$ the information about the rates significantly improves the sensitivity. Profiling the other coupling-strength scale factor results in: $\kappa_1 = 0.91^{+0.10}_{-0.18} \text{(stat.)} ^{+0.09}_{-0.17} \text{(syst.)}$ and $\kappa_2 = 1.2 \pm 0.4 \text{(stat.)} ^{+0.2}_{-0.3} \text{(syst.)}$, while $\kappa_2 = 1.00^{+0.08}_{-0.10} \text{(stat.)} ^{+0.08}_{-0.13} \text{(syst.)}$ and $\kappa_2 = 1.00^{+0.08}_{-0.10} \text{(stat.)} ^{+0.08}_{-0.13} \text{(syst.)}$ are expected in the SM.

With an approximate mapping to pseudo-observables the following constraints are obtained in a fit where the other parameter was set to its SM value) shape information. All measurements are consistent with the expectations for the SM Higgs boson.
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