One-dimensional Bose gas on an atom chip
van Amerongen, A.H.

Published in:
Annales de Physique

DOI:
10.1051/anphys/2009001

Citation for published version (APA):

General rights
It is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s) and/or copyright holder(s), other than for strictly personal, individual use, unless the work is under an open content license (like Creative Commons).

Disclaimer/Complaints regulations
If you believe that digital publication of certain material infringes any of your rights or (privacy) interests, please let the Library know, stating your reasons. In case of a legitimate complaint, the Library will make the material inaccessible and/or remove it from the website. Please Ask the Library: http://uba.uva.nl/en/contact, or a letter to: Library of the University of Amsterdam, Secretariat, Singel 425, 1012 WP Amsterdam, The Netherlands. You will be contacted as soon as possible.
One-dimensional Bose gas on an atom chip
A.H. van Amerongen

1 Introduction 3
   1. 1D Bose gas 3
   2. Integrated atom optics 5
   3. Outline 6

2 Theoretical background 7
   1. Introduction 7
   2. Magnetic trapping 9
   3. Ideal Bose gas 11
   4. Weakly interacting (quasi-)condensate 13
   5. Exact solutions in 1D 17
   6. Overview of ultracold Bose gas regimes 22
   7. Previous models for T > 0 24
   8. Evaporative cooling 25

3 Experimental setup 29
   1. Introduction 29
   2. Design considerations 30
### Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. Microtrap for cold atoms</td>
<td>33</td>
</tr>
<tr>
<td>4. Thermal properties of the microtrap</td>
<td>39</td>
</tr>
<tr>
<td>5. Vacuum system</td>
<td>43</td>
</tr>
<tr>
<td>6. Dispenser pulsed atom source</td>
<td>46</td>
</tr>
<tr>
<td>7. Magnetic field coils</td>
<td>47</td>
</tr>
<tr>
<td>8. Lasers</td>
<td>48</td>
</tr>
<tr>
<td>9. Imaging system</td>
<td>49</td>
</tr>
<tr>
<td>10. Experimental control</td>
<td>50</td>
</tr>
<tr>
<td>11. Realizing Bose-Einstein condensation</td>
<td>51</td>
</tr>
<tr>
<td>12. Concluding remarks</td>
<td>52</td>
</tr>
<tr>
<td>4. Focusing phase-fluctuating condensates</td>
<td>53</td>
</tr>
<tr>
<td>1. Introduction</td>
<td>53</td>
</tr>
<tr>
<td>2. Gaussian and nonideal optical beams and ABCD matrices</td>
<td>55</td>
</tr>
<tr>
<td>3. Atom optics and ABCD matrices</td>
<td>58</td>
</tr>
<tr>
<td>4. Quasi-condensate as nonideal atomic beam</td>
<td>65</td>
</tr>
<tr>
<td>5. Weakly interacting condensate in a time dependent trap</td>
<td>68</td>
</tr>
<tr>
<td>6. Experiments</td>
<td>70</td>
</tr>
<tr>
<td>7. Discussion</td>
<td>76</td>
</tr>
<tr>
<td>8. Conclusion and outlook</td>
<td>77</td>
</tr>
<tr>
<td>5. Yang-Yang thermodynamics on an atom chip</td>
<td>79</td>
</tr>
<tr>
<td>1. Introduction</td>
<td>79</td>
</tr>
<tr>
<td>2. Methods</td>
<td>81</td>
</tr>
<tr>
<td>3. In situ density profiles</td>
<td>82</td>
</tr>
<tr>
<td>4. In focus density profiles</td>
<td>84</td>
</tr>
<tr>
<td>5. Analysis and discussion</td>
<td>85</td>
</tr>
<tr>
<td>6. Conclusion and outlook</td>
<td>86</td>
</tr>
</tbody>
</table>

### References

<table>
<thead>
<tr>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>87</td>
</tr>
</tbody>
</table>
One-dimensional Bose gas on an atom chip
A.H. van Amerongen

Abstract

We describe experiments investigating the (coherence) properties of a finite-temperature one-dimensional (1D) Bose gas with repulsive interactions. The confining magnetic field is generated with a micro-electronic circuit. This micro-trap for atoms or ‘atom chip’ is particularly suited to generate a tight waveguide for atoms close to the chip surface. In contrast to the usual case of Bose-Einstein condensation in 3D, in 1D the system is not characterized by long-range phase coherence. Further interest in the 1D Bose gas stems from the fact that it forms the textbook example for the many-body quantum-mechanical systems that can be exactly solved using the Bethe Ansatz. Moreover, using a method developed by Yang and Yang, exact expressions for the thermodynamics of this system can be given. We summarize the theoretical background that is relevant to describe the (nearly) 1D gas in our experiments. The design and construction of our micro-trap is described in some detail. We discuss the technique of Bose-gas focusing, in particular how it applies to our 1D system, and demonstrate that it can be used to probe the momentum distribution of the 1D gas. Finally, we perform a direct comparison of the measured in situ density distribution to the predictions of a model based on the exact Yang-Yang thermodynamics and find very good agreement.
Gaz de Bose unidimensionnel sur une puce atomique

Nous décrivons des expériences permettant d’étudier les propriétés (en particulier la cohérence) d’un gaz unidimensionnel (1D) de Bose à température finie avec des interactions répulsives. Le champ magnétique confinant est créé par un circuit micro-électronique. Ce micro-piège à atomes ou « puce atomique » est particulièrement adapté pour générer un guide très confinant pour les atomes près de la surface de la puce. Contrairement au cas habituel de la condensation de Bose-Einstein en 3D, le système uni-dimensionnel n’est pas caractérisé par une cohérence de phase à longue portée. Un intérêt supplémentaire du gaz uni-dimensionnel de Bose est qu’il offre un cas d’école de systèmes quantiques à plusieurs corps pouvant être résolus exactement en utilisant l’ansatz de Bethe. De plus, grâce à une méthode développée par Yang et Yang, on peut obtenir les expressions exactes de la thermodynamique de ces systèmes. Nous rappelons le cadre théorique permettant de décrire le gaz quasi-unidimensionnel dans nos expériences. La conception et la construction de notre micro-piège sont décrits en détails. Nous discutons la technique de focalisation du gaz de Bose, et en particulier son application à notre système unidimensionnel, et nous montrons qu’elle peut être utilisée pour déterminer la distribution d’impulsions du gaz unidimensionnel. Finalement, nous comparons directement la distribution de densité mesurée in situ, aux prédictions d’un modèle basé sur la thermodynamique exacte de Yang et Yang et nous trouvons un très bon accord.
A Bose-Einstein condensate can be viewed as a macroscopic quantum mechanical matter-wave. The constituent bosons (particles with integer spin) are cold enough to let their de Broglie wavelengths overlap. As a result of Bose statistics [1, 2] the system has gone through a phase transition: the particles gather in a single quantum ground state and act coherently. Bose-Einstein condensation (BEC) is related to superfluidity and to superconductivity. Superconductivity, vanishing electrical resistance in a conductor at low temperature, was discovered by Kamerlingh-Onnes [3] as a result of his development of advanced cooling techniques that led to the liquefaction of helium in 1908 [4]. It was Kapitza who first used the term superfluidity to characterize the frictionless flow observed in liquid helium below a temperature of 2.2 K (known as the \( \lambda \)-point), observed by him [5] and separately by Allen and Misener [6] in 1938. That same year also marked the start of vivid developments in theory when Fritz London [7] hypothesized on a relation between the behavior of liquid helium below the \( \lambda \)-point and BEC, and Tisza [8] connected BEC to superfluidity, for a review see [9]. Important steps towards cooling matter to even lower temperatures were made in the 1980s [10–12] with the development of magnetic trapping and evaporative cooling techniques for atomic hydrogen.

In 1995, after the introduction of laser cooling for alkali atoms [13–16], Bose-Einstein condensates of rubidium and sodium in the gas phase were realized [17, 18]. The crisp images of these macroscopic matter-waves generated huge enthusiasm amongst experimental and theoretical physicists. In the same year, also evidence for BEC in Li was reported [19] (see also [20–22]). This was especially intriguing because it showed that in a trap a BEC with attractive interactions can be stable, unlike the situation for a uniform gas. Experiments on Bose-Einstein condensates provide ample possibility to develop and test theory for macroscopic quantum phenomena also relevant for the description of superfluidity and superconductivity [7, 23–25].

1. **1D Bose gas**

The key ingredient for the quantum phenomena of BEC, superfluidity and superconductivity is long-range order of the phase of the macroscopic wavefunction.
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(see [25, 26] and [27] p. 31). Long-range order appears in a three-dimensional homogeneous system of bosons at finite temperature. Mermin and Wagner [28] and Hohenberg [29] proved that in lower-dimensional systems the situation is significantly different: in two dimensions (2D) phase coherence does only exist at \( T = 0 \) and in one dimension (1D) phase order decays algebraically even at zero temperature. From these considerations it was established that BEC at finite temperature does not exist in 2D and 1D. The study of lower-dimensional quantum degenerate systems could promote better understanding of often complex ordering phenomena and was therefore pursued in experiments soon after the first alkali BEC’s were realized. For example in 2D the locally coherent Bose gas supports vortex-antivortex pairs whose unbinding leads to the Kosterlitz-Thouless transition [30]. Experimentally, lower dimensional systems can be realized by strongly confining atoms to their motional ground state in one or two dimensions using magnetic or optical trapping, while applying a very weak harmonic potential in the residual dimension(s).

In contrast to the homogeneous case, BEC in 2D and 1D does occur in a trap [31]. Ketterle and van Druten [32] studied lower-dimensional systems of a finite number of non-interacting bosons, in the presence of external harmonic confinement and found that the transition temperature increases for lower dimensions. For experimentally realistic parameters, one-dimensionally trapped atoms exhibit interactions. These interactions in 1D can be modelled using the 3D atomic scattering length [33]. Petrov, Shlyapnikov and Walraven [34] included atomic interactions in their description and identified several, at that time experimentally unexplored, regimes of quantum degeneracy in trapped 1D gases. The 1D Bose gas is of particular interest because exact solutions for the many-body eigenstates can be obtained [35]. Furthermore, the finite-temperature equilibrium can be studied using the exact Yang-Yang thermodynamic formalism [36–38], a method also known as the thermodynamic Bethe Ansatz. The 1D regime in ultracold atomic Bose gases was first reached in experiments in the year 2001 [39–41]. Peculiarly, in 1D atoms become more strongly interacting for decreasing density. In the low density limit one has a Tonks-Girardeau gas of impenetrable bosons that was first realized using optical trapping in 2004 [42, 43].

In the experiments described in this contribution we magnetically trap atoms in a tube-like geometry. This ‘waveguide’ for atoms is created using the magnetic field from current carrying wires on a microchip. Using this ‘atom chip’ [44, 45] we realize a trapped one-dimensional Bose gas in the weakly interacting regime. Due to the finite-temperature we have a system that can be described as a degenerate 1D gas in thermal contact with a surrounding 3D thermal gas. Even for the lowest temperatures reached (~100 nK) finite-temperature effects reduce the phase coherence and we observe a BEC with a fluctuating phase. When we lower the atomic density, at constant temperature, the system becomes more strongly interacting and reduction of the phase-order destroys the condensate. We observe in this process, for the first time, a gas that obeys the exact Yang-Yang thermodynamics [46].
2. Integrated atom optics

Rapid developments in microfabrication techniques enable spectacular advances in fundamental physics. The ‘atom-chip’ [44,45] is an example of a device that enables us to manipulate matter waves on the nanometer scale using integrated circuits. The idea of an atom chip was launched in 1995 by Weinstein and Libbrecht [47], the authors proposed to trap ultracold atoms in the magnetic field of micropatterned conductors, thus having them hover only micrometers away from the chip surface. Thermal insulation of the ultracold atoms is assured by placing the chip in an ultra high vacuum environment. Later that same year, the first BECs in atomic gases [17, 18] were realized using large electromagnet-based traps. In 2001 two groups independently made a next step and created a BEC on a chip [44,45]. With the realization of an atomic matter wave on a chip the field of ‘integrated atom optics’ was born. At the time of writing more than a dozen labs worldwide do experiments with BECs on a chip, for a recent review see [48]. An introductory account of the Amsterdam work on atom chips can be found in [49].

Atoms can be magnetically trapped when their magnetic moment is antiparallel to the local magnetic field. The trapping potential is proportional to the magnetic field strength. The simplest chip trap is a waveguide, illustrated in Figure 1.1, that is created when the circular magnetic field of a chip wire (I) is compensated with a perpendicular bias magnetic field. End-caps are realized with currents $I_1$ and $I_3$. With short distances between the trapped atoms and the current source, field gradients are large, hence microtraps can provide much stronger confinement than conventional electromagnet traps. Therefore the chip trap is ideally suited to study atoms confined to one-dimension. The versatility of integrated atom traps can be extended using radio-frequency dressed potentials [50] a technique that we have recently explored in our setup [51]. Another promising recent development is the use of permanent magnetic material to trap atoms on a chip. Such traps do not suffer from ohmic heating and thus allow for the integration of large arrays of traps with a very high density [52].

![Figure 1.1](image_url)

*Figure 1.1.* (Color online) Waveguide potential for atoms. A waveguide is created when the circular magnetic field of a chip wire (I) is compensated with a perpendicular bias magnetic field $B_{bias}$. Three-dimensional confinement is achieved by creating end-caps with currents $I_1$ and $I_3$. 

---
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3. Outline

The outline of this article is as follows. Chapter 2 provides some theoretical background relevant to the experiments described here. The emphasis is on the description of a Bose gas confined to one dimension. In Chapter 3 the experimental setup is outlined. Details are given of the design and construction of the microtrap followed by a brief description of the realization of a Bose-Einstein condensate in our microtrap. Subsequently, in Chapter 4, we treat a condensate as a macroscopic wave and use theory borrowed from optics to study atom coherence. In particular, we describe how we extract the temperature of an elongated quasi-condensate by measuring its width after focusing. Finally, in Chapter 5 experiments are compared to exact theory that goes beyond the macroscopic condensate description. The first observation of exact Yang-Yang thermodynamics on an atom chip is described.
Theoretical background

1. Introduction

This chapter provides some theoretical background to the subsequent experimental chapters. The experimentally important concepts of magnetic trapping and evaporative cooling are briefly described. The main part of this chapter provides a summary of theory for the one-dimensional (1D) Bose gas at low temperature (and the cross-over to it from a 3D trapped gas) that is relevant for our experiment.

The 1D Bose system has attracted much interest because it has properties significantly different from that in higher dimensions. Counterintuitively, repulsive bosons in 1D become more strongly interacting with decreasing density. The theoretical description of such a many-particle system with strong interactions is challenging: as interactions increase in importance theoretical approaches that treat the gas as non interacting (ideal Bose gas) or weakly interacting (mean-field) break down. Already in the 1960s theorists were able to do much better, however. Helped by the simple symmetry of the 1D geometry Girardeau, Lieb and Liniger, and Yang and Yang were able to construct exact solutions for the many-body quantum system. Solutions were found for impenetrable bosons, known as the Tonks-Girardeau (TG) gas, by Girardeau [53] and for bosons with finite delta-function interaction by Lieb and Liniger [35, 54], using a Bethe Ansatz [55]. The model of 1D delta interacting bosons is integrable and therefore exactly solvable. Yang and Yang found analytic integral equations for the thermodynamics of the Lieb-Liniger gas [36] at any finite temperature and interaction strength. Their method is also known as the thermodynamic Bethe Ansatz.

With the spectacular advances in experiments with ultracold atomic gases in the 1990s this theoretical work became of experimental relevance and the first 1D condensates were realized in 2001 [39–41]. The importance of exactly solvable models for experiments with quantum gases was first pointed out by Olshanii in 1998 [33]. Until recently, however, most experimental attention was to the zero-temperature case of the Lieb-Liniger gas. In particular, there was a run to
reach the strongly interacting Tonks-Girardeau (TG) gas. The TG regime was reached experimentally in 2004 in two groups. The group of Immanuel Bloch used a 2D optical lattice and added a weak periodic potential along the third axis to increase the effective mass of the bosons [42]. David Weiss and coworkers used a different laser scheme that removed the need for the complicating third periodic potential [43, 56–58]. It was the paper by Kheruntsyan and coworkers [59] of 2003 that elaborated on the connection between Yang-Yang thermodynamics and cold atom experiments, the authors could identify new physical regimes using their exact calculations of the local pair correlation function.

Besides the strictly one-dimensional case, in practice many experiments [39, 50, 60] are performed in the cross-over from a three-dimensional to a one-dimensional system. Moreover, one works in a trap as opposed to the homogeneous case. The dimensional cross-over is of crucial importance in the description of our experimental data and is therefore given special attention in this chapter. In experiments on our trapped cold atomic clouds we turn two knobs: atom number and temperature. By turning these knobs we probe a variety of different physical regimes that are mostly separated by smooth cross-overs rather than sharp phase transitions. Besides the only true phase transition that we encounter: Bose-Einstein condensation, three cross-overs are met:

- cross-over from a three-dimensional to a one-dimensional system,
- cross-over from a decoherent to a coherent atomic sample in 1D,
- cross-over from a weakly interacting to a strongly interacting gas in 1D.

The outline of this chapter is as follows. Section 2 introduces the basics of magnetic trapping. In Section 3 the commonly used approach to the ideal Bose gas and the phenomenon of Bose-Einstein condensation is summarized. We discuss the homogeneous and trapped cases in 3D and 1D as well as the dimensional cross-over. Section 4 deals with weakly interacting (quasi-)condensates in 3D, in 1D and in the dimensional cross-over. Phase-fluctuating condensates, and the relation between the phase coherence length and the temperature of a quasi-condensate are studied in Section 4.4. Section 5 is dedicated to the exact results for 1D repulsive bosons by Tonks-Girardeau, Lieb-Liniger and Yang-Yang. In Section 5.3 we present a new finite-temperature model that explains our experimentally obtained data very well (see also Chap. 5). The weakly interacting 1D gas is treated using the exact Yang-Yang thermodynamic solutions thus incorporating both the cross-over from a decoherent to a coherent system and the cross-over from weak to strong interactions. In Section 6 we give an overview of the discussed regimes that can be characterized by the three parameters: interaction strength, radial confinement and temperature. These parameters span a three dimensional space. We specifically describe two subspaces: (a) interaction strength versus radial confinement at $T = 0$ (Sect. 6.1); (b) interaction strength versus temperature in the 1D limit (Sect. 6.2). Section 7 briefly touches on previous models for finite-temperature degenerate systems. Finally, in Section 8 we give some theoretical background for the experimentally important tool of evaporative cooling.
2. Magnetic trapping

Magnetic trapping is due to the Zeeman effect: the energy of the atomic state depends on the magnetic field due to the interaction of the magnetic moment of the atom with the magnetic field, for a detailed description see e.g. [61–63]. A Zeeman sublevel of an atom with given total electronic angular momentum \( J \) and nuclear spin \( I \) can be labelled by the projection \( m_F \) of the total atomic spin \( F \equiv I + J \) on the axis of the field \( B \) and by the total \( F \) ranging from \( |I - J| \) to \( I + J \). We are specifically dealing with the electronic ground state (\( J = S = 1/2 \)) of \(^{87}\text{Rb} \) (\( I = 3/2 \)) so that \( F = 1 \) or \( F = 2 \). For these states the Zeeman energy shift can be calculated with the Breit-Rabi formula [63]. For the special case of atoms in the doubly polarized state (\( F = 2, m_F = 2 \)) the Breit-Rabi formula yields a linear Zeeman shift

\[
U(B) = U(0) + 2g_F \mu_B |B|, \tag{2.1}
\]

where \( g_F \equiv (g_J + 3g_I)/4 \), with \( g_J = 2.00233113(20) \) [61] the fine structure Landé \( g \)-factor, \( g_I = -0.0009951414(10) \) [61] the nuclear \( g \)-factor, \( U(0) \) the energy in zero field and \( \mu_B \) being the Bohr magneton. Because of the increasing energy in equation (2.1) with increasing magnetic field, atoms in the state (\( F = 2, m_F = 2 \)) are “low-field seekers” that can be trapped in a local magnetic-field minimum. The other Zeeman states for \(^{87}\text{Rb} \) that can be magnetically trapped for moderate field values are \( F = 2, m_F = 1 \) and \( F = 1, m_F = -1 \). In a region of small magnetic field the precession of the atomic magnetic moment is so slow that the changing field direction as a result of the atomic motion cannot be followed adiabatically. Atoms traversing such a region can undergo a so-called Majorana spin-flip to an untrapped state. To avoid this loss mechanism access of the atoms to low magnetic field regions should be prevented by arranging a non-zero magnetic field strength at the potential minimum.

To describe the thermodynamics of a trapped gas it is convenient for future reference to approximate the confining potential as a power-law trap of the general form [31]

\[
U(x, y, z) = a_x|x|^{1/\delta_1} + a_y|y|^{1/\delta_2} + a_z|z|^{1/\delta_3}, \tag{2.2}
\]

where

\[
\delta = \sum_i \delta_i \tag{2.3}
\]

with \( \delta = 0 \) for 3D box-like, \( \delta = 3/2 \) for 3D harmonic and \( \delta = 3 \) for a spherical-quadrupole trap. The lowest order, and therefore tightest, magnetic trapping potential that has a non-zero minimum is 3D harmonic and can be written as

\[
U(x, y, z) = U_0 + \frac{1}{2}ma_i^2x^2 + \frac{1}{2}ma_i^2y^2 + \frac{1}{2}ma_i^2z^2, \tag{2.4}
\]

where \( \omega_i \) is the single-particle oscillator frequency and \( m \) is the atomic mass.

A magnetic-field configuration that is 3D harmonic near the minimum was introduced by Ioffe [64] for plasma confinement. It was first proposed and used by Pritchard [65] to trap neutral atoms and is known as the Ioffe-Pritchard (IP) trap.
Following Luiten [66] we define \( \alpha = (\partial B_\perp / \partial \rho)_{x=x_0} \) and \( \beta = (\partial^2 B_x(0,0,x) / \partial x^2)_{x=x_0} \), and write the magnetic field for the IP configuration in polar coordinates

\[
B_{\perp}(\rho, \phi, x) = \alpha \rho \sin(2\phi) - \frac{1}{2} \beta \rho (x - x_0),
\]
\[
B_{\phi}(\rho, \phi, x) = \alpha \rho \cos(2\phi),
\]
\[
B_{\parallel}(\rho, \phi, x) = B_0 + \frac{1}{2} \beta (x - x_0)^2 - \frac{1}{4} \beta \rho^2.
\]

Indeed the magnetic field is approximately harmonic close to the center of the IP trap, for magnetic field values close to \( B_0 \) (the value of the magnetic field in the trap bottom). The harmonic approximation is valid for trapped atom clouds with a temperature much lower than \( \mu_B B_0 / k_B \). Using equations (2.1), (2.4) and (2.5) we find the trap frequencies in axial and radial direction

\[
\omega_\parallel = \sqrt{\frac{\mu_0 g_F m_F}{m} \beta},
\]
\[
\omega_\perp = \sqrt{\frac{\mu_0 g_F m_F}{m} \left( \frac{\alpha^2 B_0}{\beta} - \frac{\beta}{2} \right)}.
\]

In the high-temperature limit, if the thermal energy of atoms in a IP-trap is much larger then the energy corresponding to the trap bottom, \( k_B T \gg \mu_B B_0 \), we can approximate the IP potential, resulting from equations (2.1) and (2.5), in the two radial directions by a linear and in the axial direction by a harmonic shape. The factor \( \delta \), equation (2.3), equals 5/2 in this case.

Strong trapping forces are generated by high magnetic field gradients. Weinstein and Librecht [47] realized that when creating a trapping field at a distance \( r \) from a wire that carries a current \( I \), the field gradient scales as \( I/r^2 \). Microtraps thus provide an advantage over conventional electromagnets to tightly confine atoms.

The simplest wire-based trap is illustrated in Figure 1.1. A current-carrying wire (along \( x \)) whose magnetic field is compensated by a homogeneous field \( B_{\text{bias}} \) (along \( y \)) forms a waveguide. Around the minimum \( (r_0) \), the field in the radial direction (\( yz \)-plane) is quadrupolar. This waveguide can be closed at the end points by adding two perpendicular current-carrying wires (along \( y \)) thus creating an \( H \). End caps can also be made by bending the leads of the \( x \)-wire in the \( y \)-direction to create a \( Z \) shape. One can estimate the field gradient of such a trap using the field for an infinitely thin wire

\[
r_0 = \frac{\mu_0 I}{2 \pi B_{\text{bias}}},
\]
\[
B'(r_0) = -\frac{\mu_0 I}{2 \pi r_0^2}.
\]

with \( \mu_0 = 4\pi \times 10^{-7} \text{N} \cdot \text{A}^{-2} \). For example, with a current of 1 A and \( B_{\text{bias}} = 100 \text{ G} \) we have \( r_0 = 20 \mu \text{m} \) and a huge gradient \( B'(r_0) = 5 \times 10^4 \text{ G/cm} \).
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3. Ideal Bose gas

In the ideal-gas description, atoms are considered as non-interacting quantum-mechanical particles. For homogeneous ultracold dilute Bose gases in 3D this description can be found in textbooks such as [67]. This treatment has been extended for power-law potentials [31, 68], and for lower dimensional systems [32, 69].

In a 3D homogeneous gas of bosons the average occupation number \(N_i\) of states with energy \(\varepsilon_i\) obeys Bose statistics

\[
N_i = \frac{1}{\text{e}^{\beta(\varepsilon_i - \mu)} - 1} = \frac{ze^{-\beta\varepsilon_i}}{1 - ze^{-\beta\varepsilon_i}},
\]

where \(\beta = (k_B T)^{-1}\). The fugacity \(z\) and the chemical potential \(\mu\) are related by \(z = \text{e}^{\beta\mu}\). The total atom number \(N\) is found by summing over all quantum states \(i\)

\[
N = \sum_{i=0}^{\infty} N_i.
\]

This sum diverges for \(z \to 1\) because the term \(N_0 = z/(1 - z)\) diverges in the thermodynamic limit (we take \(\varepsilon_0 = 0\) from here on). Splitting off the diverging term \(N_0\), replacing the rest of the sum by an integral (one state per phase space element \(\Delta r \Delta p = \hbar^3\)) the equation of state for \(N\) atoms occupying a volume \(V\) becomes

\[
\frac{N}{V} = \frac{4\pi}{\hbar^3} \int_{0}^{\infty} dp \frac{p^2}{z^{-1}e^{\beta p^2/2m} - 1} + \frac{1}{V} \frac{z}{1 - z}.
\]

This can be written in the form [67]

\[
n(z, T) = \frac{1}{\Lambda_T^3 g_{3/2}(z) + N_0 V},
\]

where \(n = N/V\) is the particle density,

\[
\Lambda_T = \sqrt{2\pi \hbar^2 / mk_B T},
\]

is the thermal de Broglie wavelength and \(g_{3/2}\) is the Bose or Polylog function defined by

\[
g_{\alpha}(z) = \sum_{j=1}^{\infty} \frac{z^j}{j^\alpha}.
\]

For the ground-state particle density we have

\[
\frac{N_0}{V} = n_0 = \frac{1}{V} \frac{z}{1 - z}
\]

and for the density in the excited states

\[
n_e = \frac{1}{\Lambda_T^3 g_{3/2}(z)}.
\]
Note that $g_{3/2}(z)$ is finite for $z \to 1$ ($g_{3/2}(1) = 2.612 \ldots$), and thus $n_e$ is limited, $n_e \leq g_{3/2}(1)/\Lambda^3_T$. At a given density, for low enough temperature, $\mu$ tends to zero from below and we have $z \to 1$; the Bose gas is saturated. All extra particles added at constant temperature will be accommodated in the ground state. The ground state becomes macroscopically occupied giving rise to the phenomenon of Bose-Einstein condensation. At the transition, the critical density and temperature are

$$n_c = \frac{1}{\Lambda^3_T} g_{3/2}(1), \quad (2.18)$$

$$T_c = \frac{2\pi \hbar^2}{mk_B} \left( \frac{n}{g_{3/2}(1)} \right)^{2/3}. \quad (2.19)$$

A phase space density can be defined as the number of particles occupying a volume equal to the de Broglie wavelength cubed

$$\Phi = n \Lambda^3_T. \quad (2.20)$$

At the critical point the phase space density is $\Phi = g_{3/2}(1)$. We make use of equation (2.19) to write down the temperature dependence of the fraction of particles in the ground state

$$\frac{N_0}{N} = 1 - \left( \frac{T}{T_c} \right)^{3/2}. \quad (2.21)$$

**Homogeneous 2D and 1D ideal gas**

Unlike the 3D case, for a 2D system in the thermodynamic limit the population of the ground state remains microscopic for decreasing temperatures down to $T \to 0$. One can say that there is no BEC in a finite-temperature ideal homogeneous 2D Bose gas. Similarly in 1D, in the thermodynamic limit the population of the ground state remains microscopic for any $T$ indicating the absence of BEC in this system.

One can define a degeneracy temperature $T_d$ for lower-dimensional systems that indicates the transition from the classical regime to the regime where a quantum treatment is needed because the thermal de Broglie wavelength starts to exceed the average interparticle separation. For a homogeneous Bose gas in 1D the semiclassical approach yields

$$n(z, T) = \frac{1}{\Lambda^3_T} g_{1/2}(z), \quad (2.22)$$

the 1D equivalent of equation (2.13) for 3D. Note that $g_{1/2}(z)$ diverges as $z \to 1$, consistent with the absence of a macroscopically occupied ground state in 1D in the semiclassical approximation. Degeneracy for a one-dimensional homogeneous Bose gas is thus reached for

$$T_d = \frac{\hbar^2 n_1^2}{2mk_B}, \quad (2.23)$$

where $n_1$ is the 1D density.
3.1. Ideal Bose gas harmonically trapped in 3D and 1D

We now turn to the $D$-dimensional ideal Bose gas in the presence of external harmonic confinement $V_{\text{ext}}(r) = \sum_{i=1}^{D} \frac{m \omega_i^2 r_i^2}{2}$. We assume $k_B T \gg \hbar \omega_i$, consequently we can use the semiclassical approximation and replace the sum in equation (2.11) by an integral. The semiclassical energy of the atoms trapped in the external potential is

$$\varepsilon(r, p) = \frac{p^2}{2m} + V_{\text{ext}}(r).$$

The density distribution of the thermal atoms as a function of position and momentum respectively is then obtained by integration (over momentum and position respectively) yielding

$$n(r) = \frac{1}{\Lambda_T^D g_D/2} \left[ e^{-\beta V_{\text{ext}}(r)} \right],$$

$$n(p) = \frac{1}{m \bar{\omega} \Lambda_T^D g_D/2} \left[ e^{-\beta p^2/2m} \right],$$

where $\bar{\omega} = (\prod_{i=1}^{D} \omega_i)^{1/D}$.

It was shown in [32] that upon lowering the dimension the critical temperature becomes higher. The expression for the critical temperature in a 1D trapped gas obtained in [32] is

$$N = \frac{k_B T_c}{\hbar \omega} \ln \frac{2k_B T_c}{\hbar \omega}.$$

3.2. Ideal Bose gas in the 3D-1D cross-over

If the 3D harmonic trap is highly anisotropic and needle shaped with $\omega_\perp \gg \omega_\parallel$ and $k_B T \approx \hbar \omega_\perp$ we have a cross-over from 3D to 1D for the ideal Bose gas. Only a few radial quantum states are occupied, therefore radially we can no longer use the semiclassical approximation from Section 3.1. In this cross-over case we sum explicitly over the radially exited states $j$ of the harmonic oscillator with degeneracy $(j + 1)$. For the axial direction we use the local density approximation (LDA); we treat the gas as locally homogeneous with a spatially varying chemical potential $\mu(x) = \mu - m \bar{\omega} x^2 / 2$ [70]. The resulting axial atomic density $n_1$ is

$$n_1(x) = \sum_{j=0}^{\infty} (j + 1) \frac{1}{\Lambda_T^D g^{1/2}} \left[ e^{\phi(\mu(x) - \beta \hbar \omega_\perp)} \right].$$

4. Weakly interacting (quasi-)condensate

Consider a harmonically trapped gas in the low temperature limit far below the condensation temperature: $T \ll T_c$ and $N_0/N \to 1$, i.e. we have an almost pure Bose-Einstein condensate. Nearly all particles occupy the ground state
and the atomic density becomes high. When the interaction energy exceeds the harmonic oscillator level splitting we can no longer neglect the effect of interatomic interactions.

Bogoliubov [71] adopted a mean-field approach to approximate the many-body wavefunction for the weakly interacting Bose gas, in order to obtain the excitation spectrum for the zero-temperature limit (see Sect. 4.4). For an inter-particle separation that is much larger than the range of the atomic interaction potential and for low collision energies atomic interactions can be described using only s-wave scattering. The mean-field interaction energy can then be written as $\mu = ng$, where $n$ is the 3D atomic density and $g$ the coupling constant

$$g = \frac{4\pi \hbar^2 a}{m}, \quad (2.29)$$

where $a$ is the s-wave atomic scattering length ($a = 5.24$ nm for $^{87}$Rb in the state $F = 2, m_F = 2$ [72]). The Gross-Pitaevski (GP) equation is a mean-field expression for the ground-state wavefunction $\psi$

$$\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(r) + g|\psi(r)|^2 \right] \psi(r) = \mu \psi(r), \quad (2.30)$$

where $V_{\text{ext}}(r)$ is an external confining potential. Equation (2.30) is a non-linear Schrödinger equation, normalized as

$$N = \int d|x| \psi^*(x)|^2. \quad (2.31)$$

A Bose-Einstein condensate in the 3D mean-field regime is characterized by long-range order of the phase. The correlation length $l_c = \hbar/\sqrt{mng}$, the typical length scale associated with the atomic interaction energy, should be much smaller than the decay length of the phase coherence for any mean-field theory to hold.

### 4.1. Mean-field in three dimensions

We take the external potential in equation (2.30) to be a 3D isotropic harmonic trap $V_{\text{ext}}(r) = m\omega^2 r^2/2$. A trapped Bose-Einstein condensate in the mean-field regime can be treated in the local density approximation (LDA) provided $\mu \gg \hbar \omega$. In this limit, the atomic density changes on a length scale much larger than that of the correlations in the gas, consequently we can treat the gas as locally homogeneous with a spatially varying chemical potential [70]. This amounts to neglecting the first (kinetic energy) term in equation (2.30); the mean-field energy of the trapped condensate exactly compensates the external potential energy. We have, for the spatial region where $V_{\text{ext}} < \mu_{\text{TF}}$, a cloud with a parabolic Thomas-Fermi (TF) profile in all three directions

$$n_{\text{TF}}(r) = \frac{\mu_{\text{TF}} - V_{\text{ext}}(r)}{g}, \quad (2.32)$$
and \( n_{TF} = 0 \) elsewhere. The peak chemical potential \( \mu_{TF} \) is determined by the total particle number \( N_0 \). For a harmonic potential, the result is

\[
\mu_{TF} = \frac{\hbar \omega}{2} \left( \frac{15N_0 a}{l} \right)^{2/5},
\]

where \( l = \sqrt{\hbar/m\omega} \) is the ground-state size.

### 4.2. Mean-field 1D

If in an ultracold gas under strong radial confinement the thermal energy drops below the radial level splitting \( (k_BT \ll \hbar\omega_\perp) \), the atomic motion in transverse directions is frozen and we speak of a one-dimensional system. For temperatures much lower than the degeneracy temperature \( (T \ll T_d) \) \([\text{Eq. (2.23)}]\), and sufficiently high density we have a weakly interacting gas that can be treated similarly to the 3D case using a mean-field theory. The resulting 1D system exhibits quasi-long-range order of the phase at zero temperature (the phase coherence decays algebraically) \([34]\). Therefore we do not speak of a true condensate but rather of a quasi-condensate (under sufficient axial harmonic confinement full phase coherence can be regained, see Sect. 4.4). We can now write for the 1D mean-field interaction energy \( \mu \approx g_1 n_1 \ll \hbar\omega_\perp \), where we use the effective 1D coupling found by Olshanii \([33]\)

\[
g_1 = \frac{2\hbar^2 a}{m l_\perp^2} \left(1 - C \frac{a}{\sqrt{2l_\perp}}\right)^{-1},
\]

with the constant \( C = 1.4603 \ldots \) \([33]\) and the transverse oscillator length \( l_\perp = \sqrt{\hbar/m\omega_\perp} \). In our experimental situation \( l_\perp \gg a \) and the second term on the right-hand-side of equation (2.34) is a small correction. This 1D mean-field gas has the shape of the harmonic-oscillator ground state in the transverse direction. Along the axis we can use the LDA and find the parabolic Thomas-Fermi shape for the harmonically trapped case.

### 4.3. Mean-field 3D-1D crossover

The dimensional cross-over at \( T = 0 \) for a quasi-condensate with \( \mu \approx \hbar\omega_\perp \) was treated in the mean-field regime by Menotti and Stringari \([73]\) and by Gerbier \([74]\). The cross-over is approached from the 3D side where the chemical potential is much higher then the axial level splitting \( (\mu \gg \hbar\omega_\parallel) \): the condensate is in the GP regime and the density profile is parabolic both in axial and radial directions. Upon reduction of the linear density and consequently of the chemical potential we pass the dimensional cross-over regime \( (\mu \approx \hbar\omega_\perp) \) and reach the regime \( \mu \ll \hbar\omega_\perp \). This results in a shape change of the radial density profile from parabolic when \( \mu \gg \hbar\omega_\perp \) to the Gaussian shape of the harmonic oscillator ground state for \( \mu \ll \hbar\omega_\perp \). As long as \( \mu \gg \hbar\omega_\parallel \) the axial shape stays parabolic. The characteristics of the condensate change gradually when going from elongated
3D to 1D. There is no transition point but a transition region. Gerbier [74] found a simple interpolation for the calculation of the chemical potential across the transition

$$\mu = \hbar \omega_\perp \left( \sqrt{1 + 4an_l} - 1 \right), \quad (2.35)$$

where the local linear density $n_l$ is used without information on the axial potential. This approximate function equation (2.35) yields values that were found to be very accurate in comparison with exact numerical results obtained by Menotti [75]. The linear density profile in the external axial potential $V_{\text{ext}} = m \alpha^2 \chi^2 / 2$ can be found in the local density approximation using

\begin{align}
L &= \frac{l_x^2}{l_L} \sqrt{\frac{2\mu}{\hbar \omega_\perp}}, \\
n_l(x) &= \frac{1}{4a} \frac{V_{\text{ext}}(L) - V_{\text{ext}}(x)}{\hbar \omega_\perp} \left[ \frac{V_{\text{ext}}(L) - V_{\text{ext}}(x)}{\hbar \omega_\perp} + 2 \right],
\end{align} \quad (2.36)

where $l_{x,\perp} = \sqrt{\hbar / m \omega_{x,\perp}}$. We can define a cross-over point by equating the chemical potential equation (2.35) to the transverse oscillator strength ($\mu_{co} = \hbar \omega_\perp$), yielding

$$n_{l,co} = \frac{3}{4a}. \quad (2.38)$$

For $^{87}\text{Rb}$ in the $F = 2$, $m_F = 2$ state ($a = 5.24$ nm) the cross-over to 1D is reached at a linear density $n_{l,co} \approx 150 \text{ } \mu \text{m}^{-1}$.

### 4.4. Excitations in elongated quasi-condensates

This section follows the lines of the review article on low-dimensional trapped gases by Petrov and coworkers [76] and in particular their treatment of finite temperature excitations of condensates with fluctuating phase (quasi-condensates) in the 1D regime, that is relevant to the experiments described in this contribution. The treatment starts from the 1D case. Petrov et al. [77] showed that a similar treatment holds for elongated 3D condensates.

In the mean-field regime at $T = 0$ long range order decays algebraically [28,29]. At finite $T$, the phase coherence decays exponentially with a characteristic phase coherence length $l_\phi$. In a trap, if $l_\phi$ exceeds the condensate halflength $L$, we have a true condensate. While for $l_\phi < L$ we have a quasi-condensate with fluctuating phase. In a quasi-condensate at sufficiently low temperatures so that $l_\phi \gg L$, density fluctuations are suppressed by the atomic interactions. The appearing phase fluctuations at finite temperature stem from thermal excitations of elementary modes of oscillation along the axis of the cloud. Bogoliubov [71] derived the excitation spectrum of a homogeneous weakly interacting Bose gas at zero temperature. His treatment was generalized for the spatially non-uniform

---

1. In the 2004 article by Gerbier [74] there are a few typographical errors in the corresponding equations.
case by de Gennes [78]. The Bogoliubov-de Gennes equations yield the energies of the elementary excitations of phase and density of the condensate

\[ \varepsilon(k) = \sqrt{E(k)[E(k) + 2\mu]}, \]  

(2.39)

where \( E(k) = \frac{\hbar^2 k^2}{2m} \) is the free-particle spectrum. The spectrum equation (2.39) is phonon-like for energies in the order of or smaller than \( \mu \). The energies are \( \varepsilon(k) \approx c_s \hbar k \), with the speed of sound \( c_s = \sqrt{\mu/m} \). For larger momenta the spectrum is particle like with \( \varepsilon(k) \approx E(k) + \mu \). At low enough temperature, \( T \ll T_d, \mu \), the assumption that density fluctuations are small is justified. Then the fluctuations of the phase alone follow the same phonon-like Bogoliubov-de Gennes equations [76]. The gas can be viewed as consisting of the sum of a macroscopic wave-function containing contributions with wave-vectors \( k \ll 1/l_c \), with \( l_c = \frac{\hbar}{\sqrt{m \mu}} \), and a small component including the contributions with \( k \sim 1/l_c \).

Theory for excitations of quasi-condensates can be extended to include non-zero temperature in the Bogoliubov-Popov approach [79,80]. Petrov et al. worked out the case of a harmonically trapped, phase-fluctuating condensate for 1D [34] and elongated 3D [77] systems. We repeat some of their results below.

Phase fluctuations originate from thermal excitations of Bogoliubov modes of oscillation along the condensate axis. The phase coherence length is inversely proportional to the quasi-condensate temperature, therefore \( l_\phi \) can be used as a thermometer for phase fluctuating condensates

\[ l_\phi = \frac{\hbar^2 n_1}{mk_BT}, \]  

(2.40)

Below a temperature \( T_\phi \) the phase coherence extends over the whole harmonically trapped cloud (\( l_\phi = L \)) and a true condensate is regained

\[ T_\phi = \frac{\hbar^2 n_1}{mk_B L}. \]  

(2.41)

The mean-field approach is not valid anymore at high temperatures or low densities such that \( l_c \gtrsim l_\phi \). In that case the density fluctuates strongly like in a non-degenerate gas. It is important to point out here that these strong density fluctuations imply that the usual (perturbative) Bogoliubov approach to the degenerate gas must break down, since the Popov approximation (expanding the fluctuations around the average density) can no longer be relied upon. In the next section we will show that, luckily, for this regime exact solutions for the many-body wavefunction are known.

5. Exact solutions in 1D

This section discusses exactly solvable models for interacting bosons in 1D. Solutions were found for impenetrable bosons by Girardeau [53] and for bosons with
Figure 2.1. (a) Cartoon of atomic density distributions for the Lieb-Liniger gas at $T = 0$ [43]. For increasing values of the interaction parameter $\gamma$ the interatomic separation increases and the size of the wave-functions decreases. Top: 1D quasi-condensate where atomic waves overlap. Middle: for decreasing density the atomic waves become more localized. Bottom: at very low density the atomic wave-functions exclude each other similar to ideal fermions, for $T = 0$ we have a Tonks-Girardeau gas. (b) Momentum distribution for a Tonks-Girardeau gas of impenetrable bosons at zero temperature (straight line). The corresponding distribution for an ideal Fermi gas is shown for comparison (dashed line). Adapted from reference [33].

finite delta-function interaction by Lieb and Liniger [35]. Remarkably, Yang and Yang found integral equations describing the thermodynamics of the Lieb-Liniger gas [36] at any finite temperature. Figure 2.1 shows a cartoon of atomic density distributions in 1D for $T = 0$ (adapted from Ref. [43]). For increasing values of the interaction parameter $\gamma$, the interatomic separation increases, and the size of the wave-functions decreases.

5.1. Tonks-Girardeau

For a system of impenetrable point-like bosons in 1D the wave-function and ground state energy were derived by Girardeau [53]. By definition impenetrability means that the wave-functions of two bosons vanishes when the two atoms are at the same position. Girardeau realized that this is just like the case of ideal fermions, in that case as a result of the exclusion principle. Consequently the ground-state wave-function for interacting bosons $\psi^B$ can be mapped to a system of ideal free spinless fermions $\psi^F$ by multiplying the Fermi wave-function by $-1$ upon particle exchange. For a ring of length $L$:

$$\psi^B = |\psi^F| \propto \prod_{j \neq l} \left| \sin \left[ \pi L^{-1}(x_j - x_l) \right] \right|.$$

(2.42)
This wave-function varies smoothly everywhere except for the position where two particles meet, where it vanishes and has a cusp. While the density distribution of these “fermionized” bosons is identical to that of ideal fermions, their momentum distributions \( w(k) \) are distinctly different. An analytic rigorous upper bound for \( w(k) \) was first given by Lenard [81]. Later the long-range and short-range expansions for \( w(k) \) were derived [82,83]. Following Olshanii [33], we plot \( w(k) \) in Figure 2.1b. For comparison the momentum distribution for the ideal Fermi case, with \( k_F = \pi (N - 1)/L \), is also plotted.

### 5.2. Lieb-Liniger

Lieb and Liniger [35] found the ground-state wave-function for bosons with repulsive delta-function interaction of any strength on a one-dimensional ring (a box of length \( L \) with periodic boundary conditions). The Hamiltonian for the Lieb and Liniger system is

\[
H = -\frac{\hbar^2}{2m} \sum_{j=1}^{N} \frac{\partial^2}{\partial x_j^2} + g_1 \sum_{i<j} \delta(x_i - x_j), \quad g_1 > 0.
\] (2.43)

The dimensionless ‘Lieb and Liniger’ parameter \( \gamma \) is then introduced

\[
\gamma = \frac{m g_1}{\hbar^2 n_1},
\] (2.44)

where \( n_1 = N/L \). Using the Bethe Ansatz [55] Lieb and Liniger showed that the \( k \)'s in the Ansatz satisfy

\[
(-1)^{N-1} \exp (-i k L) = \exp \left[ i \sum_{k'} \theta(k' - k) \right],
\] (2.45)

where \( \theta \) is a phase shift obeying

\[
\theta(k) = -2 \tan^{-1} \left( k/\gamma n_1 \right), \quad -\pi < \theta < \pi.
\] (2.46)

Lieb [54] also analyzed the excitation spectrum of the Lieb-Liniger gas and found that besides a phonon-like “type I” excitation spectrum, a “type II” branch exist. While the type I excitations match the Bogoliubov phonon spectrum (Sect. 4.4) that is valid in the weak coupling limit, the type II excitations do not exist in the Bogoliubov approach. The new branch in the spectrum is associated with “hole-like” excitations: a hole is an omitted \( k \) value and is created when a particle with \( k_i \) is taken to \( k_N \).

The 1D system shows a peculiar behavior: the system becomes more strongly interacting as the density decreases. This counter-intuitive effect can be qualitatively understood through the \( \gamma \) parameter. It can be interpreted as the ratio of the interaction energy \( \epsilon_{\text{int}} = n_1 g_1 \) to the characteristic kinetic energy of the atoms \( \epsilon_{\text{kin}} \approx \hbar^2 n_1^2 / 2m \). Lowering the density, reduces the kinetic energy faster than the
interaction energy, thus for low density (γ ≫ 1) we have a strongly interacting gas (Tonks-Girardeau), while in the opposite limit for (γ ≪ 1) we have a weakly interacting gas (1D mean-field).

A nice hybrid theoretical and numerical approach to calculate the excitation spectrum of the Lieb-Liniger gas was taken by Caux and Calabrese [84]. From their results for 0.25 < γ < 100 it becomes clear that for zero temperature hole-like excitations are important only for γ ≳ 1. We shall see in the following that already at weak coupling (γ ≪ 1) but for finite temperature deviations from the Bogoliubov treatment become important.

5.3. Yang-Yang

Yang and Yang [36] extended the Lieb-Liniger treatment to non-zero temperatures. Their method is also known as thermodynamic Bethe Ansatz [37, 38]. Yang and Yang included the effect of thermal excitations by allowing the existence of a whole collection of omitted momentum states (holes), with density ρ_{h}(k) besides the density of occupied momentum states ρ(k). Yang and Yang were then able to derive analytic expressions for the thermodynamics of this gas. Their main result is formed by the two integral equations

\[ ϵ(k) = -μ + \frac{\hbar^2 k^2}{2m} - \frac{g \sqrt{m/\hbar^2}}{2\pi} \int_{-∞}^{∞} dq \left\{ \ln \left[ 1 + \exp \frac{−ϵ(q)/k_B T}{k_B T} \right] \right\} \left( \frac{g \sqrt{m/\hbar^2}}{2} + (k - q)^2 \right), \] (2.47)

where ϵ is defined by

\[ ρ_{h}/ρ = \exp[ϵ(k)/k_B T], \] (2.48)

and

\[ 2\pi f(k) = 1 + \frac{2g \sqrt{m}}{\hbar^2} \int_{-∞}^{∞} dq \frac{ρ(q) dq}{(g \sqrt{m/\hbar^2})^2 + (k - q)^2}, \] (2.49)

for

\[ f(k) = ρ + ρ_{h}. \] (2.50)

Equation (2.47), where μ is the chemical potential, can be solved for ϵ by iteration. Subsequently ρ can be obtained by iterating equation (2.49).

Extra information is obtained [59] by differentiating the free energy per particle \( F_N^{-1} \) with respect to γ at constant density and temperature

\[ g^{(2)} = \frac{2m}{\hbar^2 n^2} \left[ \frac{∂(F_N^{-1}(γ, τ))}{∂γ} \right]_{n, τ}, \] (2.51)

where \( g^{(2)} \) is the local pair correlation function that expresses the (normalized) probability to find two particles at the same position. In a mean-field condensate, interactions stabilize the density and \( g^{(2)} ≈ 1 \). While ideal bosons experience “bunching” and have \( g^{(2)} = 2 \), the opposite holds for ideal fermions with \( g^{(2)} = 0 \) (“anti-bunching”). Fermionized bosons in the TG limit also have \( g^{(2)} = 0 \).
Figure 2.2. (Color online) (a) Equation of state of the uniform weakly interacting 1D Bose gas for three different values of the temperature parameter $t = 2k_B T^2/m g^2_{11}$. From top to bottom, $t = 2000$ (light grey/red); $t = 1000$ (black); $t = 500$ (dark grey/blue). The exact numerical result (solid lines) is compared with the behavior in the mean-field regime (dashed lines) and with the ideal Bose gas result (dotted lines). The Yang-Yang thermodynamic equations yield a smooth equation of state $n_{YY}(\mu,T)$, including the region around $\mu(x) = 0$.

Figure 2.2a shows the numerical solution of the Yang-Yang equations for $1/\gamma \propto n_{YY}$ for different values of the dimensionless temperature parameter

$$t = \frac{2k_B T^2}{mg^2_{11}}. \tag{2.52}$$

We plot the values: $t = 2000$ (red), $t = 1000$ (black), $t = 500$ (blue), (numerical data obtained by Kheruntsyan [59, 85]). The exact numerical result (solid lines) is compared with the behavior in the mean-field regime (dashed lines) and with the ideal Bose gas result (dotted lines). The Yang-Yang thermodynamic equations yield a smooth equation of state $n_{YY}(\mu,T)$, including the region around $\mu(x) = 0$. 
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This deviates dramatically from both the ideal-gas description (diverging density as $\mu$ approaches zero from below, cf. Eq. (2.22)) and the quasi-condensate description ($\mu = n_{\text{cond}}$; vanishing density as $\mu$ approaches zero from above). Hence the exact solutions are crucial for a correct description of the Bose gas in the region around $\mu = 0$ as is described in more detail in Chapter 5.

Figure 2.2b shows the local correlation $g^{(2)}$ versus $\mu/k_B T$ for the same values of $t$ as above. The solid curves are exact numerical results, while the dashed line indicates the mean-field value and the dotted line the behavior of the ideal Bose gas. The calculated value of the local pair correlation function $g^{(2)}$ varies smoothly between $\approx 1$ and $\approx 2$ in the plotted range of $\mu$. This differs from the ideal-gas value of 2 and the quasi-condensate value of $\approx 1$.

6. Overview of ultracold Bose gas regimes

6.1. Regimes for $T = 0$

The transitions between the various regimes for the $T = 0$ case, that were summarized above, have been studied for a trapped gas by several authors [34, 73]. We follow here the approach by Menotti and Stringari [73]. These authors describe atoms trapped in an elongated harmonic trap with $\omega_\perp \gg \omega_\parallel$. The longitudinal confinement is weak and for high enough atom number $N$ the atomic interaction energy largely exceeds the axial level splitting ($\mu \gg \hbar \omega_\parallel$) and the local density approximation can be used.

A schematic phase diagram is plotted in Figure 2.3. The line $N\omega_\parallel/\omega_\perp = l_\perp/a$ indicates the cross-over from the 3D cigar from the 1D mean-field regime. Using $\mu = \hbar \omega_\perp$ in equation (2.36) it follows that this is equivalent to the criterium $n_l = 3/4a$ [74]. The line $N\omega_\parallel/\omega_\perp = (l_\perp/a)^2$ indicates the cross-over from 1D mean-field to the Tonks-Girardeau gas. This demarcation, marked by $\gamma = 1$ in the homogeneous case, is found when the interaction energy equals the kinetic energy: $\pi^2 \hbar^2 n_1^2/2m = g_1 n_1$ for the harmonically trapped case, solved in reference [73]. The

![Phase diagram for $T = 0$, in the plane $N\omega_\parallel/\omega_\perp$ versus $l_\perp/a$, based in Figure 1 of reference [73]. The dashed line indicates $N\omega_\parallel/\omega_\perp = (\omega_\perp/\omega_\parallel)^2 l_\perp/a$ for $\omega_\parallel/\omega_\perp = 1/400$. The light grey/red line indicates the parameter range covered in our experiment.](image-url)
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dashed line indicates the cross-over from the parabolic 1D mean-field regime to the ideal gas or Gaussian condensate regime where the axial level splitting is large compared to the atomic interaction energy and the LDA cannot be used. We draw the dashed line $N \omega_{\parallel}/\omega_{\perp} = (\omega_{\parallel}/\omega_{\perp})^{3/2} l_{\perp}/a$ for $\omega_{\parallel}/\omega_{\perp} = 1/400$, the aspect ratio of the trap used in Chapters 4 and 5. In our experiment we vary the number of atoms in the quasi-condensate between $10^3$ and $10^4$, while $l_{\perp}/a = 36$. The covered range is indicated in red in Figure 2.3. It is clear that the physics of one-dimensional atomic gases plays an important role in our experiments. Secondly, for our aspect ratio we do not reach the TG regime when the atom number is lowered.

### 6.2. Regimes in 1D

The system of delta-function interacting bosons in 1D can be effectively characterized by the combination of the dimensionless coupling parameter $\gamma$ [Eq. (2.44)] and the reduced temperature $\tau = T/T_d$, with $T_d$ the 1D degeneracy temperature [Eq. (2.23)]. Using the exact values of $g^{(2)}$ [Eq. (2.51)] Kheruntsyan and coworkers [70] have classified various physical regimes for the interacting Bose gas in 1D at finite temperature. The diagram of states is shown in Figure 2.4. Above the degeneracy temperature two regimes are indicated. For small $\gamma$ we are in the ‘decoherent classical’ or non-degenerate Bose gas regime were $g^{(2)} \approx 2$. For large $\gamma$, strong interactions result in high temperature fermionization, characterized by $g^{(2)} \to 0$. Below the degeneracy temperature four regimes are distinguished. For $\gamma \gg 1$ we have a degenerate Tonks-Girardeau gas with $g^{(2)} \to 0$. For $\tau \ll \gamma \ll 1$ we have the mean-field regime and the finite temperature correction to the zero-temperature result for the local correlations is small: $g^{(2)} \approx 1$. In this regime quantum fluctuations of the phase dominate over thermal fluctuations.

For higher temperatures $\gamma \ll \tau \ll \sqrt{\gamma}$ we have a mean-field quasi-condensate characterized by thermal fluctuations of the phase, interactions stabilize the density so that $g^{(2)} \gtrsim 1$. If we increase the temperature further $\sqrt{\gamma} \ll \tau \ll 1$ phase

![Figure 2.4. (Color online) Diagram of states for the homogeneous 1D Bose gas in the plane $T/T_d$ versus $\gamma = mg_1/\hbar^2 n_1$. The degeneracy temperature in 1D is given by $T_d = \hbar^2 n_1^2/2mk_b$. The area shaded in light grey/red indicates the parameter range covered in our experiment.](image-url)
coherence is destroyed and we enter the decoherent quantum regime with $g^{(2)} \lesssim 2$. The parameter range covered in the experiments described in this contribution, indicated in red, ranges from the classical regime via the decoherent quantum regime into the mean-field regime.

7. Previous models for $T > 0$

7.1. Semi-ideal Bose gas

In the situation of a three-dimensional harmonically trapped cloud ($k_B T, \mu \gg \hbar \omega$) just below the condensation temperature $T/T_c \lesssim 1$, the number of non-condensed atoms is large and cannot be neglected. In a first approximation [86] we suppose that condensed and non-condensed fractions can be separated spatially because the spatial extent of the BEC is much smaller than that of the thermal cloud so the two parts do not have much spatial overlap. It is further assumed that the BEC is not influenced by the presence of the thermal atoms and maintains its TF profile [Eqs. (2.32) and (2.33)]. The quantum saturated thermal cloud however is repelled by the mean-field interaction energy $2g n_{TF}(r)$ with the much denser condensate in the trap center. The factor 2 accounts for collisions between atoms in different quantum states. To find the density distribution of the thermal atoms for this case we use equation (2.25) with $D = 3$ that can be written as

$$n_T(r) = \frac{1}{A^3} \frac{g^{3/2}}{\Lambda T^3} \left[ e^{\mu - V_{\text{ext}}(r)} \right],$$

(2.53)

where we use the effective potential $V_{\text{eff}}(r) - \mu = V_{\text{ext}}(r) - \mu_{TF} + 2gn_{TF}(r)$.

7.2. Self-consistent Hartree-Fock

When dealing with the system as described in the previous section a more refined approximation can be made by taking into account not only the influence of the condensate on the thermal atoms but also vice versa. This problem can be solved numerically in an iterative process and is referred to as a self-consistent Hartree-Fock (HF) approach [87, 88]. The self-consistent potential for the thermal atoms is

$$V_{\text{eff}}(r) - \mu = V_{\text{ext}}(r) + 2gn_0(r) + 2gn_T(r) - \mu.$$  

(2.54)

The condensate profile is affected by the density of the thermal atoms:

$$n_0(r) = \max \left\{ 0, \frac{\mu - V_{\text{ext}}(r) - 2gn_T(r)}{g} \right\}.$$  

(2.55)

Fixing the total atom number fixes the chemical potential of the thermal fraction $\mu = gn_0(0) + 2gn_T(0)$. This self-consistent HF approach gives accurate results in the 3D case [89] but has been shown to fail in the description of experimentally...
obtained profiles when the gas approaches the one-dimensional regime: $k_B T, \mu \approx 2\hbar \omega_\perp$ [60]. The breakdown of this HF method when approaching the 1D regime and $\mu \approx 0$, can be seen as follows: in 1D, since $g_{1/2}(z) \to \infty$ as $\mu \uparrow 0$ (Sect. 3) for any peak density $n(0)$, one can always find a self-consistent HF solution, in the semiclassical approximation for the axial distribution, which has $n_0 = 0$, and $\mu < V_{\text{ext}}(0)$. Note also that the local value of the two particle correlation function $g^{(2)}$ differs significantly from both the values 2 and 1 assumed in this approach for the thermal atoms and the condensate atoms respectively (Fig. 2.2).

Luttinger liquid

Another mean-field approach, that will not be discussed further here, is employing the Luttinger liquid (see Haldane [90–93]). It is used mainly for strongly interacting systems and has the same region of validity as Bogoliubov-Popov: $l_\phi \gg l_c$. The Luttinger-liquid approach to one-dimensional Bose gases with delta-function interaction was discussed in detail by Cazalilla [94]. The method has been used successfully to describe the dynamics of phase fluctuations in mean-field condensates [95,96].

8. Evaporative cooling

An important tool in atom cooling that provides the final increase in phase-space density that ultimately leads to Bose-Einstein condensation is evaporative cooling. In this process the high-energy tail of the Maxwell-Boltzmann velocity distribution of the trapped atoms is selectively removed, for example using radio-frequency (RF) induced spin flips. The remaining atoms collide elastically and re-thermalize. The energy per particle decreases and the sample is cooled. Theory describing the evaporative cooling process can be found in [97–100]. We repeat here only the key equations that can be used to calculate the efficiency of the evaporative cooling process. We add specific calculations for the case of the Ioffe-Pritchard trap in the high temperature limit with $\delta = 5/2$ that do not appear in the cited references. A treatment of the IP trap that is valid in the complete range from the high to the low temperature limit can be found in reference [100].

If the atomic density of trapped alkali atoms is not too high ($n < 10^{20} \text{m}^{-3}$) three body collisions (that lead to losses via spin exchange) are rare and for typical experiments on alkali atoms the trap lifetime is limited by collisions with background gas. For a trap depth $\epsilon$ the truncation parameter is $\eta = \epsilon/k_B T$. Evaporative cooling works most effectively if the truncation parameter $\eta$ is kept constant. This can be achieved by ramping down the trap barrier during the cooling process, so called forced evaporation. The timescale for evaporative cooling is set by the elastic collision time

$$\frac{1}{\tau_{\text{el}}} = \sqrt{2n_0 v_{\text{th}} \sigma}, \quad (2.56)$$
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where $\sigma = 8\pi a^2$ is the s-wave collisional cross-section and $v_{th} = \sqrt{8k_BT/\pi m}$ the thermal velocity. For efficient evaporative cooling the ratio $R$ of “good” elastic collisions to “bad” collisions with background gas should exceed a minimal value $R = \tau_{\text{loss}}/\tau_{\text{el}} > R_{\text{min}}$, where $\tau_{\text{loss}}$ is the trap lifetime. If $R > R_{\text{min}}$ the collision rate increases with decreasing temperature and the regime of run-away evaporation is entered. Run-away evaporation is most easily reached for steep traps where the density of states decreases rapidly with decreasing temperature as can be seen in the comparison between the 3D harmonic trap [$\delta = 3/2$, Eq. (2.2)] and the steeper 1D harmonic 2D linear trap ($\delta = 5/2$) in Figure 2.5a. The minimal value for the ratio of good to bad collisions is given by

$$R_{\text{min}}(\delta, \eta) = \frac{\lambda(\delta, \eta)}{\alpha(\delta, \eta)[\delta - 1/2] - 1},$$

where $\alpha$ is the key parameter of the evaporative cooling process, which expresses the temperature decrease per particle lost, and $\lambda$ is the ratio of the evaporation time to the elastic collision rate. The parameters $\alpha$ and $\lambda$ can be calculated using the following expressions.

**Figure 2.5.** (Color online) (a) Minimum value for the ratio of good to bad collisions plotted as a function of the truncation parameter. Comparison between the 3D parabolic potential ($\delta = 3/2$, solid line) and the 2D linear 1D harmonic potential ($\delta = 5/2$, dashed line). (b) The efficiency parameter of evaporative cooling $\gamma$ versus the truncation parameter $\eta$ for $\delta = 3/2$ (solid lines) and $\delta = 5/2$ (dashed lines). In each case, three different lines are given for ratio of good to bad collisions (from top to bottom) $R$ of 5000 (dark grey/blue), 1000 (black) and 200 (light grey/red).
The theoretical background

Used below are the incomplete gamma functions $P$ and $R$, defined as (see appendix in Ref. [98])

\[
P(a, \eta) = \frac{1}{\Gamma(a)} \int_0^\eta t^{a-1} e^{-t} dt,
\]

\[
R(a, \eta) = \frac{P(a + 1, \eta)}{P(a, \eta)},
\]

where $\Gamma(a)$ is the Euler gamma function. The average energy of the escaping atoms is $(\eta + \kappa) k_B T$, where the parameter $\kappa$ for the case of a power-law trap is

\[
\kappa = 1 - \frac{P(7/2 + \delta, \eta)}{\eta P(3/2 + \delta, \eta) - (5/2 + \delta) P(5/2 + \delta, \eta)}.
\]

This leads to an expression for $\alpha$ for forced evaporative cooling at constant $\eta$ (see p. 194 of Ref. [99])

\[
\alpha(\delta, \eta) = \frac{\eta + \kappa(\delta, \eta) - [3/2 + \gamma(\delta, \eta)]}{3/2 + \gamma(\delta, \eta) + \kappa(\delta, \eta) [\delta - \gamma(\delta, \eta)]},
\]

where the scaling parameter $\gamma$ [see Ref. [98], Eq. (99)] for a power-law trap is

\[
\gamma = -\frac{3}{2} + \left(\frac{3}{2} + \delta\right) R(3/2 + \delta, \eta).
\]

Finally, the parameter $\lambda$, expressing the ratio of the evaporation time to the elastic collision rate is given by

\[
\lambda(\delta, \eta) = \left(1 - \frac{3}{2} + \delta\right) \frac{1}{1 - R(3/2 + \delta, \eta)} \frac{\alpha(\delta, \eta)}{\eta - (5/2 + \delta) R(3/2 + \delta, \eta)}.
\]

Once the condition $R > R_{\text{min}}$ is fulfilled it is useful to calculate the overall figure of merit for the effectiveness of the evaporation process given by the parameter $\gamma_{e,\text{tot}}$, that expresses the relative increase in phase space density with decreasing atom number

\[
\gamma_{e,\text{tot}} = \frac{\ln(\Phi_{\text{final}}/\Phi_{\text{initial}})}{\ln(N_{\text{final}}/N_{\text{initial}})}.
\]

This global parameter is maximal when $\gamma_e = -d(\ln \Phi)/d(\ln N)$ is optimized at all times. From equation (10) of reference [99] we find

\[
\gamma_e(\delta, \eta, R) = \frac{\alpha(\delta, \eta)[\delta + 3/2]}{1 + \lambda(\delta, \eta)/R} - 1.
\]

The calculated values of $\gamma_e$ for the cases $\delta = 3/2$ and $\delta = 5/2$ are plotted in Figure 2.5b. In the case $\delta = 5/2$ for $R = 1000$ the overall maximal efficiency $\gamma_e = 2$, provided $\eta \approx 7$. This means that a typical gain of 6 orders of magnitude in phase space density costs 3 orders of magnitude in atom number.
Experimental setup

1. Introduction

In this chapter the experimental setup is described. We start off with a general discussion of our design considerations followed by a description of the five main parts of the setup. The central and most innovative part of the experimental setup is formed by the microtrap that is treated with some detail.

The concept of the ‘atom chip’ combines the advantages of scale reduction and reproducibility with the possibility to trap atoms under very strong confinement. The confining force for atoms is proportional to the gradient of the magnetic field strength. Figure 3.1 illustrates that chip traps can have very high gradients with a simple example: the side guide. This tube-like atom trap is created with a chip in the $xy$-plane at $z = 0$, when the field from a current $I$ through a wire along $x$ is compensated by a homogeneous bias field $B_{\text{bias}}$ along $y$. A trap occurs at a distance $z_0$ from the chip surface. The trap position and the gradient of the magnetic field at that point are given by the Biot-Savart law, and can be written as

\[ z_0 = \frac{\mu_0 I}{2\pi B_{\text{bias}}}, \]

\[ \frac{\partial B}{\partial z} = \frac{\mu_0 I}{2\pi z^2}, \]

where $\mu_0$ is the magnetic permeability of free space. For a current of 2 A and a bias field of 40 G, the trap is 100 $\mu$m away from the surface where the gradient is 4 kG/cm. Moreover this gradient grows quadratically with decreasing wire current at constant bias field. We exploit this feature to trap ultracold atoms at low density in extremely elongated traps to eventually reach the regime where the transverse atomic motion is frozen out due to the strong confinement and the low atomic interaction energy: the gas becomes one-dimensional. This 1D regime requires small atomic interaction energy that can be achieved by reducing the total number of trapped atoms and hence the linear density.

This chapter is organized as follows. After a general discussion on the design criteria in Section 2, we describe the design and construction of the microtrap in Section 3. Thermal properties of the microtrap are discussed in Section 4. In Section 5 the layout of our ultra-high vacuum system is given, Section 6 explains...
Figure 3.1. (Color online) Creating a two-dimensional trap with a wire and an external field. Top: wire field, center: external field, bottom: resulting total field. The left-hand column shows magnetic field lines and the right-hand column gives the magnitude of the field at $y = 0$. The trap forms at a distance $r_0 = 100 \mu m$ from the wire axis, and the gradient at the trap center is $|B'(r_0)| = 4 kG/cm$, assuming an infinitely thin wire (figure adapted from [101]).

the dispenser atom source. Section 7 deals with the design and control of the magnetic field coils around the vacuum system. An overview of the laser setup is given in Section 8. In Section 9 we give some details on the imaging system. Section 10 covers the computer system used to control the experiment. Finally, a short description of the experimental cooling and trapping sequence for the production of a BEC is given in Section 11.

2. Design considerations

The design of the setup was inspired by two successful experiments on Bose-Einstein condensation in microelectronic traps performed in the year 2001 in the groups of Jacob Reichel in Münich and Claus Zimmermann in Tübingen [44,45].
and by the work of Schmiedmayer and his group at the university of Heidelberg [102]. Especially the Münich experiment was attractively simple albeit that only small condensates were obtained. For our design a relatively small number of atoms in the condensate (∼10^4) was enough to reach our first aim, the study of one-dimensional condensates. In this section some of our design choices that have led to the construction of a stable and productive setup are laid out. For the modelling of the magnetic field we used the Mathematica software (Wolfram) with the radia add-on that was written at the European Synchrotron Radiation Facility in Grenoble1.

**Single chamber**

On a chip, thanks to the strong confinement, BECs can be produced an order of magnitude faster than with conventional traps, in only one second of evaporative cooling. The background-pressure-limited lifetime of a BEC at a pressure in the 10^{-10} mbar range is in the order of 10 s. Efficient loading of a magneto-optical-trap (MOT) requires a partial pressure of at least 10^{-9} mbar. Many experimental setups meet both requirements by connecting two vacuum chambers through a small aperture and maintaining the required pressure imbalance by differential pumping. In that case atoms are magneto-optically cooled at the high-pressure side and subsequently transferred to the low pressure region through the aperture, as was described for example in Kai Dieckmann’s thesis [103]. The atoms can be transferred in a beam [14,104–106] or as a cloud using a magnetic transfer scheme [107,108]. On an atom chip however, ten times faster cooling, allows a ten times higher background pressure. This takes away the need to load a “BEC”-chamber from a separate “vapor”-chamber. Instead enough pressure difference can be attained by inducing a pressure gradient in time. This was done in reference [109] by loading the MOT from a pulsed atom source and in reference [110] using light induced atom desorption. We load our MOT by pulsing a rubidium dispenser. A few seconds after the end of the pulse the pressure has dropped sufficiently to reach BEC in the same vacuum compartment.

**Free space versus mirror MOT**

We have adopted the mirror-magneto-optical-trap (mirror-MOT) technique that was introduced by Reichel et al. [111]. The working of the mirror-MOT is identical to that of the standard 3D MOT [112] the only difference is that the laser beams in the plane of the MOT coils are reflected off a mirror (see Fig. 3.2). Upon reflection the circularly polarized light changes handedness thus maintaining the proper handedness with respect to the quadrupole magnetic field vectors. Using this method limited optical power (∼50 mW total) is sufficient to trap and cool enough atoms close to a surface to eventually reach BEC.

1. Download free at www.esrf.eu/Accelerators/Groups/InsertionDevices/Software/Radia
Stainless steel versus glass cell

In cold atom experiments worldwide virtually each lab has its own vacuum system and magnetic field coil design. The use of a small glass cell, to perform the main physics experiments in, is popular. It allows a dense packing of magnetic field coils close to the center of the experiment while sufficient optical access is maintained. In our case the multitude of electrical feedthroughs and the water feedthrough for cooling of the chip, required for our microtrap, makes the use of a single glass cell less straightforward. In the original Münich setup [44] the pumping speed was limited because the chip mount and current leads formed a bottle neck. Besides good access for pumping another advantage of a stainless-steel chamber is the easy use of double-sided AR coating on the windows (difficult for glass cells) that improves the imaging quality. Thirdly the application of wires in vacuo to produce strong magnetic-field gradients relaxes the requirements on the proximity of magnetic-field coils considerably. In our case the final reason to choose a stainless steel chamber was the availability of a finished nicely crafted vacuum chamber with an octagonal cross-section (180 mm diameter) that was produced in the Huygens Laboratory, Leiden, The Netherlands [113]. This chamber gives ample optical access and provides for the easy connection of many electrical feedthroughs.

A very elegant alternative approach was followed by the group of Jacob Reichel in a new generation of experimental setups where they have replaced the top cover of their cell with an already connected microchip [114] combining easy connection, good optical access and the possibility of cooling the chip without compromising the pumping speed.

Efficient and reproducible chips enable wider applicability

The development of efficient and reproducible “atom chips” could facilitate the quick setup of new cold-atom experiments world wide at a reduced cost. In this way more researchers could do experiments on ultracold atoms: physical systems that are governed completely by quantum mechanics. Such a development would bring the world of quantum mechanics closer to our daily experience.2

Advantages of scale reduction

Another advantage of the use of small current-carrying wires to trap atoms is the dynamical flexibility. It is easy to rapidly switch off 2 A of current in a chip wire because of the low resistance and low inductance. This is in sharp contrast to the high voltages needed to push down the hundreds of amperes of current in the large coils used in conventional BEC machines. The chip wires can be switched rapidly in about 30 μs limited by the current source bandwidth, contrarily the magnetic bias fields that are generated by the outside coils have

---

2: An example of such an initiative is the on-line atom chip experiment in Germany (www.physnet.uni-hamburg.de/ilp/sengstock/projects/ELearning/index.html).
a relatively long switching time of 1.2 ms limited by the current source voltage. The chip setup allows also to economize on the lasers because small BEC’s are efficiently produced from modest initial atom numbers. There is no need for a high power tapered-amplifier diode or a titanium-sapphire laser. In our setup for example we use only three simple diode lasers. By keeping the laser setup small we reduce costs but we also reduce the man hours of maintenance. The complete setup involves only one optical table with room for both the lasers and the vacuum system with the atom chip, with a total footprint of only 4 m².

**Formulation of design criteria**

In the design process, that involved three successive test traps before reaching the final microtrap, we have identified the following essential elements:

- the magnetic trap should have a large enough capture volume,
- the trap should provide an adequate mode match with the optically cooled atom cloud,
- to start evaporative cooling the atomic collision rate should be raised. This is achieved by increasing the magnetic field gradient. During this compression the trap should always be deep enough so that the heated atoms are not squeezed out of the trap.

From these key requirements we can derive typical values for the currents to be used in the wire layers. The required currents in turn impose constraints on the thermal properties of the microtrap.

3. Microtrap for cold atoms

The core of the experimental setup is formed by the microtrap for cold atoms shown in Figure 3.2a. This trap consists of three layers of current-carrying wires. The surface layer is formed by a silicon substrate coated with a patterned gold layer. On this ‘atom chip’ a Z-shaped wire is defined that is usually operated at a current of 2.25 A. Behind the substrate are two layers containing three parallel copper wires each, in the x and y-direction, respectively. These ‘miniwires’ have a diameter of 300 μm and typically run at 10 A. The design and development of the microtrap assembly formed by the chip, the miniwires and their mount was the crucial and most innovative step in the buildup of our experimental setup.

**Microtrap elements – mirror-MOT**

For the effective implementation of a mirror-MOT the mirror should reflect the cooling laser beams under a 45° angle without birefringence. Metallic coatings are well suited for this purpose. Our metal of choice is gold because it has a high reflectivity of ≈98% at 780 nm, it does not oxidize like silver or aluminium and it
Figure 3.2. (Color online) (a) Chip mount with orientation of the two layers of miniwires (blue and red), the orientation of the H-current is indicated (grey/green) and the position of the on-chip Z-wire (white). (b) Schematic of the mirror-magneto-optical-trap. Cooling light beams in the $yz$-plane reflect on the chip surface (beams along $x$ are omitted for clarity). The handedness of the circular polarization is indicated with the (grey/red) arrows ($\sigma^+$ and $\sigma^-$ are defined in the propagation direction of the light). The course of the H-current is indicated (grey/green). The quadrupole coils are shown in black. Black arrows indicate the current direction.

Microtrap elements – wire-MOT

We start the trapping and cooling process with a mirror-MOT stage where the quadrupole magnetic field is generated by the MOT coils (see Sect. 7). In a second step we replace this quadrupole field by a magnetic field that is generated by the miniwires, the wire-MOT stage. The proper magnetic field is essentially generated with a current $I$ on the surface of the mirror that follows a H-shape (green line in Fig. 3.2) and a homogeneous bias field $B_y$ along $y$. The central section of the H in the $x$-direction together with $B_y$ form a side guide along $x$. We estimate the trap position and gradient using equation (3.1); with a current of 10 A along $x$ [equally divided over three parallel red wires in Fig. 3.2a] and $B_y = 5$ G we find the trap minimum at $z_0 = 4$ mm where the gradient is $12.5$ G/cm. The wire sections of the H that run in the $y$-direction provide a confining gradient along $x$. The currents in the “legs” of the H run in opposite directions. Therefore the magnetic field is zero in the trap center and the field lines point outwards in the $xz$-plane for positive $z$. In a volume of radius $z_0$ the magnetic field resembles the ideal quadrupole configuration for a MOT reasonably well. For $z_0 = 4$ mm this volume is comparable to the volume where the cool light beams intersect.
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Microtrap elements – magnetic trap

After the optical cooling stages we magnetically trap the atoms in a Loffe-Pritchard (IP) magnetic field configuration (see Sect. 2, Chap. 2). For the IP field we invert the current in one of the miniwires along y [blue wires in Fig. 3.2a] thus turning the quadrupole field into an IP-field configuration. In the subsequent stage we transfer the atoms to the on-chip Z-wire [white wire in Fig. 3.2a] that provides a strongly confining potential. In this stage the miniwires are only used to give small corrections to the fields and gradients and eventually to generate the focusing pulse used for experiments described in Chapters 4 and 5.

3.1. Layout and construction

In the description of the wire pattern layout we refer to the frame of reference in Figure 3.2, where the center of the chip surface is at the origin. A detailed drawing including the dimensions of the boron nitride ceramic disc is shown in Figure 3.3b. The 300-μm-diameter Kapton-coated copper miniwires run along x and y in two layers centered at \(z = -0.5\) mm and \(z = -0.8\) mm respectively. The spacing between the wires within one layer is 0.65 mm and 3 mm, for the wires along x and y respectively. These wire layers exactly fit in grooves in the boron-nitride ceramic disc that is machined with a CNC computer-controlled mill. An exploded view of the chip mount parts is shown in Figure 3.3a. We machine our ceramic disc from boron-nitride because it is as easily machinable as Macor but has a thermal conductivity that is 20 times higher.

All parts are bonded with Epo-tek H77 epoxy except for the silicon substrate that was glued to the boron-nitride ceramic with Epo-tek 377. The miniwires are electrically connected using standard vacuum-compatible sub-D-type gold plated connector pins. We strip the Kapton from the end of the miniwire and press it, along with a piece of bare copper, into the male pin. The resistance of the miniwires (including the connection to the male pins) is 10 mΩ. With a current of 10 A typically 1 W per wire is dissipated over the whole length of the wire resulting in negligible heating. At a current of 20 A the wire sections that are suspended in free space between the connector pins and the ceramic disc start to heat up moderately. All copper elements used in the microtrap assembly are made of oxygen-free high-conductance (OFHC) copper. The copper heat sink is connected with four bolts (M3) to the end cap of a stainless-steel (type 316L) rod with an outer (inner) diameter of 16 mm (8 mm). This rod is welded to a CF40 flange for insertion into the vacuum system. A polyvinyl chloride (PVC) tube of 6 mm diameter runs coaxially inside the stainless-steel rod. Cooling water enters the system through the inner (PVC) tube. Water flows out of the tube towards the stainless-steel to copper interface, where it removes heat from the microtrap assembly, before flowing back on the outside of the PVC tube. We typically run 0.1 l/min of tap water through the system.

The gold-coated silicon substrate or ‘atom chip’ was produced using the facilities of the Amsterdam nanoCenter (located at AMOLF, the FOM Institute for...
Figure 3.3. (Color online) (a) Exploded view of chip mount. (1) Silicon chip with gold layer; (2) miniwires; (3) connector pins (male); (4) boron-nitride ceramic element; (5) female connector pin; (6) copper heat sink; (7) water-cooled stainless steel rod. (b) Dimensions of boron-nitride ceramic disc. The exact position of the miniwires and their numbering is indicated. All sizes are in mm.

Table 3.1. Parts used in the microtrap assembly and their supplier.

<table>
<thead>
<tr>
<th>part</th>
<th>description</th>
<th>supplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>electrical feedthrough</td>
<td>Sub-D 15 pin</td>
<td>Allectra</td>
</tr>
<tr>
<td>D-sub connector pins (female)</td>
<td>gold plated</td>
<td>Allectra</td>
</tr>
<tr>
<td>Kapton insulated wires</td>
<td>1 mm diameter</td>
<td>Allectra</td>
</tr>
<tr>
<td>Kapton insulated wires</td>
<td>0.3 mm diameter</td>
<td>Allectra</td>
</tr>
<tr>
<td>boron-nitride ceramic</td>
<td>high purity grade</td>
<td>Saint Gobain</td>
</tr>
<tr>
<td>UHV compatible epoxy</td>
<td>low outgassing</td>
<td>Epo-tek H77/377</td>
</tr>
</tbody>
</table>

Atomic and Molecular Physics). The production will be described in detail in the forthcoming thesis by van Es [115]. Here we describe the production process only briefly. Furthermore the treatment of the wire layout is restricted to the 125-μm-broad Z-wire that was used for all experiments described in this contribution. A few of the eight other wires present on the chip were employed during
the work described here. Especially one neighboring wire was used as an antenna to perform radio-frequency evaporative cooling. A 300-μm-thick high-purity silicon substrate is covered with two layers of different types of photo-resist resulting in a total layer thickness of ~2 μm. The resist is exposed to UV-light through an optically patterned mask (produced at MESA+, University of Twente, The Netherlands). Developing the double resist layer results in a resist pattern that has an undercut. A very smooth 1.8-μm thick gold layer is deposited onto the substrate using vapor deposition. A lift-off procedure, that is facilitated by the undercut in the resist, finally shows the wires that are defined by ≥5-μm-wide gaps in the gold layer. We use a Z-shaped wire because it is the most simple way to generate a IP field configuration with a single wire and a bias field [116]. In addition, such a Z trap can be easily compressed by increasing the bias field $B_r$. If we compress in this way, the trap is automatically deep enough and the heated atoms are not squeezed out. In our first chip design we incorporated only very elongated traps made of narrow wires, as a result the radial compression was too high and the axial trap depth too low to achieve high enough atom number and density to reach BEC. The Z-wire height is fixed at 1.8 μm by the chip production process. In choosing the width $w$ and length $d$ of the central section of the Z-wire we have to make a compromise between on the one hand high attainable trap frequencies (small $w$) and a large trapping volume (large $d$ and large $l$) while ensuring on the other hand to keep the ohmic heating within bounds (small $d$, small $l$, large $w$). Our resulting Z-wire is shown in Figure 3.4; it has a 3-mm-long 125-μm-wide central section with leads that fan out, thus limiting the total resistance to 0.7 Ω. This low resistance allows us to run a relatively high current of 2.25 A through the wire without overheating the chip thus ensuring a large enough trap volume. At this current and with a 40-G bias field the trap minimum sits at $z_0 = 90 \mu$m

![Figure 3.4.](image-url) Layout of the chipwires, dimensions of the chip are 25 × 16 mm².

3. An order of magnitude higher current density was reached with a total current of 1 A in a 5-μm-wide chipwire: $10^{11} \text{A/m}^2$. 
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where the gradient of the magnetic field is 3.7 kG/cm. An excellent starting point for evaporative cooling.

### 3.1.1. Assembly

In the assembly process special care is taken to create optimal epoxy adhesion layers. The two epoxy components were carefully weighted on a precision balance and mixed. We heat the mix to \( \approx 40 \, ^{\circ}\)C to decrease the viscosity. This mixture is degassed in a desiccator for one minute. Keeping the epoxy for longer in vacuo harms the mixture because essential chemical components get extracted. The epoxy was cured in air at \( 150 \, ^{\circ}\)C for 1 hour. During the warm up trajectory the epoxy becomes very fluid and tends to creep onto the mirror surface. To prevent this from happening the chip edges were designed to extend 1 mm over the supporting boron-nitride layer. In Figure 3.5 we show some pictures taken during the construction process of the microtrap. The assembly process is performed in several curing stages. In the first curing stage the ceramic disc is glued onto the copper heat sink and the connector pins for the chip wires are glued in place. In the subsequent curing stage the miniwires and their connector pins are glued into the groves in the ceramic disc. After removing the excess epoxy with a mill and

**Figure 3.5.** (Color online) Snapshots of the construction process of the microtrap. Top row (from left to right): gluing the miniwires into the grooves in the boron-nitride ceramic. Miniwires are pressed in place for a curing stage. Microtrap assembly with another pressing mold just before the placement of the microchip. Lower row (from left to right): removing the weight that pressed the chip in place while curing. Resulting chip mount with all eight chipwires wire-bonded to their connector pins. View of the microchip assembly after complete wiring to the vacuum feedthroughs.
careful cleaning we place a drop of Epo-tek 377 in the middle of the ceramic disc and glue the microchip on it in the last curing stage. We press the chip in its exact position with a special mold and a weight that has only 3 needle-like contact points with the chip to do minimal damage to the very soft gold layer. The alignment error of the on-chip Z-wire with respect to the miniwires achieved in this way was smaller than 50 \( \mu \text{m} \). The eight on-chip wires are connected to the contact pins with 20 \( \mu \text{m} \)-diameter aluminium wires with a wire bonding technique. Each contact pad was bonded with 10 wires except for the Z-wire where we have used 14 wire bonds. The microtrap wires are then connected to a set of sub-D-type vacuum feedthroughs. The maximum bake-out temperature for the chip mount in the vacuum system is limited to 180 \( ^\circ \text{C} \) by the Kapton around the copper wires and the used epoxy. After bake out, the chip mount was compatible with ultra high vacuum conditions as expected; the experiment is operated at a pressure of \( 10^{-10} \text{ mbar} \).

4. Thermal properties of the microtrap

For the design of the microtrap assembly an analysis of the thermal properties was performed. We measure a steady-state total thermal resistance of 10 K/W when we send a current through the on-chip Z-wire and cool with a water flow of 0.1 l/min. Measurements of the steady-state thermal resistance of the mount and of the heating as a function of time were reproduced by a Finite Element Method (FEM) simulation and were compared to an analytic study of the heat flow through the chip mount [117]. In Section 4.1 we use the heat equation to get an analytic handle on the FEM simulation results that are presented and discussed in Section 4.2.

4.1. Thermal conduction – analytic approach

Heat flow in a homogeneous medium, characterized by its specific heat \( c \), density \( \rho \) and thermal conductivity \( \sigma \), is described by the heat equation

\[
\frac{\partial T}{\partial t} = \frac{c}{\rho \sigma} \nabla^2 T. \tag{3.3}
\]

We look for solutions to this partial differential equation for a model system that represents the microtrap assembly. Figure 3.6 illustrates the dimensions used in describing the finite system of length \( l \). The area \( S \) is equal to that of a heat source, in our case a gold layer of width \( w \) and length \( d \) of which the thickness \( h \) determines the resistance. In a system that is symmetric around an axis (z) the heat equation can be solved using Fourier series [118]. From the Fourier series we can obtain estimations of the thermal behavior in two limiting cases where the heat flow is approximately symmetric around \( z \): (i) close to the wire in the regime \( (l - z) < w \ll d \); (ii) for large distances \( (l - z) \gg d \). We write the solution to the heat...
equation in one dimension. At position $z = l$, a constant power $P$ is dissipated, while at $z = 0$ the temperature is kept constant

$$\delta T(z, t) = \frac{P}{\sigma S} z + \sum_{n=1}^{\infty} A_n \sin k_n z e^{-\gamma_n t}, \quad (3.4)$$

$$\gamma_n = \frac{\sigma}{\rho c} k_n^2, \quad k_n = \frac{(2n - 1)\pi}{2l}. \quad (3.5)$$

Here $A_n$ are the Fourier coefficients and $k_n$ the wavevectors. The first term in equation (3.4) gives the stationary solution for $t \to \infty$, while the temporal evolution is expressed through the relation between the relaxation constant $\gamma_n$ and the wavevector $k_n$. From the relation (3.5) we see that the relaxation time $\gamma_n^{-1}$ increases with the square of the wavelength $2\pi/k_n$ of the contributing Fourier component.

Equation (3.4) gives access to comprehensive estimates for the stationary and dynamical thermal properties of our chip mount. These estimates can be used to gain insight in the more realistic FEM analysis.

(i) At small distances, close to the gold-silicon interface [$|(l - z) < w \ll d|$], we have the simple case of one-dimensional flow and the stationary term in equation (3.4) yields for the thermal resistance $R_t = \Delta z/\sigma S$ in a layer of thickness $\Delta z$. Let us assume that this homogeneous heat flow approximation holds for depths up to $w/2$. The thermal resistance of such a silicon layer is then $1 \text{K/W}$ with $w = 125 \mu \text{m}$. An estimate for the time constant for the heating of this layer can be found from equation (3.5). The Fourier component with the longest relaxation time $\gamma_n^{-1}(k)$ corresponds to $k = \pi/w$ and by inserting the values for silicon (Tab. 3.2) we find a relaxation time of $\sim 20 \mu \text{s}$. Thus, this thin silicon layer heats up on a timescale much faster than the timescale of the experiment and the steady-state value forms an inevitable lower bound on the thermal resistance if we use silicon as a substrate.

(ii) In the limit of distances large compared to the radial dimensions [$|(l - z) \gg d|$] we look at the heating of the total mount, also an approximately one-dimensional problem. An estimate for the heating time constant is found again from equation (3.5). The largest part of the mount is formed by the copper heat-sink of length 40 mm. We insert the values for copper (Tab. 3.2) and find a relaxation time of 6 seconds.
Table 3.2. Some physical properties of the materials used for the fabrication of the microtrap.

<table>
<thead>
<tr>
<th>Fig. 3.6</th>
<th>material</th>
<th>heat conductivity $\sigma$ [W/Km]</th>
<th>specific heat $c$ [J/kgK]</th>
<th>density $\rho$ [kg/m$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>gold</td>
<td>300</td>
<td>132</td>
<td>19.3 × 10$^3$</td>
</tr>
<tr>
<td>(2)</td>
<td>silicon</td>
<td>148</td>
<td>710</td>
<td>2330</td>
</tr>
<tr>
<td>(3)</td>
<td>Epo-tek 377</td>
<td>0.2</td>
<td>$1.0 \times 10^3$</td>
<td>1175</td>
</tr>
<tr>
<td>(4)</td>
<td>boron nitride</td>
<td>27</td>
<td>1468</td>
<td>1900</td>
</tr>
<tr>
<td>(5)</td>
<td>Epo-tek H77</td>
<td>0.66</td>
<td>$1.0 \times 10^3$</td>
<td>$2.5 \times 10^3$</td>
</tr>
<tr>
<td>(6)</td>
<td>copper</td>
<td>400</td>
<td>385</td>
<td>8920</td>
</tr>
</tbody>
</table>

For intermediate distances $w \ll (l - z) \ll d$ the heat flow problem has to be treated in two dimensions. At this distance range (and within the silicon) the system can be approximated by a line-like heat source of infinite length on a silicon half-space substrate. The temperature increase at the gold silicon interface as a function of time is then given by the incomplete gamma function [119]

$$\delta T(t) = \frac{hw_j e_j^2}{2\pi\sigma} \Gamma \left(0, \frac{c\rho w_j^2}{4\pi^2\sigma t}\right), \quad (3.6)$$

where $j$ is the current density, $\rho_e$ is the electrical resistivity, and $h$ is the wire thickness. This function is plotted in Figure 3.7b.

4.2. Thermal conduction – finite element method

For a more detailed three-dimensional study of the thermal properties of our chip mount design a finite element method (FEM) simulation was performed using the MSC-Marc software package [117]. The chip mount was modelled with 2500 elements where the smallest elements near the heat source have a size of 2 μm. The chipwire was simulated by imposing an uniform heat load at the wire surface area of 125 × 3000 μm$^2$. The modelled layers from top to bottom and their respective thickness are listed in Table 3.3. A three-dimensional image of a quarter section of the modelled mount with the equilibrium temperature distribution for 1 W heat load is shown in Figure 3.7a. The epoxy layers with their low thermal conductance form a distinct barrier for the heat flow to the next layer. The heating process after the heat load is turned on is also calculated dynamically. The temperature rise at three positions on the symmetry axis is shown in Figure 3.7b. The equilibrium values for the thermal resistance of the modelled layers at the symmetry axis are listed in Table 3.3. Two values for the thickness of the Epo-tek 377 layer were simulated because this thickness is not exactly known experimentally. The measured value for the total thermal resistance is 9.9 ± 0.1 K/W. The dynamic FEM results [Fig. 3.7b] show that in the first 6 ms (inset) the temperature at the silicon-gold interface is already at half its final value, and that the realistic heating exceeds that of the analytic expression for
Figure 3.7. (Color online) (a) Finite element method simulation of thermal properties of the chip mount. Shown here is a quarter section of the mount with the equilibrium temperature distribution for a heat load of 1 W generated at the gold wire location. The modelled layers from top to bottom are silicon, Epotek 377 (20 μm), boron-nitride, Epotek H77 and copper. The epoxy layers with their low thermal conductance clearly form a barrier for the heat flow to the next layer. (b) Dynamic thermal results of the finite-element-method simulation. Shown here is the temperature increase in the first 6 s after a heat load of 1 W at the gold wire location is turned on for three positions on the symmetry axis: silicon-gold interface (black straight line), boron-nitride-Epotek 377 interface (red dashed line) and copper-Epotek H77 interface (green dotted line). The inset shows a zoom of the first 6 ms. Here the curve for the incomplete gamma function, equation (3.6), that models an infinite silicon layer is shown for comparison (blue dash-dotted line). This comparison shows that already in the first millisecond the heat flow has encountered the first epoxy layer and the heating is faster than for the case of the semi-infinite silicon slab.

Table 3.3. Thermal resistance of constituting chip mount layers from FEM simulation compared to the experimentally measured value. Simulations were performed for 20 μm and 80 μm thick Epo-tek 377 layers. The experimentally measured value is shown in the last column.

<table>
<thead>
<tr>
<th>layer</th>
<th>thickness</th>
<th>thermal ( R ) [K/W]</th>
<th>thickness</th>
<th>thermal ( R ) [K/W]</th>
<th>measured ( R ) [K/W]</th>
</tr>
</thead>
<tbody>
<tr>
<td>silicon</td>
<td>300</td>
<td>1.6</td>
<td>300</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>Epotek 377</td>
<td>20</td>
<td>4.0</td>
<td>80</td>
<td>7.3</td>
<td></td>
</tr>
<tr>
<td>boron-nitride</td>
<td>1000</td>
<td>0.9</td>
<td>1000</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Epotek H77</td>
<td>80</td>
<td>1.6</td>
<td>80</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>copper</td>
<td>( 40 \times 10^3 )</td>
<td>0.4</td>
<td>( 40 \times 10^3 )</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>( 41 \times 10^3 )</td>
<td>8.5</td>
<td>( 41 \times 10^3 )</td>
<td>10.7</td>
<td>( 9.9 \pm 0.1 )</td>
</tr>
</tbody>
</table>

a semi-infinite silicon slab of equation (3.6) already within the first millisecond (as expected from the Fourier analysis). On the long timescale of 6 s we see that only the copper is still getting warmer (in agreement with the Fourier analysis) but that
the total equilibrium value is approached already to within 3%. This dynamical behavior was found to be in qualitative agreement with measurements performed on a neighboring chipwire with a smaller width of $10 \mu m$ for times between $10^{-4}$ s and 10 s. What is the relevant process for our experimental situation? One experimental cycle takes a constant 10 s or 20 s and is repeated typically more than 20 times. This cycling together with the constant flow of cooling water through the chip mount will guarantee a constant long-term temperature stability of the microtrap. The current pulses through the chipwire take $\sim 1$ s or longer by which time the steady-state situation is almost reached. We conclude that for our purposes the value of the steady-state thermal resistance is the relevant quantity that has to be minimized in our design. The epoxy layer that bonds the silicon substrate to the boron-nitride ceramic layer forms the largest contribution to the total equilibrium thermal resistance (see Tab. 3.3). Therefore this epoxy layer was the focus of our attempts to improve the total thermal conductance of the mount. Our favorite epoxy that we use in other parts of the mount (Epo-tek H77) is filled with ceramic grains to increase the thermal conductivity. These grains with a diameter of $\approx 20 \mu m$ make it impossible to create thin layers. We therefore employed the same type of epoxy with proven low outgassing rate but without the filler (Epo-tek 377) to bond the silicon layer to the boron-nitride ceramic. We have tested Epo-tek 377 by bonding microscope slides and studying the layer homogeneity and thickness under an optical microscope. Spreading the epoxy (prepared as described in Sect. 3.1) over one of the surfaces followed by curing of the bond under pressure resulted in the inclusion of air bubbles in the epoxy layer. An almost perfectly homogeneous filling was obtained when a drop of epoxy was deposited in the middle of one of the parts before putting the parts together under pressure. The “smearing” method resulted in a layer thickness of 25 $\mu m$. The “drop” method resulted in thin layers of $12 \pm 3 \mu m$ and was used for the fabrication. The layer thickness achieved in the final chip mount fabrication could not be measured. We assume that the Epo-tek 377 layer is thicker than the test results because the (mechanically milled) boron-nitride surface is less smooth than that of the microscope test slides. We had to apply more epoxy per bonded area than was used for the tests. We estimate the layer thickness between 20 $\mu m$ and 80 $\mu m$. These thicknesses were used in the FEM simulation results. Within the simulated range the FEM thermal resistance agrees quantitatively with the measured value. The accuracy of the measurement and simulation of the thermal conductance do not allow to establish the thickness of the first epoxy layer with good accuracy. The important contribution to the total thermal resistance however suggests that we can still improve the performance, for example by finding an epoxy that is a better thermal conductor or finding a way to make thinner layers.

5. Vacuum system

Our vacuum setup is shown in Figure 3.8 [113]. It is built up around a science chamber with an octagonal cross section (1). The octagon contains both the
Figure 3.8. Vacuum setup: (1) science chamber, (2) and (4) venting valves, (3) gate valve, (5) Ti sublimation pump, (6) ion getter pump 40 l/s, (7) ion gauge, (8) microtrap, (9) dispenser atom source, (10) 4+1-way cross, (11) ion getter pump 2 l/s. The scale of the figure is indicated using the size of a central flange.
microtrap (8) and dispenser atom sources (9). Ultra high vacuum (UHV) conditions are maintained using the combination of an ion getter pump (IGP) (6) and a titanium sublimation pump (TSP) (5). Both are located in the pump section that can be separated from the science chamber with a gate valve (3). The pressure can be monitored with a Bayard-Alpert type ionization gauge (7). The microtrap is connected with a custom-made 4+1-way cross (10) that is pumped with an additional small ion-getter pump (11). The science chamber and the pump section can be separately evacuated using a turbo molecular pump through valves (2) and (4) respectively. A 100-W halogen light bulb is positioned in the science chamber to aid the bake out. All parts are made of the commonly used stainless steel type (304) except for the science chamber, the 4+1-way cross and the chip mount where we have used the less magnetic stainless steel type (316L).

Seven glass windows give optical access to our vacuum chamber. Five CF40 windows, with a double sided AR coating, are centered at \( x = 0 \) in the \( yz \)-plane. A sixth CF40 window is centered at the \( x \)-axis and is placed at the backside of the vacuum vessel. The CF100 window that seals off the front side of the octagon is uncoated. The conductance from the science chamber to the 5-way cross at the center of the pump section is about 30 l/s justifying the choice of an ion getter pump with a pumping speed of 40 l/s (Physical Electronics 2082040, controller: Perkin and Elmer Digitel 500). The addition of a titanium sublimation pump (Varian 916-0061, controller: Varian 929-0023) increases the pumping speed for reactive elements but does not pump noble gases. The pressure is monitored with a Bayard-Alpert type ionization gauge (Varian UHV-24p, controller: Varian). We can close the gate valve (VAT 10836-CE01) to preserve vacuum in the pump section while opening the science chamber to replace the chip mount or the atom dispensers. Both sections can be evacuated with a turbo pump through all-metal valves (Varian). We pump the 4+1-way cross with the chip mount and its electrical feedthroughs with an extra 2 l/s ion getter pump (Varian 919-0520, controller: Varian minivac) to be sure that this remote piece does not act as a virtual leak.

We reach a vacuum pressure in the \( 10^{-11} \) mbar using the following procedure4. We clean all vacuum parts in an ultrasonic, bath first with acetone and then with ethanol. Secondly we use materials with low outgassing rates in the microtrap design (see Sect. 3). After assembly we perform a vacuum bake out at a temperature of 180 \( ^\circ \)C limited by the Kapton insulation of the minitrap wires and the two types of UHV compatible Epoxy (Epotek H77 and 377) used in the minitrap. The octagonal chamber was opened several times to exchange the minitrap and the dispensers while maintaining UHV in the pump part by closing the gate valve. We typically bake during seven days while pumping with a 63 l/s turbo-molecular pump (Pfeiffer). We then combine the turbo with IGP pumps. Subsequently we valve off the turbo pump and let the system cool down. We then start the TSP and let it fire during one minute at 47 A each 32 hours. This

---

4. N.B. all pressure readings are at the position of the ionisation gauge unless explicitly stated otherwise.
procedure leads to a pressure below the sensitivity limit of the ion gauge, this indicates a pressure of \( \approx 10^{-11} \text{ mbar} \).

6. Dispenser pulsed atom source

We use a non-evaporable getter as a source for rubidium atoms. These so-called dispensers are commercially available (SAES Getters) and are widely used in cold-atom experiments [109]. The dispensers used in our experiment are centimeter-sized stainless-steel containers filled with rubidium chromate and a reducing agent. Rubidium atoms are released when the reduction reaction is initiated upon heating the container above a threshold temperature (600 °C for cesium [120]). We heat the dispenser resistively by applying a current pulse of 11–20 A during 2–4 s\(^5\). Heating and cooling down can be achieved in this way within 5 s thus altering the gas pressure on the same timescale. The dispensers used in our experiment have an active length of 12 mm and contain \( \sim 4.5 \text{ mg} \) of Rb. We found only one study in the literature detailing on the flux from alkali dispensers [120]. Succi and coworkers quote a cesium flux at 5 A dispenser current of 10 mg/min. If this flux can be compared to the Rb case (not specified anywhere) the dispenser would be empty after 450 minutes of continuous operation. Our dispensers were used extensively for about one year and were not empty at the time of replacement. We have mounted our dispensers close to the atom chip on a thick copper high-power vacuum feedthrough (MPF AO756-1-CF, 4-pin power feedthrough copper conductors 23 A; 1250 V). The 6.4-mm-diameter copper rods allow the essential rapid cool down of the dispenser after the end of the current pulse. The opening slit of the dispenser is placed close to the chip but the direct line of sight to the center of the MOT is blocked by the rim of the microtrap assembly to prevent a harmful stream of hot atoms from passing through the cold cloud. A bare copper wire runs parallel to the dispenser with counter-propagating current to minimize the generated magnetic field at the position of the MOT. In our setup that was operated in the years 2006/2007 we have pointed the opening slit of the dispensers in the opposite direction facing away from the MOT. By mounting the dispensers in this way we avoid a possible coating of the chip mount with Rb. In initial experiments we had noticed that Rb atoms that had stuck to the microtrap assembly would desorb from the microtrap during the magnetic trapping stage at the moment the assembly heats up. These desorbed Rb atoms had a detrimental effect on the magnetic trapping lifetime. Changing the direction of the rubidium atom beam emerging from the dispenser had no effect on the number of atoms that we could trap in the MOT. The problem of the decreased trap lifetime due to desorbed rubidium was completely solved in the most recent setup where we (i) directed the Rb beam away from the chip; (ii) reduced ohmic heating by reducing the chipwire resistance and improving the thermal conduction of the chip mount and (iii) heated the chip mount to 40 °C at moments that the experiment was not running to clean the chip mount from possible Rb contamination. This heating

\(^5\) The exact pulse shape and duration depend on details of the experiment like the exact cycle time.
Figure 3.9. (Color online) Magnetic field coils: (1) compensation coils, (2) vacuum chamber, (3) MOT coils, (4) bias coils. The outer diameter of the six outside coils is 200 mm.

is done by circulating warm water through the cooling water circuit (circulating bath Tamson TC6B).

7. Magnetic field coils

Figure 3.9 displays the magnetic field coil configuration around the vacuum chamber. These coils are used, together with the microtrap wires, for magneto-optical and magnetic trapping, and manipulation of cold atom samples. All coils are compactly wound with copper wire of rectangular cross-section: 0.8 × 1.4 mm² (Romal). The wire coating is specified for temperatures up to 200 °C. In this section we briefly describe the characteristics of the miniwires and the magnetic-field coils:

- **microtrap wires**: a total of six copper miniwires (the layout of these is described in Sect. 3.1 and Fig. 3.3) with a resistance of 0.1 Ω inside the vacuum provide both magnetic fields of 1 G/A and gradients 5 G cm⁻¹A⁻¹ at a distance of 2 mm. The six wires are operated at a current of 10 A using three bipolar power supplies (Kepco BOP 20-10) and one unipolar version (Kepco ATE 6-10) all with a bandwidth of around 16 kHz. These very versatile miniwires serve many purposes and are used for example for the MOT field, to generate an IP type magnetic trap and for the atom-focusing experiments. The on-chip Z-wire with $R = 0.7$ Ω is operated at $I \leq 2.25$ A using a Kepco ATE 15-3 power supply;

- **compensation coils**: six coils (1) are added to generate a homogeneous field and a gradient in arbitrary direction, and can be used to compensate the fields from the microtrap wires in any direction. The six compensation coils have 128 windings each. The coils of radius $R = 100$ mm are placed at a distance of 1.8R from the center. This is larger than the optimal distance
of $R/2$ where the B-field curvature is zero, the so-called Helmholz configuration. The B-field along the axis in the trap center has a magnitude of 1.84 G/A per coil set and a curvature of $B'' = 0.04$ G/cm². Each coil has a resistance of 1.5 Ω and a self-inductance of 6 mH. The compensation coils are multi purpose. They are used for example to cancel the earth magnetic field, to steer the magnetic field minimum and to add to the bias field in the highly compressed last stage of the BEC production. We run up to 11 A through each coil in a pulsed fashion. Each pair of coils for a specific direction is driven by a single power supply. We use bipolar linear regulated current amplifiers (Kepco BOP 36V, 12A) with a bandwidth of 10 kHz. The switching time for the compensation coils is limited to 2.2 ms by the coil inductance;

- **MOT coils**: a set of gradient coils (3) is used to generate the quadrupole magnetic field for magneto optical trapping. This coil set was constructed together with the vacuum chamber in the Huygens laboratory in Leiden [113]. For an optimal gradient, coils of diameter $R$ should be placed at a distance $R/2$ from the center. In our case the distance is $2R$, a compromise between coil efficiency and available space. The coils fit exactly around a CF40 flange and have an outer diameter of 130 mm. The 624 turns per coil are wound on a hollow water-cooled w-shaped profile. Each coil has a resistance of 1 Ω and a self-inductance of 24 mH. Each can carry 10 A of current when cooled with water at a flow rate of 5 ml/s. The resulting field gradient on the axis in the center of the trap is about 2.3 G cm⁻¹A⁻¹. We drive the current with one switched-mode power supply per coil (Delta SM 35-45). The current is shut-off in 0.5 ms using power MOSFETS (Thomson STE53NA50 500V; 53A);

- **bias coils**: an additional pair of coils (4) strengthens the homogeneous field in the $y$-direction that forms a waveguide together with the miniwires and chipwires. This is used in the last stage of the BEC production where we apply a magnetic field of 40 G in the $y$-direction. These bias coils with 100 square windings (130 mm sides) each, have a resistance of 0.7 Ω, and a self-inductance of 2 mH, and switch in 1.2 ms. The magnetic field in the center is 1.23 G/A. We use a 20 V, 20 A power supply for each coil (Kepco BOP). The bias coils are water cooled and sustain 20 A if pulsed with a 50% duty cycle.

8. **Lasers**

We use only three simple diode lasers: a grating stabilized master laser for cooling and probing, an amplifier diode laser locked by injection to the master laser and a repumper grating stabilized diode laser. The master laser is a commercial (Toptica DL100) external-grating-feedback diode laser that operates near the $^{87}$Rb D2 line (780 nm) and has 90 mW output power. The laser is frequency locked using
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a frequency-modulation (FM) scheme [121]. We create frequency sidebands on the light signal with an Electro-Optic phase modulator (EOM) [Nova Phase EOPM-R-020-C1]. Half of the available light is frequency-shifted and amplified by injection-seeding a second diode laser for cooling and probing. The remaining half is frequency-shifted and used for optical pumping. A second grating-stabilized diode laser (Toptica DL100) is locked to the \( F_g = 1 \rightarrow F_e = 2 \) transition of the \(^{87}\text{Rb} \) D1 line at 795 nm. This “repumper” light serves in the optical cooling process to pump atoms that have fallen in the dark hyperfine ground-state back to the \( F_g = 2 \) for further cooling. Here we have implemented an FM lock by directly modulating the laser current via a bias-T. All lasers are enclosed in light tight boxes. The light beams pass through mechanical shutters (Vincent Associates, Uniblitz, LS2T2) before entering single-mode polarization-maintaining fibers (coupler: Schäfter & Kirchhoff 60 SMS-1-4-A8-07) that transport the light to the main experiment.

For the MOT operation we couple 38 mW of cooling light and 7.5 mW of repump light from polarization maintaining fibers using beam expanders (Shäfter & Kirchhoff 60FC-T-4-M90-10) resulting in a \( 1/e^2 \) diameter of 15 mm.

In order to trap the atoms from the MOT magnetically, we pump them to the doubly polarized \( F_g = 2; m_F = 2 \) state. Optical pumping is performed by simultaneously illuminating the atoms with circularly polarized pump and repump light while the quantization axis is defined by a homogeneous magnetic field along the light axis.

9. Imaging system

We image our atom clouds on a CCD camera (Roper Scientific Coolsnap ES) with a collimated beam from a fiber using a pair of achromatic doublet lenses, see Figure 3.10. The light is circularly polarized after passing through a \( \lambda/4 \) plate.

![Figure 3.10. Schematic of the imaging setup. A cloud of atoms close to the chip mount is imaged on a CCD camera with a collimated beam from a fiber using a pair of achromatic doublet lenses, the light is circularly polarized after passing through a \( \lambda/4 \) plate. The lenses form a confocal telescope with magnification \( f_2/f_1 = 3 \). Part of the light cone that scatters from the atoms towards the first imaging lens is blocked by the chip mount effectively reducing the numerical aperture of the imaging system (dashed line).](image-url)
The lenses form a confocal telescope with magnification $f_2/f_1 = 3$. We probe our polarized atomic samples with circularly polarized light on- or near-resonance with the $F_g = 2 \rightarrow F_e = 3$ cycling transition while defining the quantization axis with a weak (2 G) homogeneous magnetic field in the propagation direction of the light (except for in situ measurements, where the quantization axis is defined by the IP magnetic field that points perpendicular to the propagation direction of the light). The number of scattered photons when probing with light with intensity $I$ at a detuning $\delta$ from resonance for a duration $\tau$ can be found from

$$N_{\text{scat}} = \tau s \frac{\Gamma}{s + \frac{1}{2}},$$

(3.7)

and

$$s = \frac{I/I_0}{1 + 4\delta^2/\Gamma^2},$$

(3.8)

where the saturation parameter $s$ is related to the saturation intensity $I_0$. The probe light intensity $I$ is 0.3 mW/cm$^2$. With an exposure time $\tau$ of 70 $\mu$s we find from equation (3.7) $N_{\text{scat}} = 200$ for the number of scattered photons at resonance. During illumination atoms are displaced by the recoil of the scattered photons. We can estimate the root mean square displacement transverse to the line of sight with $v_{\text{rec}} \sqrt{N_{\text{scat}}/3}$. Inserting the recoil velocity of $v_{\text{rec}} = 5.9$ mm/s we find that 200 recoils give a displacement of 3 $\mu$m. This displacement is smaller than the measured optical resolution of 4 $\mu$m ($1/e$ radius) and of the order of the effective pixel size in the object plane of 6.45/Mag = 2.15 $\mu$m.

10. Experimental control

The experiment is controlled with the help of a single PC in combination with analog and digital cards. Images from the CCD camera are read out and processed directly using the same computer. We give a brief description of the used components and the functionality of the control device here. A more detailed description of the experimental control including the software written in LabView (National Instruments) can be found in [115]. During each experimental cycle of 10 to 20 seconds atoms are trapped and cooled and subsequently a series of digital images is collected. The control involves two tasks: first the programming of digital and analog outputs and second the image processing.

We use an industrial computer (Spectra IPC-535) with 12 available PCI slots in a 19" housing. The PCI cards involved are: Viewpoint DIO-64 for digital control and timing, three analog output cards and one analog input card (National Instruments). We program 18 bipolar analog outputs ($\pm 10$ V) and 31 TTL outputs with sub-$\mu$s time precision in steps of 10 $\mu$s. Before the start of each cycle a timing sequence of typically $10^4$ steps is loaded into the memory of the Viewpoint DIO-64 card. During an experimental cycle the clock on the DIO card governs the timing and triggers the analog output cards guaranteeing reliable timing precision undisturbed by other processes that run on the PC. The TTL signals from the DIO...
card are shaped with line drivers and connected to a BNC break-out box with twisted pair flat cables to avoid reflections and cross-talk.

The radio frequency (RF) signal for forced evaporative cooling is generated with a direct digital synthesis (DDS) evaluation board (Analog Devices). The DDS board is programmed using 8 parallel data lines, 6 address lines and 6 other lines. In this way the RF amplitude and frequency can be controlled with the same 10 μs timing precision as the rest of the control signals. The frequency resolution was set to 24 bits corresponding to 12 Hz. For a more detailed description of the DDS system see [115].

11. Realizing Bose-Einstein condensation

The successive steps that increase the phase space density of a cloud of atoms and finally lead to Bose condensation in our experiment are very similar to those generally applied in BEC labs worldwide. Specific for our experimental setup is the use of miniwires to generate the magnetic potentials for the cooling and trapping stages. A detailed description of the trapping and cooling sequence used in our experiment can be found in [122]. In short, the procedure is as follows. In the first step we load our mirror-MOT [111]; secondly we apply a short compressed MOT [123] stage. Subsequently, the atoms are optically pumped to a single magnetic Zeeman state followed by magnetic trapping in the miniwire trap. A transfer to the magnetic potential of the on-chip Z-wire enables us to compress the trapping volume thereby increasing the inter-atomic collision rate. Finally, we perform forced evaporative cooling using radio-frequency-induced spin flips. A single 1.2-s RF ramp leads to the fast and relatively efficient production of a Bose-Einstein condensate of ≈10⁴ atoms.

11.1. Axial relaxation – reaching BEC in the 3D-1D cross-over

For the experiments on the Bose gas in the dimensional cross-over regime from 3D to 1D that are described in Chapters 4 and 5 we have used the following procedure. After the first 400 ms of compression of the Z-wire trap we start a linear evaporation ramp of 600 ms from 27 MHz to 1.7 MHz. Before reaching degeneracy we relax the axial confinement to a final trap with \( \omega_{\parallel} / 2\pi = 8.5 \text{ Hz} \) along \( x \), and \( \omega_{\perp} / 2\pi = 3280 \text{ Hz} \), and a bottom corresponding to \( \omega_{RF} / 2\pi = 1.518(2) \text{ MHz} \); for comparison \( \hbar \omega_{\perp} / k_B = 158 \text{ nK} \). The current in the Z-wire is set at 2.25 A, and the distance of the cloud to the chip surface is 90 μm. In this final trap a slower forced evaporation stage is performed, where we ramp the RF frequency from 1.7 MHz to \( \sim 1.55 \text{ MHz} \) in 450 ms. An additional 300 ms of plain evaporation at the final RF frequency allows the damping of residual quadrupole collective oscillations in the cloud to the point where these oscillations are no longer visible within our experimental resolution. We slow down the evaporation process before reaching BEC to avoid shock cooling; if the cooling goes faster than the axial thermalization, local patches of BEC are formed along the axis. These patches subsequently
collapse into the central potential resulting in large quadrupole oscillations [124]. We reach degeneracy at an atom number of $4 \times 10^4$, thus the overall efficiency is $\gamma_{e,\text{tot}} = 2.2$. To penetrate further into the 1D regime we can purposely reduce the atom number by performing the first RF ramp from 27 MHz to 1.7 MHz much faster, for example not in 600 ms but in 160 ms. In the latter case the linear density of a quasi-condensate is $50 \, \mu\text{m}^{-1}$, well below the cross-over value of $150 \, \mu\text{m}^{-1}$ (see Sect. 4.3, Chap. 2).

12. Concluding remarks

The described setup forms a state of the art machine for cold atom experiments that is especially suited for studying the 1D regime. In the design emphasis was put on simplicity and compactness, resulting in a reliable and stable setup for BEC production. The design and thermal analysis of the novel microtrap are discussed in some detail forming a basis for improvements and more general applications.
1. Introduction

The term ‘atom optics’ stems from the possibility to translate techniques and theory from optics to the field of atomic physics. Work with atomic and molecular beams dates back to the first half of the twentieth century [125]. Paul and Friedburg [126, 127] first implemented optical imaging with neutral atoms in 1950. Early examples of the exchange of roles of light and matter are the idea by Balykin and Letokhov to focus an atomic beam using an optical potential [128] and their experimental demonstration of the reflection of atoms on an evanescent light wave mirror [129]. Such a light mirror was later used in Amsterdam with the aim of creating a BEC with all optical means [130, 131]. With the achievement of BECs as a source of coherent atomic waves, the step to the experimental demonstration of an atom laser was small [132–135]. Immanuel Bloch and coworkers demonstrated a variety of atom-optical manipulations: reflection, focusing, and the storage of an atom laser beam in a resonator [136]. In the last decade, the group of Alain Aspect made detailed progress in the study of atom lasers [137–141]. A theoretical treatment of the propagation of atom-laser beams was given by Bordé [142, 143]. Coherent atomic waves are a promising tool, analogous to lasers, but with the possibility of a much smaller wavelength and therefore higher spatial resolution. A further application is the use of atomic waves in a Sagnac interferometer that can lead to huge sensitivity improvements over ring laser gyroscopes. The Sagnac phase shift of a particle traversing an interferometer is proportional to the mass energy of the interfering particle, this is $10^{10}$ times larger for an atom than for a photon [144]. Dave Pritchard and his group performed pioneering experiments using an atomic beam for interferometry [145] in the early 1990s.

Another optical technique applied to atoms was demonstrated in Amsterdam, where a non-equilibrium BEC was focused in free flight [124]. We have extended this atom-focusing technique, also building on the work in reference [146], to equilibrium clouds, that are in the cross-over from the three-dimensional to the one-dimensional regime. We have used the technique to study the axial momentum distribution of these gases. In this chapter we present data showing the focusing of clouds in the quasi-condensate regime. We are able to extract the temperature from the focal width of quasi-condensates. In this way we have
implemented a novel tool for cold atom thermometry. We derive the relation between the focal width and the temperature by explicitly exploiting the wave nature of atoms: an elongated (quasi-)condensate as it propagates freely after its release from the trap is described as a macroscopic wavefunction. It obeys the Schrödinger equation that has the same form as the paraxial wave equation for light.

We have also obtained focusing results for cold clouds in a regime where atomic interactions and non-zero temperature lead to reduced coherence, and a quasi-condensate description is not always applicable. Those results are described in Chapter 5.

The concept of focusing an elongated cloud is as follows: we apply a short, strong axial harmonic potential yielding a kick to the atoms proportional to their distance from the trap center (analogous to the action of a lens in optics), followed by free propagation. As a result the atoms come to a focus, at which time \( t_{\text{focus}} \) the axial density distribution reflects the axial momentum distribution before focusing. The focusing concept is illustrated in Figure 4.1. Since the focusing brings all atoms together axially, the signal level is high, even for a single realization. As we will show, averaging over a few shots is sufficient to obtain high signal-to-noise ratio.

![Figure 4.1. Principle of focusing an atomic cloud. We apply a short, strong axial harmonic potential yielding a kick to the atoms proportional to their distance from the trap center, followed by free propagation. As a result the atoms come to a focus, at which time \( t_{\text{focus}} \) the axial density distribution reflects the axial momentum distribution before focusing.](image)

The outline of this chapter is as follows. We start in Section 2 by giving a brief summary of concepts known from optics like the ABCD matrix, the Huygens-Fresnel integral and Gaussian beam propagation. We proceed in Section 3 by exploiting the equivalence of the paraxial wave equation and the Schrödinger equation in 1D to outline the theory for matter wave propagation through linear ABCD systems. We extend the existing work on nonideal light beams [147, 148] and matter wave propagation [139, 141–143] by making a connection between the quality factor \( M^2 \) of a nonideal atomic beam and the temperature of a quasi-condensate. This treatment enables us to derive the relation between the focal width of quasi-condensates and the temperature, given in Section 4. In Section 5 we summarize the behavior of a weakly interacting quasi-condensate in a time-dependent trap with scaling equations [149–151]. The experimental methods and results of the novel quasi-condensate thermometry method are presented in
Section 6. In Section 7 we discuss the experimental limits of the presented method. We conclude this chapter and give an outlook in Section 8.

2. Gaussian and nonideal optical beams and ABCD matrices

As an introduction to atom optics some basics of Gaussian beam optics and ABCD matrices are briefly summarized following reference [152]. Additionally, we discuss the treatment of nonideal light beams, using the quality factor $M^2$ that was developed by Siegman [153] and Bélanger [154] in the early 1990s.

In textbook optics [155, 156] an ABCD matrix describes the transformation of the vector of position $x$ and slope $x'$ of a light ray as it propagates from a plane $z_1$ to a plane $z_2$ through a cascade of optical elements as is shown in Figure 4.2. In matrix form

$$
\begin{pmatrix}
x_2 \\
x'_2
\end{pmatrix}
=\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x'_1
\end{pmatrix}.
$$

(4.1)

The ABCD matrix has unit determinant

$$AD - BC = 1.
$$

(4.2)

For a complete system, with many elements, the overall ABCD ray matrix is simply computed by multiplication of matrices of the individual optical elements and regions of free space that a light ray passes.

![Figure 4.2](image)

**Figure 4.2.** Overall ABCD matrix for the propagation of an optical ray through a cascade of optical elements.

2.1. Paraxial wave equation and Huygens-Fresnel integral

We consider a monochromatic light wave that propagates mainly along the optical axis and has a slowly varying envelope. We write the general complex wave like

$$
\tilde{E}(x, y, z) \equiv \tilde{u}(x, y, z)e^{ikz},
$$

(4.3)

where $k = 2\pi/\lambda$ is the wavevector of the light. The propagation of this beam is governed by the electromagnetic wave equation that follows from Maxwell's

1. We use the imaginary number $i$ instead of $-j$ used by Siegman.
equations and the appropriate boundary conditions. In the wave equation the second partial derivative in \( z \) may be dropped if

\[
\left| \frac{\partial^2 \tilde{u}}{\partial z^2} \right| \ll \min \left\{ \frac{2k}{\min \left| \frac{\partial^2 \tilde{u}}{\partial x^2}, \frac{\partial^2 \tilde{u}}{\partial y^2} \right|} \right\}. \tag{4.4}
\]

The propagation of \( \tilde{u}(x, y, z) \) in free space can then be described with the **paraxial wave equation** in the form

\[
\left[ \nabla_r^2 + 2ik \frac{\partial}{\partial z} \right] \tilde{u}(r, z) = 0, \tag{4.5}
\]

where \( r \equiv (x, y) \) are the transverse coordinates and \( \nabla_r \) is the Laplacian operator working on these transverse directions. The paraxial wave approximation is valid if the inequality (4.4) is satisfied. This is typically applicable for waves that propagate at an angle of less than 30° with the optical axis [152].

The propagation of paraxial beams can be calculated alternatively using Huygens’ integral. A wave (writing only one transverse dimension for brevity) \( \tilde{u}(x) \) is transported from the plane \( z_1 \) to the plane \( z_2 \) by

\[
\tilde{u}(x_2) = \int_{-\infty}^{\infty} \mathcal{K}(x_2, x_1) \tilde{u}(x_1) dx_1, \tag{4.6}
\]

where \( \mathcal{K}(x_2, x_1) \) is the Huygens kernel. If the criterium (4.4) is met, it can be written in the Fresnel approximation

\[
\mathcal{K}(x_2, x_1) = \frac{1}{\sqrt{2\pi B}} \exp \left\{ \frac{i}{2B} \left( Ax_1^2 - 2x_2x_1 + Dx_2^2 \right) \right\}, \tag{4.7}
\]

where, for a given optical system \( A, B \) and \( D \) are the same constants that appear in the ABCD matrix of that system derived using geometric optics, equations (4.1) and (4.2). By inserting equation (4.7) in equation (4.6) we get the Huygens-Fresnel integral

\[
\tilde{u}(x_2) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi B}} \exp \left\{ \frac{i}{2B} \left( Ax_1^2 - 2x_2x_1 + Dx_2^2 \right) \right\} \tilde{u}(x_1) dx_1. \tag{4.8}
\]

A set of solutions to both the paraxial wave equation and the Huygens-Fresnel integral is formed by the Gaussian beams of the form

\[
\tilde{u}(x, z) = \tilde{q} \exp \left[ ik \frac{x^2}{2R(z)} - \frac{x^2}{w^2(z)} \right], \tag{4.9}
\]

we have used the complex radius of curvature, defined as

\[
\frac{1}{\tilde{q}} \equiv \frac{1}{R(z)} + \frac{i}{\pi w^2(z)}. \tag{4.10}
\]
where $R(z)$ is the radius of curvature and $w(z)$ is the $1/e^2$ intensity half width. The variation of the complex radius of curvature along $z$ is

$$\tilde{q}(z) = \tilde{q}_0 + z - z_0,$$  

(4.11)

with the complex source point $\tilde{q}_0 = \tilde{q}(z_0)$. This leads to

$$w^2(z) = w_0^2 \left[ 1 + \left(\frac{z - z_0}{z_R^2}\right)^2 \right],$$  

(4.12)

with $w_0$ the minimum transverse size, and

$$R(z) = z + \frac{z_R^2}{z},$$  

(4.13)

where the Rayleigh range

$$z_R \equiv \frac{\pi w_0^2}{\lambda},$$  

(4.14)

is the distance the beam travels from the waist $w_0$ until the diameter increases by a factor $\sqrt{2}$. It is shown for example in [152] using the Huygens-Fresnel integral [Eq. (4.8)] that for a general system characterized by an ABCD matrix the complex beam parameter $\tilde{q}$ transforms according to the relation

$$\tilde{q}_2 = A\tilde{q}_1 + B,$$

(4.15)

Thus a Gaussian beam can be propagated through cascaded optical elements using the cascaded ABCD matrix for those elements.

### 2.2. Nonideal beam

To treat monochromatic beams in the paraxial approximation that are not diffraction limited and have ripples in phase and amplitude at any transverse plane, Siegman [153] and Bélanger [154] have introduced a treatment analogous to that for Gaussian beams. Consider a beam size $W(z)^2 \equiv [2\Delta x(z)]^2$, where $\Delta x^2$ is the second-order moment [Eq. (4.30)] of the transverse intensity profile of the general beam. The complex radius of curvature can be generalized for arbitrary beams [153]

$$\frac{1}{Q} = \frac{1}{R} + i\frac{\lambda M^2}{\pi W^2},$$

(4.16)

where $R$ approximates the mean radius of curvature and $M^2$ is the so-called beam quality factor that is an invariant coefficient of the beam. Just like for Gaussian beams, it follows from the Huygens-Fresnel integral [Eq. (4.8)] that the generalized radius of curvature for an arbitrary beam obeys the relation [154]

$$Q_2 = AQ_1 + B,$$

(4.17)
This formalism now allows the propagation of arbitrary paraxial beams through ABCD systems. As a simple example we write the propagation rule for the beam size of an arbitrary beam as it propagates through free space starting from its waist at $z_0$ where the beam attains its minimum size $W_0$:

$$W^2(z) = W_0^2 \left[ 1 + M^4 \left( \frac{\lambda}{\pi W_0^2} \right)^2 (z - z_0)^2 \right].$$  (4.18)

A comparison of an ideal Gaussian beam and a distorted beam with $M^2 = 1.5$ is plotted in Figure 4.3.

![Figure 4.3](image)

3. Atom optics and ABCD matrices

In this section the step from light optics to atom optics is made. In Section 3.1 the equivalence of the paraxial wave equation and Schrödinger’s equation for matter waves is discussed. Further, via the Huygens-Fresnel integral applied to matter waves we arrive in Section 3.2 at a formulation of the ABCD matrices for atoms. In Section 2 we relate the temperature of a non-interacting gas to its focal width.

3.1. Schrödinger equation and Wigner function

The application of techniques from optics to matter waves can be established by exploiting the analogy between the paraxial wave equation for light equation (4.5) and the Schrödinger equation for matter waves:

$$\left[ \frac{\hbar^2}{2m} \nabla_x^2 + i\hbar \frac{\partial}{\partial t} + V_{\text{ext}}(x) \right] \psi(x, t) = 0. \quad (4.19)$$

As in Section 2 we restrict ourselves here to one single transverse dimension. Note that the Schrödinger equation (4.19) is equivalent to the paraxial wave equation [Eq. (4.5)] with the correspondences [142]:

$$t \longleftrightarrow z, \quad \frac{m}{\hbar} \longleftrightarrow k, \quad V_{\text{ext}} \longleftrightarrow 0, \quad \psi \longleftrightarrow \tilde{u}. \quad (4.20)$$
In the Schrödinger equation the wavefunction $\Psi(x,t)$ propagates in time equivalently to the wavefront $\tilde{u}(x,z)$ along the axis $z$. Additionally, for a wave propagating in a medium with refractive index $n(x) = n_0 - n_2x^2/2$, as in a “duct” (see [152] p. 652 and Errata) the correspondence for a harmonic oscillator potential $V_{\text{ext}} = m\omega^2x^2/2$ is

$$\omega^2 \longleftrightarrow \frac{n_2}{n_0}.$$  \hspace{1cm} (4.21)

Because of this equivalence, the ABCD matrix formalism and the Huygens-Fresnel integral can also be applied to the wavefunction $\Psi$ to calculate its propagation through a cascade of harmonic potentials and sections of free space.

Let us look at a matter wave $\Psi(x,t)$ obeying equation (4.19) with, in general, a distorted density and phase distribution. The distribution in momentum space $\bar{\Psi}(k)$ can be found by taking the Fourier transform of $\Psi(x)$, defined as

$$\bar{\Psi}(k) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \Psi(x)e^{-ikx}dx.$$  \hspace{1cm} (4.22)

Before continuing with the ABCD formalism for matter waves, it is useful to briefly digress and introduce the Wigner distribution function (WDF). The Wigner distribution function $W(x,k)$ characterizes the state of a quantum system in phase space [147, 157–159]

$$W(x,k,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \Psi(x+\chi/2,t)\Psi^*(x-\chi/2,t)e^{-ik\chi}d\chi',$$  \hspace{1cm} (4.23)

were * denotes the complex conjugate. The projections of the WDF have a physical meaning. The density distribution is

$$\int_{-\infty}^{\infty} W(x,k,t)dk = |\Psi(x,t)|^2,$$  \hspace{1cm} (4.24)

and the momentum distribution is

$$\int_{-\infty}^{\infty} W(x,k,t)dx = |\bar{\Psi}(k,t)|^2.$$  \hspace{1cm} (4.25)

The integral over the whole Wigner chart yields the total probability, equal to 1 for a normalized wavefunction

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W(x,k,t)dxdk = 1.$$  \hspace{1cm} (4.26)

Unless stated otherwise we will indeed take $W$ (and $\Psi$) to be normalized in this way.

2. For notational convenience we actually use the wavevector $k$ instead of the momentum $p = \hbar k$. Note for instance that the phase space area $\Delta x\Delta k$ is dimensionless.
The Huygens-Fresnel integral [Eq. (4.8)] acts on the Wigner distribution function as a coordinate transformation. Specifically, let two functions \( f(x) \) and \( g(x) \) be related by the Huygens-Fresnel integral. Then the Wigner functions of \( f(x) \) and \( g(x) \) are related by [148]

\[
W_g(x_2, k_2) = W_f(x_1, k_1),
\]

where the coordinate transformation can be written in the ABCD form

\[
\begin{pmatrix} x_2 \\ k_2 \\ \end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} x_1 \\ k_1 \end{pmatrix}.
\]

(4.28)

In this way we can conveniently express the transformation of a matter wave in phase space when it traverses a system of cascaded potentials represented by the total ABCD matrix.

### 3.2. ABCD matrices for matter waves

The aim of this section is to find the propagation of the second-order moments of a wavepacket through an ABCD system that represents our atom focusing experiment. Part of this section follows the work by Bastiaans [148].

**Wigner chart**

We start by drawing the simple Wigner chart for a one-dimensional, minimum-uncertainty ("Heisenberg-limited"), atomic wavepacket (with the same mathematical form as an ideal Gaussian beam). The wavefunction is

\[
\Psi_H(x) = \left(\frac{1}{2\pi \Delta x^2}\right)^{1/4} e^{-x^2/(2\Delta x^2)}.
\]

(4.29)

The density distribution is symmetric around \( x = 0 \) (and \( k = 0 \)). In the case \( \langle x \rangle = \langle k \rangle = 0 \), the second-order moments of the density distribution \( \Delta x^2(t) \) and the momentum distribution \( \Delta k^2(t) \) are defined as

\[
\Delta x^2(t) = \int_{-\infty}^{\infty} x^2 |\Psi(x, t)|^2 dx,
\]

(4.30)

\[
\Delta k^2(t) = \int_{-\infty}^{\infty} k^2 |\bar{\Psi}(k, t)|^2 dk.
\]

(4.31)

For \( \Psi_H(x) \) [Eq. (4.29)] the product \( \Delta x \Delta k = 1/2 \), indeed the wavepacket is Heisenberg limited. Using this relation and equation (4.23) we arrive at the Wigner distribution function of the minimum-uncertainty wavepacket

\[
W_H(x, k) = \frac{1}{\pi} e^{-\frac{x^2}{2\Delta x^2} - \frac{k^2}{2\Delta k^2}}.
\]

(4.32)

A graphical representation of \( W_H(x, k) \) is shown in Figure 4.4.
Focusing phase-fluctuating condensates

Propagation of second-order moments

In addition to the second-order moments of position and momentum [Eq. (4.30)] it is useful to define a ‘mixed moment’ \( \Delta_{xk} \) employing the WDF

\[
\Delta_{xk}(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} xkW(x,k,t)dx \, dk.
\] (4.33)

The propagation of the second-order moments \( \Delta x^2, \Delta k^2, \Delta_{xk} \) and \( \Delta_{kx} \) of a wavepacket that propagates through an ABCD system, between times \( t_1 \) and \( t_2 \), is also conveniently written in matrix form [148]

\[
\begin{pmatrix}
\Delta x^2(t_2) & \Delta_{xk}(t_2) \\
\Delta_{kx}(t_2) & \Delta k^2(t_2)
\end{pmatrix}
= 
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\begin{pmatrix}
\Delta x^2(t_1) & \Delta_{xk}(t_1) \\
\Delta_{kx}(t_1) & \Delta k^2(t_1)
\end{pmatrix}
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}^T.
\] (4.34)

The ABCD matrices have unit determinant, therefore equation (4.34) shows that the determinant of the matrix of moments at \( t_2 \) equals that at \( t_1 \): The determinant is an invariant of the propagation in this system

\[
\Delta x^2(t)f\Delta k^2(t) - \Delta_{xk}(t)f\Delta_{kx}(t) \equiv \left( \frac{M^2}{2} \right)^2.
\] (4.35)

This determinant defines what was called the \( M^2 \) factor for matter waves by Riou and coworkers [139, 141].

As an example, we write down \( M^2 \) for a classical ideal gas in a harmonic trap. Such a classical Boltzmann gas assumes a Gaussian shape in a harmonic potential. Atoms do not interact and the density distribution can be treated separately for each direction. Consider a gas in thermal equilibrium so that the average position...
and momentum are not related and $\Delta x_k = 0$. In the axial direction the position spread is given by

$$\Delta x_T = \sqrt{\frac{k_B T}{m\omega^2}}$$

(4.36)

while the Boltzmann gas has a momentum spread

$$\Delta k_T = \frac{1}{\hbar} \sqrt{mk_B T}.$$  

(4.37)

Equation (4.35) then yields the quality factor for a trapped Boltzmann gas

$$\frac{M^2}{2} = \frac{k_B T}{\hbar \omega}.$$ 

(4.38)

Intuitively, it counts the number of thermally occupied modes of the axial harmonic oscillator potential.

Equation (4.34) describes how the second-order moments of a wavepacket propagate through a general ABCD system. The next step is then to write down the ABCD matrices corresponding to the specific transformations in phase space that we encounter in our focusing experiment. The focusing procedure consists of two stages: In the first stage we pulse on the harmonic potential $V(x) = m\omega^2 x^2/2$. In the second stage the magnetic potential is completely switched off, and the wavepacket propagates freely.

**Harmonic potential ABCD matrix**

Consider a classical particle with position $x$ and velocity $p(t)/m = \hbar k(t)/m$ in the harmonic potential $V(x) = m\omega^2 x^2/2$. The particle motion is described by the equations

$$\frac{dx}{dt} = \frac{\hbar k(t)}{m},$$

$$\hbar \frac{dk}{dt} = m\omega^2 x(t).$$

(4.39)

The general solution for the propagation of the particle from a time $t_1$ to a later time $t_2$ is

$$x_2 = x_1 \cos \omega t + \frac{\hbar}{m \omega} k_1 \sin \omega t.$$ 

(4.40)

From equation (4.40) and its derivative we can see that the ABCD matrix acting on the pair $(x, k)$ is

$$\begin{pmatrix} x_2 \\ k_2 \end{pmatrix} = \begin{pmatrix} \cos \omega t & \frac{\hbar}{m \omega} \sin \omega t \\ -\frac{\hbar}{m \omega} \sin \omega t & \cos \omega t \end{pmatrix} \begin{pmatrix} x_1 \\ k_1 \end{pmatrix} \equiv M_C \begin{pmatrix} x_1 \\ k_1 \end{pmatrix}.$$ 

(4.41)
To solve the Schrödinger equation for a quantum mechanical particle in a harmonic oscillator potential, Namias [160] has introduced the so-called fractional order Fourier transform (FrFT). To model our focusing potential we write the fractional Fourier transform for matter waves in the matrix representation. The ABCD matrix corresponding to the standard Fourier transform for matter waves acting on the pair \((x, k)\) is

\[
M_{\text{FT}} = \begin{pmatrix} 0 & \hbar/m\omega \\ -m\omega/\hbar & 0 \end{pmatrix},
\]

(4.42)

with \(\omega\) the frequency of the harmonic oscillator. The ABCD matrix of a FrFT can be defined as

\[
M_{\text{FrFT}}^q = M_{\text{FT}},
\]

(4.43)

so that if \(M_{\text{FrFT}}\) is applied \(q\) times, the full Fourier transform is regained. \(M_{\text{FrFT}}\) can be written in the general form that corresponds exactly to the classical matrix in (4.41)

\[
M_{\text{FrFT}} = M_{C},
\]

(4.44)

where

\[
\omega t = p\frac{\pi}{2} = \frac{\pi}{2q},
\]

with \(p\) the fractional order of the FrFT. We have the full Fourier transform for \(p = 1\). The fractional Fourier transform generates a rotation of the Wigner distribution function over an angle \(\omega t\) in phase space \((x, k)\) with a scaling factor \(\hbar/m\omega\) [as is illustrated in Fig. 4.5b]. The value \(\omega t = \pi/2\) corresponds to the standard Fourier transform that exactly interchanges the role of position and momentum.

**Free evolution ABCD matrix**

Free temporal evolution of a matter wave simply means \(k_2 = k_1\) and \(x_2 = x_1 + \hbar kt/m\). In ABCD matrix form we write

\[
M_{\text{free}} = \begin{pmatrix} 1 & \hbar t/m \\ 0 & 1 \end{pmatrix}.
\]

(4.45)

The above matrix is equivalent to the action of the Fresnel transform on the Wigner function. Using equation (4.27) we find that free propagation results in a shearing deformation of the Wigner distribution along the \(x\)-direction

\[
W(x, k, t) = W(x + \frac{\hbar t}{m}k, k, t),
\]

(4.46)

as is illustrated in Figure 4.5c.

3. This mathematical method was applied later on in the field of optics by Mendlovic, Ozaktas and Lohmann [161,162]. These authors made the connection between the fractional Fourier transform and the propagation of waves in a “duct”.
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From relation (4.34) and using $M^2$ [Eq. (4.35)] we get for the propagation of $\Delta x^2(t)$ of a wavepacket

$$\Delta x^2(t_2) = A^2 \Delta x^2(t_1) + 2AB\Delta x_k(t_1) + B^2(M^2/2)^2 \Delta x^2(t_1).$$  \hspace{1cm} (4.47)$$

Filling in the elements of $M_{\text{free}}$ and starting from $t = t_{\text{focus}}$, the time of the narrowest width, where $\Delta x_k = 0$ we arrive at the equation that describes the free propagation of a matter wave

$$\Delta x^2(t) = \Delta x_0^2 \left[ 1 + M^4 \left( \frac{\hbar}{2m\Delta x_0^2} \right)^2 (t - t_{\text{focus}})^2 \right],$$ \hspace{1cm} (4.48)

where we have written $\Delta x(t_{\text{focus}}) \equiv \Delta x_0$ for brevity. This is equivalent to the relation (4.18) when the correspondence (4.20) is used.

**Atomic wave focusing ABCD matrix**

Finally, by multiplying $M_{\text{FrFT}}$ and $M_{\text{Free}}$ we obtain the complete ABCD matrix for the focusing of an atomic wave. We apply the magnetic lens in a pulsed fashion with a pulse time $t_p$ followed by a free propagation time $t_{\text{free}} \equiv t - t_p$

$$M = \begin{pmatrix} \cos \omega t_p - t_{\text{free}} \omega & \hbar \frac{\omega}{m} \sin \omega t_p \cos \omega t_p \\ -\frac{\omega}{m} \sin \omega t_p & \frac{\hbar}{m} \cos \omega t_p \cos \omega t_p \end{pmatrix}.$$ \hspace{1cm} (4.49)

To find the focus time we require $A = 0$

$$t_{\text{focus}} = t_p + \frac{\cos \omega t_p}{\omega \sin \omega t_p}$$ \hspace{1cm} (4.50)

The scaling time $t_{\text{scale}}$ gives the relation between initial velocity and final position

$$B(t_{\text{focus}}) = \frac{\hbar}{m \omega \sin \omega t_p} = \frac{\hbar}{m t_{\text{scale}}}.$$ \hspace{1cm} (4.51)

With the above insights, the procedure can be simply extended to also include ramps in the potential of the form $\omega^2(t) = \omega_0^2 + \alpha t$, as is used in the experiments described in Section 6. This leads to an ABCD matrix similar to (4.49) that can be obtained by integration of equation (4.39).

### 3.3. Temperature of a focused non-interacting gas

In the case of a gas of non-interacting particles we can treat each particle separately. We can subsequently calculate the propagation for an ensemble of non-interacting particles through any ABCD system. Specifically, we calculate the width of a thermal ensemble that is focused using our procedure represented by an ABCD
matrix such as (4.49). The width of the focused cloud yields the temperature of a gas.

The propagation of point particles in the classical limit is equivalent to the light-ray limit in optics. The Gaussian density distribution of the Boltzmann gas along the trap axis is

\[ n_l(x) = n_0 \exp \left[ -\beta E(x) \right] = n_0 \exp \left[ -\frac{1}{2} \beta m \omega_\parallel^2 x^2 \right], \quad (4.52) \]

where \( n_0 \) is the density in the trap center and \( \beta = (k_B T)^{-1} \). Using the temporal scaling of the Gaussian cloud we find the evolution of the axial density distribution in time

\[ n_l(x, t) = \frac{n_0 \Delta x_T}{\Delta \tilde{x}(t)} \exp \left[ -\frac{1}{2} \left( \frac{x}{\Delta \tilde{x}} \right)^2 \right], \quad \Delta \tilde{x}(t) = \sqrt{\Delta x_T^2 A^2(t) + \Delta k_T^2 B^2(t)}, \quad (4.53) \]

where we have used the matrix elements \( A(t) \) and \( B(t) \) and the thermal position and momentum spread \( \Delta x_T \) and \( \Delta k_T \) respectively [Eqs. (4.36) and (4.37)].

For the case of a 3D harmonically trapped ideal Bose gas, at a temperature above degeneracy, the density distribution is given in a semiclassical approximation by equation (2.25). It is useful to introduce the axial and radial harmonic oscillator lengths \( l_\parallel = \sqrt{\hbar/m \omega_\parallel} \) and \( l_\perp = \sqrt{\hbar/m \omega_\perp} \) respectively. We arrive at the linear density \( n_l \) along \( x \) by integrating equation (2.25) over both radial directions

\[ n_l(x) = \frac{l_\perp^4}{A_T^6} \frac{\sqrt{5/2}}{\gamma_T^5} \left( 2e^{-\beta m \omega_\parallel^2 x^2/2} \right). \quad (4.54) \]

If the cloud is focused in the axial direction we have access to the density \( n_p \) in momentum space [obtained after integration of Eq. (2.26)]

\[ n_p(p_\parallel) = \frac{l_\parallel^4}{m \omega_\parallel^4 A_T^6} \frac{\sqrt{5/2}}{\gamma_T^5} \left( 2e^{-\beta p_\parallel^2/2m} \right). \quad (4.55) \]

This momentum distribution translates into a spatial distribution in the focus as a function of the scaling time [as in Eq. (4.51)]

\[ n_T(x, t_{\text{scale}}) = \frac{l_\parallel^4}{\omega_\parallel t_{\text{scale}} A_T^6} \frac{\sqrt{5/2}}{\gamma_T^5} \left( 2e^{-\beta m x^2/2t_{\text{scale}}^2} \right). \quad (4.56) \]

Note that for interacting clouds the treatment is not so straightforward (see Sect. 5). Note also that for 1D clouds the semiclassical treatment of the radial momentum distribution will fail.

### 4. Quasi-condensate as nonideal atomic beam

A quasi-condensate, at a temperature below \( \sqrt{\gamma} T_d \), can be described as a macroscopic wavefunction obeying the Gross-Pitaevski equation [Eq. (2.30)] with a
stable Thomas-Fermi like density profile but a phase that fluctuates along the symmetry axis [77] as was discussed in Section 4.4. The macroscopic wavefunction can be written as

$$\Psi_Q(x) = \sqrt{n_l(x)}e^{i\phi(x)},$$

(4.57)

where $n_l$ is the linear atomic density obeying equation (2.36). This quasi-condensate wavefunction is governed by inter-atomic interactions until its release from the trap when the interaction energy vanishes almost instantaneously (see Sect. 5 and references there). From that time onwards the atomic wave is well described by the linear Schrödinger equation in 1D, equation (4.19) and we can apply the ABCD formalism for matter waves to study its behavior. Note that the normalization of $\Psi_Q$ is such that $\int |\Psi(x)|^2 dx = N$, the total particle number.

While the density of the 1D quasi-condensate is stable, the phase can fluctuate. Low energy excitations of elementary modes in the energy range $\hbar \omega_\parallel < \varepsilon \lesssim \mu$ result in an increased axial momentum spread. The excitations, that obey the Bogoliubov-de Gennes equations, with an energy spectrum given by equation (2.39) have a Bose distribution [Eq. (2.11) and $\mu = 0$]. The $k = 0$ mode of this spectrum is simply the ground state that has an arbitrary constant phase. All higher modes are orthogonal to the ground state mode and have zero spatial average. The wavevector $k$ counts the number of nodes in the corresponding mode.

In order to find the relation between the quasi condensate temperature and its width at the time of focus we exploit the analogy between the quasi-condensate matter wave $\Psi_Q$ and the nonideal optical beam of Section 2.2. Following Riou et al. [139, 141] we have given the quality factor $M^2$ for matter waves in equation (4.35). Equation (4.34) showed that $M^2$ is invariant under linear ABCD transformations. We extend the work by Riou here by giving a physical interpretation of the quality factor by relating $M^2$ to the quasi-condensate temperature. We have seen in Section 3.2 that our focusing procedure is composed of a rotation followed by a shearing deformation of the Wigner chart. Figure 4.5 shows a schematic representation of the focusing process. An initial BEC in a cigar shaped trap has a large spatial extent and a small momentum spread [Fig. 4.5a]. The application of a harmonic potential pulse with frequency $\omega$ and duration $t_p$ performs a rotation with an angle $\theta = \omega t_p$ [Fig. 4.5b]. Free evolution, finally, performs a shearing deformation. The focus is reached when $\Delta x$ reaches its minimum: $\hbar \Delta k/m \omega \sin \theta$ [Fig. 4.5c]. At $t_{\text{in}}$ the WDF of the equilibrium quasi-condensate at rest is aligned with both the position and momentum axes; i.e., there is no correlation between position and momentum, hence the mixed moment $\Delta_{xk} = 0$. Therefore, we can simplify equation (4.35) as

$$\frac{M^2}{2} = \Delta x(t_{\text{in}})\Delta k(t_{\text{in}}).$$

(4.58)

The axial momentum width $\Delta p(T)$, that is broadened by the thermal fluctuations of the phase, is expressed by the second-order moment of the projection of the WDF of $\Psi_Q$. A calculation of $\Delta p$ for a harmonically trapped cloud, from the phase...
Figure 4.5. Schematic representation of the focusing process as a deformation of the WDF. (a) An initial BEC in a cigar shaped trap has a large spatial extend and a small momentum spread. (b) The application of a focusing pulse performs a rotation with an angle $\theta$. (c) Free evolution performs a shearing deformation. The focus is reached when $\Delta x$ reaches its minimum $\hbar \Delta k / m \omega \sin \theta$.

Fluctuation spectrum employing the local density approximation, was performed by Gerbier et al. [74, 163], who find the approximate relation

$$\Delta p^2(T) \approx \left( \frac{\alpha \hbar}{L} \right)^2 + \left( \frac{\beta \hbar}{l_\phi(T)} \right)^2,$$

with $\alpha = 2.0$, $\beta = 0.65$ and where the phase coherence length $l_\phi$ is inversely proportional to the temperature. The phase coherence length is given for the 1D homogeneous case by equation (2.40). For a harmonically trapped condensate in the 3D to 1D cross-over $l_\phi$ can be conveniently expressed as a function of the peak linear density $n_l(0)$ [74] if the local density approximation is employed

$$l_\phi = \frac{\hbar^2 n_l(0)}{m \beta T}.$$  

(4.60)

The quasi-condensates in the experiments discussed in this chapter have $T \approx 10^2$ nK and $n_l(0) \approx 10^2 \mu m^{-1}$. For these numbers equation (2.40) yields $l_\phi \approx 6 \mu m$; much smaller than the cloud length $L \approx 10^2 \mu m$. Equation (4.59) then simplifies to

$$\Delta p = \hbar \Delta k = \frac{\beta \hbar}{l_\phi}.$$  

(4.61)

Equation (4.58) relates the momentum width, equation (4.61), to the $M^2$ factor. We write $\Delta x(t_m) = \kappa L$ and arrive at

$$M^2 = 2 \beta \kappa \frac{L}{l_\phi},$$  

(4.62)

where $\kappa \approx 1/\sqrt{5}$ for our typical parabola-like clouds.
Equation (4.62) allows us to express relation (4.48) explicitly as a function of the phase coherence length. We arrive at the expression for the free-space propagation of a phase-fluctuating quasi-condensate

\[
\Delta x^2(t) = \Delta x^2_0 \left[ 1 + \left( \frac{\beta \kappa L}{L_\phi} \right)^2 \left( \frac{\hbar}{2m \Delta x^2_0} \right)^2 (t - t_{\text{focus}})^2 \right].
\]

(4.63)

In Section 6 we use equation (4.63) in a model to fit our experimental results. This will allow us to determine \( L_\phi \), and subsequently to extract the temperature of the quasi-condensate from equation (4.60).

5. Weakly interacting condensate in a time dependent trap

The treatment of quasi-condensate propagation that was given in the previous section holds in the limit of vanishing interatomic interactions. In this section we treat the first part of the focusing process including interactions. We study the time evolution of a trapped (quasi-)condensate in a changing harmonic potential. Three-dimensional trapped condensates respond differently to a change in potential as compared to the 1D trapped case. Our condensates are in the cross-over from 3D to 1D. It will be shown however that for small evolution times (our condensate is released shortly after the change in harmonic potential) the 3D and 1D solutions give quantitatively very similar results.

The trapped three-dimensional condensate has a parabolic shape in all spatial dimensions, see Section 4.1, Chapter 2. The evolution of the cloud size can be described with scaling solutions \[149–151\]. We follow the notation of Castin and Dum [149]. The key point of this approach is that a parabolic cloud shape is maintained if the strength of the harmonic potential is changed in time. In particular, if the cloud is suddenly released from the trap it will expand maintaining its parabolic shape. The scaled cloud size \( b_i \) in direction \( i = x, y, z \) evolves like

\[
\ddot{b}_i = \frac{\omega_i^2(t)}{b_i(t)b_x(t)b_y(t)b_z(t)} - \omega_i^2(t)b_i(t),
\]

(4.64)

In Section 6 we will show a numerical solution of (4.64) for our experimental focus pulse \( \omega_{\parallel}(t) \), for the case of the 3D cigar with \( \omega_{\parallel} \equiv \omega_x \gg \omega_y = \omega_z \equiv \omega_{\perp} \).

Here we consider a sudden opening of a cylindrically symmetric trap at \( t = 0 \), equation (4.64) then simplifies to

\[
\frac{d^2}{dt^2} b_\perp = \frac{1}{b_\perp^3(t)b_\parallel(t)},
\]

\[
\frac{d^2}{dt^2} b_\parallel = \frac{\epsilon_\parallel^2}{b_\parallel^3(t)b_{\perp}^2(t)},
\]

(4.65)
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where we have introduced the dimensionless time parameter \( \tau = \omega_\perp(0)t \) and the small inverse aspect ratio \( \epsilon = \omega_\parallel(0)/\omega_\perp(0) \ll 1 \). To zeroth order in \( \epsilon \), sufficient for our experiments with \( \epsilon \approx 1/400 \), we find the solution for equation (4.65): \( b_\parallel = 1 \), i.e. the axial expansion of the cloud is negligible. The radial expansion scales as

\[
b_\perp(\tau) = \sqrt{1 + \tau^2},
\]

and grows linearly for \( t \gg \omega_\perp^{-1} \), i.e. shortly after release. We solve equation (4.64) numerically for more complicated, realistic temporal potential changes. An example is given in Figure 4.6 where the red curves correspond to the shape oscillation in a 3D cloud that would appear if the focus pulse (an increase of the axial trapping frequency by a factor of three at \( t = 0 \)) would be left on indefinitely. This results in large anharmonic amplitude oscillations showing the nonlinear character of the system. There is a visible difference between the periods of these large oscillations and that of small harmonic amplitude oscillations that have a quadrupole frequency \( \omega_Q = \sqrt{5/2} \omega_\parallel \) (dashed red lines in Fig. 4.6) [164]. The condensates in our experiments are in the cross-over from the 3D to the 1D regime. This alters the scaling equation. In the 1D limit the axially compressed condensate will remain

Figure 4.6. (Color online) Large amplitude oscillations of an elongated BEC in a harmonic trap shows nonlinear behavior; grey/red lines are solutions for the 3D case, the 1D solutions are drawn in black. (a) Scaled radial size. (b) Scaled axial sizes dotted lines indicate the solutions in the limit of small oscillation amplitudes yielding \( \omega_Q = \sqrt{5/2} \omega_\parallel \) in 3D and \( \omega_Q = \sqrt{3} \omega_\parallel \) in 1D. (c) A comparison of the axial inward velocity for 3D and 1D directly after the start of an oscillation shows that the difference is negligible in the first 5 ms.
in the radial ground state as long as the axial dynamics is slow compared to the radial trap frequency and the interaction energy is negligible compared to the radial vibration energy $\mu \ll \hbar \omega_\perp$. In that limit the scaling equation reads

$$\ddot{b}_\parallel = \frac{\omega_\parallel^2(0)}{b_\parallel^2(t)} \left( \frac{\omega_\parallel(t)}{\omega_\parallel(0)} \right)^4 - \omega_\parallel^2(t) b_\parallel(t).$$  \hspace{1cm} (4.67)

Figure 4.6 shows a comparison of the 1D and 3D results. The blue dashed line indicates the quadrupole frequency $\omega_Q = \sqrt{3} \omega_\parallel$ expected for small-amplitude oscillations. In Figure 4.6c we plot $\dot{b}_\parallel$ for the 1D and 3D case. For our focusing pulse of 5.4 ms (see Sect. 6), that is much shorter than the axial harmonic oscillator time, the difference between the inward velocity for the 1D and the 3D solution is negligible. We calculate a focus time for the 1D case that is only 0.3% longer than that for the 3D case. We model a sudden release from the trap by $\omega_\perp \to 0$ at the time of release thus cancelling the first term on the right hand side of equation (4.67) from the time of release onwards.

6. Experiments

The experimental procedure for the quasi-condensate focusing experiments starts with the generation of an elongated degenerate cloud as described in Section 11.1, Chapter 3. For a final RF frequency of 1.53 MHz we have an almost pure quasi-condensate with an atom number of $8 \times 10^3$ and a linear density in the trap center of 80 $\mu$m$^{-1}$, corresponding to $\mu \approx 0.6 \hbar \omega_\perp$, i.e. on the 1D side of the dimensional cross-over ($\omega_\perp / 2\pi = 3.28$ kHz, $\hbar \omega_\perp / k_B = 158$ nK, as stated in Sect. 11.1, Chap. 3). We perform three types of measurements on the gas using absorption imaging in time-of-flight (after free fall from the trap), in situ (in the trap), and focus (after the application of a focusing pulse). We vary atom number and temperature of the gas by changing the final RF frequency. The gas is probed using absorption imaging with circularly polarized light resonant with the $|F = 2 \rangle \to |F' = 3 \rangle$ transition of the $^{87}$Rb D2 line at one third of the saturation intensity. For the time-of-flight and in focus data described below, the quantization axis is defined by a small magnetic field of $B_y = 2$ G along the imaging axis, and the illumination time is 80 $\mu$s. For the in situ measurements a shorter pulse of 20 $\mu$s is used to reduce blur due to heating of the atoms from photon recoil.

We start the description of our results with the time-of-flight data. A typical absorption image, and the resulting linear density along the axis is shown in Figure 4.7a. Each individual realization shows strong density fluctuations (black line), while averaging over 50 images result in a smooth distribution (red line). These fluctuations develop from the initial phase fluctuations of the degenerate gas and have been studied in detail for elongated 3D condensates with $\mu > \hbar \omega_\perp$ [165-167]. Images like these clearly establish the phase-fluctuating character of our one-dimensional atom clouds corresponding to $M^2 \gg 1$. A quantitative analysis of the axial density fluctuations is cumbersome, a point we will come
Figure 4.7. (Color online) (a) Linear density of an elongated Bose gas after 20.5 ms of free expansion. Each single realization shows strong random density modulations, while the average density distribution is smooth and reproducible. An example single realization is shown in black, and the inset shows the corresponding optical density image before integration along z. The density distribution found after averaging 50 images is shown in grey/red. The final frequency of the evaporation RF is 1.53 MHz for these images. (b) Our magnetic microtrap configuration, indicating the Z-wire on the atom chip, the two orthogonal sets of three miniwires, and the orientation of the frame of reference.

back to in Section 8. Furthermore, the radial expansion, visible in the z direction, is also of limited use for characterizing temperature and chemical potential in our regime of \( \mu < k_B T \) and \( k_B T \approx \hbar \omega \), because the radial expansion is then dominated by the radial ground-state energy [39]. As we will now discuss, much more information can be readily obtained from the focus data.

The magnetic focusing pulse is created by ramping up the axial trapping frequency from 8.5 Hz to 20 Hz in 0.8 ms, maintaining this for 3.8 ms, and ramping back down to 8.5 Hz in 0.8 ms, as is illustrated in Figure 4.9. The axial trapping potential is changed by sending a current of \((5, -0.23, 5)\) A through miniwires 1, 2 and 3 respectively [see Fig. 4.7b]. This is followed by a sudden switch-off of the magnetic trap. During the focusing pulse the cloud length reduces by only 15\%, see Figure 4.6. After switching off the magnetic trap, the cloud expands in the radial direction on a timescale of \(1/\omega_\perp\) (cf. Sect. 5), so that the interactions vanish rapidly compared to the relevant axial timescale and the subsequent axial contraction can be treated as free propagation. After a free propagation time of \(\approx 15\) ms the cloud comes to an axial focus.

As an example, Figure 4.8 shows an absorption image of a partly condensed cloud taken 17.3 ms after the start of the focus pulse corresponding to a final RF frequency of 1.57 MHz; we have averaged over 8 images. We perform a bimodal Gaussian fit to the 2D atomic density distribution and extract atom
Figure 4.8. (Color online) Fits to an average over 8 absorption images of a bimodal cloud during focusing. (a) Absorption image corresponds to final RF frequency of 1.57 MHz and a time of 17.3 ms after the start of the focus pulse. (b) Gaussian fit to thermal part, central area is excluded from the fit. (c) Data with fitted pedestal subtracted. (d) Gaussian fit to the central peak after subtraction of the pedestal. (e) Residue of the fit. The color coding of the optical density is indicated with a scale bar, each image size is $430 \times 430 \, \mu m^2$.

number and axial and radial dimensions of the thermal and condensed parts of the bimodal cloud. The axial shape of the quasi-condensate upon focusing changes from approximately parabolic in the trap (see Sect. 4.3, Chap. 2) to an approximately Lorentzian shape in the focus as was shown in reference [163]. In addition to that, the focal shape is blurred by the finite resolution limit of our detection optics. To treat density distributions with arbitrary shapes we measure the second-order moment [Eq. (4.30)] of the axial density. In practice, we do this by fitting the axial density distribution with the Gaussian function $a \exp\left[-x^2/2\Delta x^2\right]$, where $\Delta x$ is the second-order moment of the fitted Gaussian distribution. This procedure is expected to give good estimates for the position spread in the focal region where the atomic density distribution is well approximated by a Gaussian, while it would overestimate the second-order moment for a trapped pure quasi-condensate profile [Eq. (2.36)].

We use the following hybrid model to describe the complete time evolution of a quasi-condensate during the focusing process. For the first part, the quasi-condensate in the trap during a focusing pulse, we use the scaling equations (Sect. 5). We numerically integrate the scaling equations for our exact values of
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Subsequently, to model the free evolution after release from the trap, we use the nonideal atomic beam description [Eq. (4.63)]. We match the two parts by calculating the cloud size $\Delta x(t_p)$ and inward velocity $\Delta \dot{x}(t_p)$ at the end of the focus pulse ($t = t_p$) from the scaling equations and impose these as boundary conditions for equation (4.63). These boundary conditions fix the “far-field divergence” of the matter wave and thereby the relation between $M^2$ and $\Delta x_0$, leaving only a single free fitting parameter.

In Figure 4.9 we show experimental focus data for an almost pure quasi-condensate of $8 \times 10^3$ atoms, corresponding to a final RF frequency of 1.53 MHz; each data point is obtained from a Gaussian fit to an average over three absorption images. We fit the experimental data with the hybrid model (straight line) based on the scaling solution during the focus pulse and the nonideal matter wave, after that [Eq. (4.63)]. Indicated with the dotted line is the result of the scaling equation alone for a quasi-condensate. For comparison we show the classical trajectory of a point particle starting at rest calculated with the ABCD formalism (dash-dotted line). The timing of the axial potential pulse is indicated as the shaded area. The focus time resulting from the scaling equations is $t_{\text{focus}} = 20.9$ ms. The fit results in $\Delta x_0 = 3.2 \pm 0.6 \mu m$ and $M^2 = 21 \pm 4$. Assuming that $M^2$ is constant during the focus pulse, and with the peak linear density obtained from the in situ data, $n_l(0) = 80 \mu m^{-1}$, we find from equations (4.62) and (4.60) $T = 0.16 \pm 0.04 \mu K$. 

Figure 4.9. Experimental focus data (•) and calculated axial cloud size for a BEC using the scaling solution (dotted line). A more realistic model based on the scaling solution during the focus pulse and the nonideal Gaussian matter wave during free flight was fitted to the experimental data (straight line). For comparison we show the classical trajectory of a point particle starting at rest calculated with the ABCD formalism (dash-dotted line). The timing of the axial potential pulse is indicated as the shaded area.
Figure 4.10. (Color online) Experimental focus data for the thermal and condensed parts of a partially condensed cloud. The thermal cloud radial expansion (○) is approximately linear for \( t \gg \omega_\perp^{-1} \), while the axial size is clearly focussed (●). The much smaller axial size of the condensed part is indicated with (△), the dash-dotted line is the result of a fit using a hybrid model (see text). From a fit to the radial expansion of the thermal part we extract \( T = 0.46 \pm 0.01 \) μK. We calculate the axial size for this temperature and find the drawn (dotted) curves when we neglect (include) the repulsion of the thermal atoms by the condensate in the trap.

In Figure 4.10 we show the fit results for the partly condensed cloud, for a final RF frequency of 1.57 MHz (as in Fig. 4.8) corresponding to a thermal cloud containing \( N_{\text{ex}} = 5.5 \pm 0.3 \times 10^3 \) and a condensed part of \( N_0 = 1.3 \pm 0.1 \times 10^3 \). The thermal cloud radial expansion (○) is approximately linear for \( t \gg \omega_\perp^{-1} \) [Eq. (4.66)], while the axial size shows the effect of focusing (●). The much smaller axial size of the condensed part is indicated with (△). From a fit to the radial expansion of the thermal part we extract \( T = 0.46 \pm 0.01 \) μK. We calculate the axial size for this temperature with equation (4.53) and find the drawn black curve. The measured axial size at \( t = 0 \) clearly exceeds \( \Delta x_T \) [Eq. (4.36)] of an ideal Boltzmann gas. We attribute the broadening to the repulsive force of the non-negligible atomic interactions in the trap. We have modelled the effect of interactions using a reduced effective initial potential \( V_{\text{eff}} = m \omega_{\text{eff}}^2 x^2 / 2 \) with \( \omega_{\text{eff}} = 6.7 \) s\(^{-1}\) < \( \omega_\perp \) to match the calculated and measured initial sizes. If we calculate the propagation of the cloud width upon applying the same focus potential as before we obtain the dashed line in Figure 4.10. The dash-dotted line indicates a fit to the central peak using the hybrid model where we have not only used \( \Delta x_T \) as fitting parameter but have additionally let \( t_{\text{focus}} \) free in the fitting process. The resulting focus time is 18.1 ms, shorter than the 20.9 ms that we find for condensates of \( 8 \times 10^3 \) atoms. We discuss this effect of a reduced focus time in Section 7.
Figure 4.11. (Color online) Characterization of the measured atomic clouds as a function of the final RF frequency $\omega_{RF}$, as determined from Gaussian fits to the in focus data. (a) Temperature from the radial ($\diamond$) size of the broad Gaussian fit to the in focus data. The dash-dotted line is to guide the eye and indicates a ratio of 11 of the trap depth (set by $\omega_{RF}$) and the cloud temperature. The dashed line corresponds to $\hbar\omega_\perp/k_B$. (b) Atom number from the in focus data: wide distribution (●) and central peak (△).

In practice we have measured the in focus distribution at a fixed time $t = 20.9$ ms. Figure 4.11 shows results of in focus measurements when we lower the final RF frequency. In Figure 4.11a we show the cloud temperatures determined from the quasi-condensate focal width (△). The error bars are estimated based on the finite optical resolution of $\Delta x = 2.8 \pm 0.6\ \mu m$ and on a 20% error in $\Delta x_0$ as found in the fit of Figure 4.9. We compare the results with a temperature determined from the radial expansion energy of the thermal pedestal of the bimodal clouds (○). In the latter temperature determination, the contribution to the expansion energy from the ground state has been neglected. The dash-dotted line is to guide the eye and indicates a ratio of 11 of the trap depth (set by $\omega_{RF}$) and the cloud temperature. The dashed line corresponds to $\hbar\omega_\perp/k_B$. In Figure 4.11b we show the atom number in the condensate (△) and in the thermal component (●). We discuss here the discrepancies between the two presented temperature measurements. We expect that the radial expansion data overestimate the temperature for $T \lesssim \hbar\omega_\perp$ where the radial size is dominated by the size of the harmonic oscillator ground state. On the other hand, for the central peak width, we have seen in Figure 4.10 that the focus time shifts towards lower values for degenerate clouds at higher temperatures and lower linear densities indicating deviations from the quasi-condensate model that
can be the reason for the deviating results for $\omega_{\text{RF}} \gtrsim 1.55 \text{ MHz}$. The presence of density fluctuations can explain the effect of a shift of the focus towards earlier times for higher final RF values as will be discussed below (see also Chap. 5).

It was shown in Figure 4.9 that the quasi-condensate focusing description works fine for condensates with atom numbers $\sim 8 \times 10^3$. For lower atom numbers, however, we see deviations as is illustrated by the observed reduced focus time for condensates with lower atom number (triangles in Fig. 4.10). Figure 4.12 shows focus traces for varying atom number for the same final $\omega_{\text{RF}} = 1.52 \text{ MHz}$ of the evaporation trajectory, each datapoint comes from a Gaussian fit to an absorption image averaged over typically 4 images. For comparison the focus data for $N = 8 \times 10^3$ presented in Figure 4.9 are also plotted (black). We reduce the atom number by reducing the duration of the first part of the RF evaporative cooling ramp, while leaving the last part of the ramp unchanged. When the atom number is lowered we observe that the time of narrowest waist comes earlier. Additionally the waist size increases with decreasing atom number.

7. Discussion

The observed reduced focus time and increased focal width when the atom number is lowered, as presented in Figure 4.12, likely stem from deviations in the degenerate cloud during the focus pulse from the mean-field description. This can be qualitatively understood in the following way: although our experimentally
observed clouds are in the cross-over from 3D to 1D we can best understand the effects of reduced coherence by considering the pure 1D case, corrections for the cross-over case do not qualitatively change the argument. When the atom number is lowered, even at constant temperature, the chemical potential decreases, $\mu$. As a result, the relative importance of the density fluctuations increases as is also visible in Figure 2.2: decreasing $\mu$ for constant finite temperature leads to an increasing two-particle local correlation $g^{(2)}$. We conclude that, by reducing the atom number at constant temperature, we enter the regime where $T \gtrsim \sqrt{\gamma T_d}$ (see Sect. 6.2, Chap. 2) and the local value of $g^{(2)}$ becomes larger than 1. This means that the atomic density fluctuates and that the quasi-condensate starts to behave more and more like a decoherent thermal cloud. This results in a broadened focus that moves to earlier focus times as the coherence is reduced. The reduced focus time for decoherent clouds can also be seen in Figure 4.9 by comparing the dotted line for a quasi-condensate with the dash-dotted line for non-interacting particles. In Chapter 5 we present a more detailed quantitative description of this reduced coherence based on the Yang-Yang thermodynamics.

We observe very narrow density distributions with $\Delta x$ waists down to 3 $\mu m$. These small features are close to the resolution limit of our optical system, see Section 9, Chapter 3. The optical resolution could be improved, for example, by placing an objective lens in vacuo or outside a new and smaller vacuum system.

8. Conclusion and outlook

We have presented a model that describes the propagation of a quasi-condensate when it is focused in free flight. This model enables us to quantitatively extract the temperature of a phase-fluctuating quasi-condensate from the atom-beam quality factor $M^2$. We have thus implemented a quasi-condensate thermometer. The temperature of the quasi-condensate is a direct measure of the phase coherence. By measuring the momentum spread of a focused quasi-condensate we probe the first-order correlation function. These correlations are the fundamental ingredient for the collective behavior of degenerate gases and of importance in possible applications of coherent matter waves like the guided-wave atom-interferometer [96].

We have also seen deviations from the quasi-condensate description in the regime where the mean-field approach is not valid, i.e. for low linear atomic density and relatively high temperature so that $T \gtrsim \sqrt{\gamma T_d}$. We will show in Chapter 5 that especially in this regime of reduced coherence the focus method is very useful to provide information on the correlations in the gas.

As was mentioned in Section 6 the analysis of the phase fluctuations after time-of-flight is cumbersome. The difficulties stem from the large modulation depth of the density fluctuations as shown in Figure 4.7a. We therefore cannot use the analysis method developed by Petrov et al. [77, 165]. As an outlook we suggest a possible alternative approach, that we have tested preliminarily: a phase reconstruction method. This method is based on the description of the quasi-condensate as a matter wave, like light in the paraxial approximation.
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Employing the continuity equation it is possible to reconstruct the phase of a general wave in 1D from two measurements of the density distribution of this wave taken shortly after one another [168,169]. In practice, we can not take two subsequent images of the same cloud because of the destructive absorption imaging method. However we know from theory and repeated measurements that the in situ density distribution is smooth and reproducible from shot to shot. The constant in situ density distribution can therefore serve as the first density measurement. Single time-of-flight density measurements could then be sufficient to reconstruct the phase of the matter wave. The implementation of this method and the analysis of its range of validity are beyond the scope of this thesis but form a nice outlook for further study.

Another topic for further study could be to use extensions of the ABCD formalism to describe a (trapped) weakly interacting gas. One could make use of an extended ABCD formalism that was given by Paré and Bélanger [170] to model light propagation in non-linear (Kerr) media. Additionally, a recent preprint by Impens and Bordé attacks the same problem [171].
In this chapter we describe measurements on the behavior of a weakly interacting nearly one-dimensional (1D) trapped Bose gas at finite temperature. We perform in situ measurements of spatial density profiles and show that they are very well described by a model based on exact solutions obtained using the Yang-Yang thermodynamic formalism, in a regime where other, approximate theoretical approaches fail. We demonstrate Bose gas focusing as a means to gain experimental access to the axial momentum distribution of the gas, and find good agreement with the in situ results\textsuperscript{a}.

\textsuperscript{a} A slightly modified version of this chapter appeared in Phys. Rev. Lett. 100, 090402 (2008).

1. Introduction

Reducing the dimensionality in a quantum system can have dramatic consequences. For example, the 1D Bose gas with repulsive delta-function interaction exhibits a surprisingly rich variety of physical regimes that is not present in 2D or 3D (see Sect. 6, Chap. 2). This 1D Bose gas model is of particular interest because exact solutions for the many-body eigenstates can be obtained using a Bethe ansatz (Sect. 5.2, Chap. 2). Furthermore, the finite-temperature equilibrium can be studied using the Yang-Yang thermodynamic formalism [36–38], a method also known as the thermodynamic Bethe ansatz (Sect. 5.3, Chap. 2). The experimental achievement of ultracold atomic Bose gases in the 1D regime [39–41, 172] has attracted renewed attention to the 1D Bose gas problem [73, 84, 173–175] and is now providing previously unattainable opportunities to test the Yang-Yang thermodynamics.

In this chapter, we present the first direct comparison between experiments and theory based on the Yang-Yang exact solutions. The comparison is done in the weakly interacting regime and covers a wide parameter range where conventional models fail to quantitatively describe in situ measured spatial density profiles. Furthermore, we show that Bose gas focusing allows experimental access to the...
equilibrium momentum distribution of the 1D gas, which is difficult to obtain through other means.

Theory for the 1D Bose gas is summarized in Chapter 2. In brief, for a uniform 1D Bose gas, the key parameter is the dimensionless interaction strength

$$\gamma = \frac{mg_1}{\hbar n_1},$$

where $m$ is the mass of the particles, $n_1$ is the 1D density, and $g_1$ is the 1D coupling constant. An overview of the regimes in 1D is shown in Figure 2.4. At low densities or large coupling strength such that $\gamma \gg 1$, the gas is in the strongly interacting or Tonks-Girardeau regime [42, 43, 53]. The opposite limit $\gamma \ll 1$ corresponds to the weakly interacting gas. Here, for temperatures below the temperature of quantum degeneracy

$$T_d = \frac{\hbar^2 n_1^2}{2m k_B},$$

one distinguishes two regimes [59]. (i) For sufficiently low temperatures, $T \ll \sqrt{\gamma} T_d$, the equilibrium state is a quasi-condensate with suppressed density fluctuations and fluctuating phase. The system can be treated by the mean-field approach and by the Bogoliubov theory of excitations. The 1D character manifests itself through long-wavelength phase fluctuations resulting in a finite phase coherence length

$$l_\phi = \frac{\hbar^2 n_1}{m k_B T}$$

which greatly exceeds the mean-field correlation length

$$l_c = \frac{\hbar}{\sqrt{m n_1 g_1}}.$$ (ii) The temperature interval $\sqrt{\gamma} T_d \ll T \ll T_d$ corresponds to the quantum decoherent regime [59], where both the density and the phase fluctuate. Here, the condition $l_c \ll l_\phi$ required for the existence of a quasi-condensate is no longer satisfied and the system can be treated as a degenerate ideal gas combined with perturbation theory in $g_1$. At temperatures near the crossover to the quasi-condensate, $T \sim \sqrt{\gamma} T_d$, neither of the above mentioned approximate theoretical approaches work and one has to rely on the numerical solution to the exact Yang-Yang equations, as we show in this chapter.

Experiments on 1D Bose gases are usually carried out in harmonic traps with strong transverse confinement and weak confinement along the symmetry axis, $\omega_\perp \gg \omega_\parallel$. A trapped gas is in the 1D regime if both temperature and chemical potential are small with respect to the radial excitation energy,

$$k_B T, \mu \ll \hbar \omega_\perp.$$ The effective 1D coupling can be expressed through the 3D scattering length $a$ as $g_1 \approx 2\hbar a / (m \omega_\perp)$ [33] [Eq. (2.34)]. Various physical regimes of a harmonically trapped 1D gas have been discussed in references [34, 70, 76, 85]. The above classification of the regimes for the uniform gas can be applied locally to the trapped gas if the conditions for the local density approximation (LDA) are met [70, 76, 85]. It was recognized early on that the physics of the degenerate part of the trapped cloud is already effectively 1D if the weaker condition $\mu < \hbar \omega_\perp$ is satisfied [39–41, 172].

We experimentally investigate the behavior of a weakly interacting trapped Bose gas ($\gamma \approx 10^{-2}$) in the regime where $\mu < \hbar \omega_\perp$ and $k_B T \approx \hbar \omega_\perp$. Similar measurements to our in situ data were previously performed at higher chemical potentials and higher temperatures [60], in which case the observed density profiles were found to be in disagreement not only with a pure quasi-condensate description and with an ideal-gas description, but also with a model based on a Hartree-Fock approximation. Our approach here is different in that we fit the data using a model based on the solutions to the exact Yang-Yang equations [36, 59] and use these fits to extract the chemical potential and the temperature of the gas.
model describes our in situ data very well, in contrast to the more conventional descriptions.

The outline of this chapter is as follows. In Section 2 a short summary of the used methods is given. In Sections 3 and 4 we describe the data obtained with the in situ and in focus methods respectively. In Section 5 the presented data are discussed and compared with theory. Finally, in Section 6, we conclude this chapter and give an outlook to further experimental and theoretical investigations.

2. Methods

For (nearly) 1D clouds, it is difficult to obtain experimental access to the axial momentum distribution. The conventional time-of-flight method does not work for this purpose, mainly because the cloud hardly expands axially beyond its long initial length. In addition, we observe strong density fluctuations, similar to the example given in Figure 4.7a, that develop in time-of-flight from the initial phase fluctuations of our 1D degenerate clouds further complicating the analysis. Previous work for elongated 3D condensates with $\mu > \hbar \omega_{\perp}$ can be found in references [165, 166]. Bragg spectroscopy has been demonstrated as a means to obtain the axial momentum distribution of phase-fluctuating condensates [166], but this requires averaging over many realizations of the experiment.

We gain experimental access to the axial momentum distribution using Bose gas focusing a technique that is described in detail in Chapter 4. In brief, we apply a short, strong axial harmonic potential yielding a kick to the atoms proportional to their distance from the trap center (analogous to the action of a lens in optics), followed by free propagation. As a result the atoms come to a focus, at which time the axial density distribution reflects the axial momentum distribution before focusing. Initial phase fluctuations do not lead to density fluctuations in the focus, but instead result in a finite width of the cloud [124]. Since the focusing brings all atoms together axially, the signal level is high, even for a single realization. As we will show, averaging over a few shots is sufficient to obtain high signal-to-noise ratio.

The core of our experimental setup is a magnetic microtrap that is described in Section 3, Chapter 3. The experimental procedure to prepare our cold atom samples is described in Section 11, Chapter 3. In short, we trap $2 \times 10^7^{87}$Rb atoms in the $F = 2, m_F = 2$ state in a tight magnetic trap near the chip surface, and perform forced evaporative cooling by applying a radio frequency (RF) field. The frequency $\omega_{\text{RF}}$ is ramped down from 27 MHz to 1.7 MHz relatively quickly (in 180 ms) to purposely reduce the atom number. Apart from that the experimental procedure is identical to that of Chapter 4. Before reaching degeneracy we relax the axial confinement to a final trap with $\omega_{\perp}/2\pi = 3280$ Hz, $\omega_{\parallel}/2\pi = 8.5$ Hz, and a bottom corresponding to $\omega_{\text{RF}}/2\pi = 1.518(2)$ MHz. The current in the $Z$-wire is set at 2.25 A, and the distance of the cloud to the chip surface is 90 $\mu$m. In this trap we perform a slower ramp (450 ms) to the final RF frequency. An additional
300 ms of plain evaporation allows the damping of residual quadrupole collective oscillations in the cloud to the point where these oscillations are no longer visible.

3. In situ density profiles

In Figures 5.1a–e we show the linear density of atomic clouds in the magnetic trap for different final RF frequencies. These data were obtained by in situ absorption imaging and integrating the atom number along z. The absolute atom number was calibrated using time-of-flight data. Each curve is an average of ~18 images taken under identical circumstances. Since all of our data was taken for $\mu < h\omega_\perp$, we expect\(^1\) that the interactions will significantly affect only the distribution in the radial ground state, while the population in the radially excited states can to a good approximation be described by the ideal-gas distribution. This leads to the following model that was used to analyze the in situ data.

We start from the solution to the Yang-Yang integral equations for a finite-temperature uniform 1D Bose gas at thermal equilibrium [36]. As was shown in Section 5.3, Chapter 2, this yields numerical results for both the equation of state $n_{YY}(\mu, T)$ and the local pair correlation function $g^{(2)}$ [59]. The local density approximation is then used to account for the axial potential via a varying chemical potential $\mu(x) = \mu - V(x)$. This approach is expected to be valid as long as the axial potential is smooth on the scale of the relevant correlation lengths [70, 85].

Our axial trapping potential was characterized with standard methods using both the measurement of in situ density profiles at high $T$ [176] and the dipole mode oscillation frequency in the trap center. The curvature in the trap center corresponds to a frequency of 8.5 Hz, while for larger $|x|$ (in the wings of the warmer clouds) the curvature corresponds to a frequency of 6.4 Hz [177].

Since our temperature is on the order of the radial level splitting, $h\omega_\perp/k_B = 158$ nK, the fraction of the gas which occupies radially excited states cannot be neglected. We account for this fraction by summing over radially excited states [radial quantum number $j$, degeneracy $(j + 1)$] and treating each radial state as an independent ideal 1D Bose gas in thermal equilibrium with the gas in the radial ground state, $\mu_j(x) = \mu(x) - jh\omega_\perp$. Within this model the density is given by

$$n_l(x, \mu, T) = n_{YY}(\mu(x), T) + \sum_{j=1}^{\infty} (j + 1)n_j(\mu_j(x), T).$$

(5.1)

For the radially excited states, we use the result of the LDA for the 1D ideal gas, $n_e(\mu, T) = g_{1/2}(\exp(\mu/k_B T))/\Lambda_T$ where $g_{1/2}$ is a Bose function and $\Lambda_T = (2\pi \hbar^2/mk_B T)^{1/2}$ is the thermal de Broglie wavelength (see Sect. 3.2, Chap. 2). In this model, the radially excited states act as a bath for particle and energy exchange with the radial ground state. The resulting fits are shown as solid lines in Figures 5.1a–e and describe our data very well. The fitted values of $T$ and $\mu$ are displayed in Figure 5.2.

\(^1\) For our trap parameters the condition $\mu < h\omega_\perp$ corresponds to $n < 3/4a = 150 \mu m^{-1}$, see Section 4.3, Chapter 2.
Figure 5.1. (Color online) Linear atomic density from absorption images obtained in situ (a)-(e) and in focus (f)-(j). The data from top to bottom correspond to lowering the value of the final RF evaporation frequency as indicated. In situ: solid black lines are fits using Yang-Yang thermodynamic equations (see text). The values of $\mu$ and $T$ resulting from the fits are shown in the figure. Red dotted line: ideal Bose gas profile showing divergence for $\mu = 0$. Green dashed line in (e): quasi-condensate profile with the same peak density as the experimental data. In focus: blue solid lines are the sum of two independent Gaussian fits – one to the wings (dotted in light blue) and one to the central part of the atomic density distribution.
Figure 5.2. (Color online) Characterization of the measured atomic clouds as a function of the final RF frequency $\omega_{RF}$, as determined from fits of the Yang-Yang model to the in situ data and Gaussian fits to the in focus data. (a) Temperature from the in situ data (■) and from the radial (○) and axial (●) size of the broad Gaussian fit to the in focus data. The dash-dotted line is to guide the eye and indicates a ratio of 11 of the trap depth (set by $\omega_{RF}$) and the cloud temperature. The dashed line corresponds to $\hbar \omega_{\perp}/k_B$. (b) Chemical potential from the Yang-Yang fit. The dashed line indicates $\hbar \omega_{\perp}/k_B$. (c) Atom number from the in focus data: wide distribution (●) and central peak (▲); from the Yang-Yang model fit to the in situ data: atoms in the radial ground state (■), in radially excited states (○), and atoms in the radial ground state experiencing $\mu(x) > 0$ (□).

4. In focus density profiles

We now turn to the in focus measurements which give access to the axial momentum distribution of the gas (see Chap. 4). The focusing pulse is created in the same way as described in Section 6, Chapter 4, by ramping up the axial trapping frequency from 8.5 Hz to 20 Hz in 0.8 ms, maintaining this for 3.8 ms, and ramping back down to 8.5 Hz in 0.8 ms. This is followed by a sudden switch-off of the magnetic trap. During the focusing pulse the cloud length reduces by less than 20%. After switching off the magnetic trap, the cloud expands in the radial direction on a timescale of $1/\omega_{\perp}$, so that the interactions vanish rapidly compared to the relevant axial timescale and the subsequent axial contraction can be treated as free propagation. We experimentally observe that the cloud comes to an axial focus...
after a free propagation time of 13 ms. The focus time is reduced as compared to the measurements performed at higher linear densities that were presented in Section 6, Chapter 4; these data could be modelled using a mean-field description. The observed earlier time of focus for the data presented here indicates the failure of the mean-field description – as was already hinted at in Section 7, Chapter 4, Figure 4.12 – that will be discussed in the next section.

In Figures 5.1f–i we show the axial density distribution obtained in the focus, averaged over typically 10 shots, for final RF frequencies similar to the in situ data in Figures 5.1a–e. Here, in contrast to the in situ results, one can clearly distinguish a narrow peak from a broad pedestal for RF values below 1.56 MHz [Figs. 5.1h–j]. The Yang-Yang solution does not yield the momentum distribution and thus it can not be used to fit to the in focus data. Instead, to quantify the observation of the bimodal structure we first fit a 2D Gaussian to the wings of the atomic density distribution. In a second step we fit a narrow Gaussian to the residual peak in the center. The fitted curves are shown after integration in the z-direction in Figures 5.1f–i, and describe the observed in focus distributions well.

5. Analysis and discussion

Figure 5.2c shows the resulting atom numbers in the wide and narrow part of the momentum distribution; we also plot the atom numbers from the Yang-Yang model in the radial ground state, in the radially excited states, and atoms in the radial ground state experiencing $\mu(x) > 0$. Comparing the in situ and the in focus data, we conclude that: (i) the momentum distribution becomes bimodal around the point where the global chemical potential $\mu$ crosses zero and becomes positive; and (ii) the narrow part of the momentum distribution is dominated by the atoms in the radial ground state (described by $n_{YY}$), while the wide part is dominated by atoms in the radially excited states.

A further comparison between the in focus and in situ results can be made as follows. Estimates for the temperature can be obtained from the Gaussian fit to the wide part of the in focus data, by assuming that the tails (where degeneracy is negligible) are well described by Boltzmann statistics. The resulting temperatures are shown in Figure 5.2a. The agreement with the temperature extracted from the in situ data is reasonable. We attribute the remaining discrepancy to the approximations implicit in the above interpretation of the Gaussian fit results, which neglects the discrete radial level structure and the contribution of the radial ground state to the wide part of the axial momentum distribution.

The failure of both the ideal-gas and quasi-condensate descriptions is illustrated in Figures 5.1c–e. The key point here is the following. The Yang-Yang thermodynamic equations yield a smooth equation of state $n_{YY}(\mu, T)$, including the region around $\mu(x) = 0$, as is plotted in Figure 2.2. This deviates dramatically from both the ideal-gas description (diverging density as $\mu$ approaches zero from below) and the quasi-condensate description (vanishing density as $\mu$ approaches zero from above). The region in $\mu(x)$ (and consequently in $n_{YY}(x)$) where this
discrepancy is significant is particularly large for our parameters, and the Yang-Yang thermodynamic solutions are essential for a proper description of the in situ data. For example, for our trap parameters and $T = 140$ nK [as in Fig. 5.1e] the point $T = \sqrt{n_T d}$ (or equivalently $l_0 = 2l_c$) corresponds to $n_{YY} = 20 \mu m^{-1}$. At this temperature the Yang-Yang equation of state deviates significantly from the ideal-gas and quasi-condensate description over the range $2 \lesssim n_{YY}(x) \lesssim 30 \mu m^{-1}$ and the calculated value of the local pair correlation function $g^{(2)}$ varies smoothly between 1.1 and 1.8 in this range (see Fig. 2.2). This differs from the ideal-gas value of 2 and the quasi-condensate value of $\approx 1$, and confirms the breakdown of the Hartree-Fock model of reference [60] which sets $g^{(2)} = 2$.

6. Conclusion and outlook

In conclusion, we have found excellent agreement between in situ measurements of the spatial linear density of a nearly 1D trapped Bose gas and a model based on the exact Yang-Yang solutions. We have measured the corresponding momentum distribution for which currently no theoretical comparison is available. We expect that these results will stimulate further theoretical and experimental studies of Yang-Yang thermodynamics. In addition, our findings should be relevant to experiments performed at similar linear densities and temperatures, such as guided-wave atom lasers [140] and atom-chip based interferometers [96].
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