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ABSTRACT
We introduce the TangoSIDM project, a suite of cosmological simulations of structure formation in a Λ-self-interacting dark matter (SIDM) universe. TangoSIDM explores the impact of large dark matter (DM) scattering cross-sections over dwarf galaxy scales. Motivated by DM interactions that follow a Yukawa potential, the cross-section per unit mass, σ/m_χ, assumes a velocity-dependent form that avoids violations of current constraints on large scales. We demonstrate that our implementation accurately models not only core formation in haloes but also gravothermal core collapse. For central haloes in cosmological volumes, frequent DM particle collisions isotropise the particles orbit, making them largely spherical. We show that the velocity-dependent σ/m_χ models produce a large diversity in the circular velocities of satellites haloes, with the spread in velocities increasing as the cross-sections reach 20, 60, and 100 cm^2 g^{-1} in 10^9 M_☉ haloes. The large variation in the haloes internal structure is driven by DM particles interactions, causing in some haloes the formation of extended cores, whereas in others gravothermal core collapse. We conclude that the SIDM models from the Tango project offer a promising explanation for the diversity in the density and velocity profiles of observed dwarf galaxies.
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1 INTRODUCTION
Uncovering the nature of dark matter (DM) is one of the most pressing pursuits in modern physics and cosmology. The long-held cosmological paradigm of Λ collisionless cold dark matter (ACDM) accurately predicts the large-scale structure of the Universe (Planck Collaboration 2020; EBOSS Collaboration 2021); however, significant discrepancies on galactic and sub-galactic scales are constantly challenging it.

Galactic observations targeting (i) the number of observed satellite galaxies, and (ii) the dynamical mass in the inner regions of dwarf galaxies, are key to understand the nature of DM. The number of satellite galaxies has introduced the ‘missing satellite problem’, or problem of abundance, stating that CDM simulations overpredict the abundance of satellites around the Milky Way (hereafter MW) (Klypin et al. 1999; Moore et al. 1999). Several works have concluded that the missing satellite problem is solved when introducing baryonic effects from supernova feedback and reionization (e.g. Fattahi et al. 2016; Sawala et al. 2016; Wetzel et al. 2016; Garrison-Kimmel et al. 2019; Applebaum et al. 2021; Engler et al. 2021). However, in recent years, the discovery of several new satellites, more careful survey selection functions and new development of higher resolution simulations, have altered the CDM+baryons predictions, showing now that CDM simulations may underpredict the abundance of luminous satellites (e.g. Kim, Peter & Hargis 2018; Jethwa, Erkal & Belokurov 2018; Torrealba et al. 2018; Kelley et al. 2019; Homma et al. 2019; Nadler et al. 2020; Kim & Peter 2021).

The dynamical mass in some dwarf galaxies appears to be low compared to CDM predictions (e.g. Moore 1994; Blok & McGaugh 1997; Oh et al. 2011; Walker & Peñarrubia 2011). CDM simulations without baryons predict that dwarf galaxies reside in dark matter haloes that have dense central regions, with a density profile showing a steep slope and ‘cusp’ shape (Navarro, Frenk & White 1997). Differently, many dwarf galaxies appear to have lower central densities with a ‘cored’ density profile following a flat slope (Walker et al. 2010; Boylan-Kolchin, Bullock & Kaplinghat 2011; Ferrero et al. 2012; Read, Walker & Steiger 2019). This problem originally called the ‘core-cusp problem’ is also referred as ‘diversity problem’ due to the large variety in shape and central densities in the local dwarf galaxies (e.g. Read et al. 2019; Hayashi, Chiba & Ishiyama 2020), as well as in several galaxy rotation curves (e.g. Oman et al. 2015; Read et al. 2016; Tollet et al. 2016; Relatores et al. 2019; Ren et al. 2019; Santos-Santos et al. 2020).

An additional disagreement between the prediction of CDM simulations and observations is the so-called too-big-to-fail problem, which states that the most massive haloes in CDM simulations are too dense in the centre to host the observed luminous MW satellites (Boylan-Kolchin et al. 2011; Boylan-Kolchin, Bullock & Kaplinghat 2012). The too-big-to-fail is a problem related to the internal structure of haloes that has not only been found in the MW satellites but also in the ones of M31 (Tollerud, Boylan-Kolchin & Bullock 2014), and
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in galaxies from the field (Garrison-Kimmel et al. 2014; Papastergis et al. 2015).

To this day, CDM with the addition of baryons, does not seem to convincingly solve the missing satellite (e.g. Graus et al. 2018; Kelley et al. 2019), the to-big-to-fail problem (e.g. Kaplinghat, Valli & Yu 2019), nor the cusp-core/diversity problem (e.g. Santos-Santos et al. 2020). In the latter, baryonic feedback processes from star formation and supernova explosions produce gravitational fluctuations that allow the redistribution of dark matter, and the formation of cores (Governato et al. 2012). But this appears to be very model dependent (e.g. Dutton et al. 2020), with numerical simulations producing either too many cores in dwarf galaxies of $M_{\text{DM}} \sim 10^9 - 10^{11} M_{\odot}$ (e.g. Di Cintio et al. 2014; Tollet et al. 2016; Hopkins et al. 2018; Lazar et al. 2020) or none at all (e.g. Bose et al. 2019).

This motivates to question the nature of DM and to consider DM physics beyond standard models. A promising alternative to CDM is to assume non-gravitational interactions among DM particles (Spergel & Steinhardt 2000). These types of DM models, widely known as ‘self-interacting dark matter’ (hereafter SIDM), consider that DM particles experience collisions with each other. DM particle collisions transfer heat towards the colder central regions of DM haloes, lowering central densities and creating constant density cores (e.g. Davé et al. 2001; Colín et al. 2002; Vogelsberger, Zavala & Loeb 2012; Rocha et al. 2013; Dooley et al. 2016; Robles et al. 2019; Vogelsberger et al. 2019).

The cross-section per unit mass, $\sigma/v$, is the main parameter that controls the rate of DM particles interactions in numerical simulations (e.g. Robertson, Massey & Eke 2017; Kahlhoefer et al. 2019; Kummer et al. 2019; Robertson et al. 2019; Banerjee et al. 2020; Shen et al. 2021, among others), as well as in semi-analytic models (e.g. Balberg, Shapiro & Inagaki 2002; Ahn & Shapiro 2005; Essig et al. 2019; Nishikawa, Boddy & Kaplinghat 2020). A low cross-section ($\sigma/v < 1 \text{ cm}^2 \text{g}^{-1}$) produces low DM collisional rates, allowing DM haloes to keep cuspy density profiles. Alternatively, high cross-sections ($\sigma/v > 1 \text{ cm}^2 \text{g}^{-1}$) lead to very frequent DM collisions that are able to produce central density cores (e.g. Rocha et al. 2013; Zavala, Vogelsberger & Walker 2013).

In the regime of very large cross-sections (e.g. $\sigma/v > 10 \text{ cm}^2 \text{g}^{-1}$), DM particle interactions are so frequent that they are able to rapidly heat the central DM halo core, causing it to contract and raise in density. In this regime, known as gravothermal core collapse (Balberg et al. 2002; Elbert et al. 2015), DM haloes form a density core early on, which changes to a cuspy profile at latter times. Although it has been known for some time that it takes longer than a Hubble time for a halo to enter in the gravothermal core collapse regime (Balberg et al. 2002; Koda & Shapiro 2011; Sameie et al. 2020), recent studies of satellites have changed this and showed that the gravothermal collapse is accelerated by mass-loss via tidal stripping (Nishikawa et al. 2020). In fact, not very eccentric orbits, nor excessive mass-loss, are needed for satellite haloes to enter in gravothermal core collapse (Kahlhoefer et al. 2019; Carton Zeng et al. 2022; Turner et al. 2021).

Several studies have constrained the cross-section to be smaller $\sigma/v < 1.25 \text{ cm}^2 \text{g}^{-1}$ on galaxy cluster scales (see e.g. Randall et al. 2008; Dawson et al. 2013; Jee et al. 2014; Massey et al. 2015; Wittman, Golovich & Dawson 2018; Harvey et al. 2019; Sagunskii et al. 2021; Andrade et al. 2022). On dwarf galaxy scales, current constraints of $\sigma/v$ rely on predicting the DM density profile of galaxies following the isothermal Jeans modellling. In this manner, Read, Walker & Steger (2018) analysed the density profile of Draco, a cuspy MW dwarf spheroidal galaxy (dSph), and concluded that its high central density gives an upper bound on the SIDM cross-section of $\sigma/v < 0.57 \text{ cm}^2 \text{g}^{-1}$. While Valli & Yu (2018) derived a similar upper limit on $\sigma/v$, for Draco (but probed different cross-sections, ranging between 0.1 and 40 cm$^2$ g$^{-1}$, for the remaining dSphs, see also Kaplinghat, Tulin & Yu 2016), others (e.g. Hayashi et al. 2021; Ebisu, Ishiyama & Hayashi 2022) analysed the cuspy profiles of some dwarfs and ultra-faint dwarfs, and concluded that zero self-interactions are favoured. Therefore, the SIDM density profiles of these objects can be used to set limits on the SIDM cross-section.

In a scenario where SIDM has a large $\sigma/v$ on dwarf galaxy scales, galaxies in small pericenter orbits that have lost mass from tidal stripping, can quickly enter in gravothermal core collapse and exhibit a cuspy DM density profile. Differently, satellite galaxies that have not lost mass from tidal interactions are able to keep a flat density core. This naturally gives rise to a diversity in the shape of DM density profiles in systems that are quite DM-dominated, and therefore not expected to be altered by the presence of baryons (see e.g. Oman et al. 2015). Interestingly, Kaplinghat et al. (2019) reported an anticorrelation between the central DM densities of the bright dwarf spheroidal galaxies of the MW (dSphs) and their orbital pericenter distances, so that the dSphs that have come closer to the MW centre are more dense in DM than those that have not come so close. This anticorrelation has been proposed as a potential signature of SIDM (Correa et al. 2021), with $\sigma/v$ depending on the relative velocity of DM particles, in such a way that DM behaves almost collisionless over cluster scales but as a collisional fluid on satellite galaxy scales. Correa (2021) derived a semi-analytic model of the local dSphs evolution, to determine the range of $\sigma/v$ that can explain the large central densities of the dwarfs under the gravothermal core-collapse regime. They found that the densities of dSphs, such as Carina and Fornax, can be explained with $\sigma/v$ ranging between 30 and 50 cm$^2$ g$^{-1}$, whereas other dSphs prefer larger values ranging between 70 and 100 cm$^2$ g$^{-1}$.

A velocity-dependent SIDM cross-section model, where DM behaves as a collisional fluid on small scales while it is essentially collisionless over large scales, has been suggested as early as Yoshida et al. (2000). In addition, particle physics models favour such framework for the DM particle (e.g. Buckley & Fox 2010; Boddy et al. 2014), arguing that DM exists in a ‘hidden sector’, where forces between DM particles are mediated by analogues to electroweak or strong forces (e.g. Pospelov, Ritz & Voloshin 2008; Arkani-Hamed et al. 2009; Buckley & Fox 2010; Feng, Kaplinghat & Yu 2010; Boddy et al. 2014; Tulin & Yu 2018). While studies on galaxy clusters scales have set robust upper limits on the DM self-interaction cross-section, robust constraints of $\sigma/v$ on dwarf galaxy scales are currently missing. The possibility of gravothermal core collapse indicates that $\sigma/v$ could be larger than 10 cm$^2$ g$^{-1}$ on dwarf galaxy scales (Correa 2021). But more thorough studies with detailed modelling of SIDM, and galaxy formation in a cosmological context, are needed to prove or rule out scenarios of large $\sigma/v$.

The goal of this study is to improve the current modelling of dwarf galaxies embedded in an SIDM universe, in order to derive robust constraints of large $\sigma/v$ on dwarf galaxy scales, and to prove (or alternatively rule out) that large $\sigma/v$ can explain the diversity in the density and velocity profiles of observed dwarf galaxies. To do so we introduce the ‘TAnalasInG mOdels of Self-Interacting Dark Matter’ project (hereafter TangoSIDM). TangoSIDM consists of a suite of cosmological, hydrodynamical simulations of structure formation in a A-SIDM universe. The main models presented in
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this work are dark matter-only volumes of 25 comoving Mpc on a side and employ a resolution that allows the study of satellite haloes as small as $10^9 \, M_\odot$. The simulations use state-of-the-art numerical techniques and new modelling of the DM-DM particles interactions. The TangoSIDM suite includes many simulations that will be presented in future works, including simulations using state-of-the-art galaxy formation models. In this study, we present and describe in detail the methodology employed to model SIDM in a cosmological set-up. Additionally, we analyse the dark matter-only simulations and show the first results on the DM haloes’ internal structure from TangoSIDM.

This paper is organized as follows. Section 2 describes the velocity-dependent cross-section assumed to model the DM particles interactions (Section 2.1). It also outlines the simulations (Section 2.2) and the details of the SIDM implementation (Section 2.3). Section 3 presents our results. A brief discussion is presented in Section 4. Finally, we summarize our key results in Section 5. In addition, comparison with previous works, as well as further validation and numerical convergence tests, are included in the appendix sections.

2 SELF-INTERACTING DARK MATTER MODELS

2.1 Scattering cross-section

To model the interaction among DM particles, we assume that DM particles $\chi$ interact under the exchange of a light mediator $\phi$, with the scattering following a Yukawa potential,

$$V(r) = -\frac{\alpha_y e^{-m_\phi r}}{r},$$

(1)

where $\alpha_y \equiv g_y^2/4\pi$ is the dark fine structure constant and $g_y$ the coupling strength, $m_\phi$ is the mediator mass, and we define $m_\chi$ as the dark matter mass. There is no analytical form for the differential scattering cross-section due to a Yukawa potential, but by using the Born-approximation (Ibe & Yu 2010), valid when the scattering potential can be treated as a small perturbation, the differential cross-section of the DM–DM interactions results:

$$\frac{d\sigma}{d\Omega} = \frac{\alpha_y^2}{m_\chi^2 (m_\phi^2/m_\chi^2 + v^2 \sin^2(\theta/2))^2},$$

(2)

which gives the following total cross-section,

$$\sigma = \int \frac{d\sigma}{d\Omega} d\Omega \approx \frac{4\pi \alpha_y^2}{m_\chi^2 (m_\phi^2/m_\chi^2 + v^2)}.$$

(3)

In this velocity-dependent model, the scattering is anisotropic. This is because the velocity dependence results from a term in the scattering cross-section that depends on the exchanged momenta, which in turn depends on both the collision velocity and the scattering angle. For anisotropic scattering, it is useful to consider the momentum transfer cross-section,

$$\sigma_T/m_\chi \approx 2 \int (1 - |\cos \theta|) \frac{d\sigma}{d\Omega} d\Omega,$$

(4)

for which interactions that lead to a large amount of momentum transfer contribute more, while those that transfer little momentum are down-weighted. Kahlhoefer et al. (2015) shows that the momentum transfer cross-section needs to be weighted by the scattering angle, in order to avoid overestimating the momentum transfer due to scattering with $\theta > \pi/2$, as in these cases the particles, which we assume to be identical, could be relabelled in such a way that they had scattered with $\theta < \pi/2$.

While Robertson et al. (2017) (see also Banerjee et al. 2020) implemented anisotropic scattering following equation (2), others (e.g. Vogelsberger et al. 2012; Zavala et al. 2013; Vogelsberger et al. 2016; Carton Zeng et al. 2022) have instead simulated the scattering as isotropic but with a modified cross-section (e.g. equation 4), so that the effects of DM scattering closely follow the correct modelling of the particles interactions.

Fig. 1 shows the momentum transfer cross-section of the SIDM models adopted in this work. The figure highlights three velocity-dependent models (dark blue, light blue, and orange lines), where $\sigma_T/m_\chi$ reaches 100, 60, and 20 cm$^2$ g$^{-1}$ on $10^9 \, M_\odot$ dwarf galaxies. Additionally, three constant cross-section models are also studied, $\sigma_T/m_\chi = 10$ and 1 cm$^2$ g$^{-1}$ (black dashed and dotted lines) and $\sigma_T/m_\chi = 0$ (CDM). While the bottom x-axis highlights the relative velocity between DM particles, the top x-axis indicates the typical halo mass that hosts circular orbits of such velocities. The labels of the different curves indicate the simulations names.

The resulting $\sigma_T/m_\chi$ depends on the DM particles velocity, the DM particle mass, $m_\chi$, the mediator mass, $m_\phi$, and coupling strength, $\alpha$, of the interaction. These parameters have been adjusted so that the rate of scattering is important in dwarf DM haloes while being negligible in more massive (e.g. $> 10^{11.5} \, M_\odot$) haloes. This was done in order to avoid the destruction of satellite haloes in the simulations from excessive interactions between the DM particles from satellites and the host (Nadler et al. 2020). Additionally, the velocity-dependent models are in agreement with the strong observational constraints from cluster-size haloes (see e.g. Miralda-Escudé 2002; Randall et al. 2008; Harvey et al. 2015; Kim, Peter & Wittman 2017; Wittman et al. 2018; Harvey et al. 2019; Sagunski et al. 2021). The models highlighted in dark blue line in Fig. 1 has been fitted so that it matches the recent estimates of $\sigma_T/m_\chi$ on dwarf galaxy scales done by Correa (2021). Note that although the model with $\sigma_T/m_\chi = 10$ cm$^2$ g$^{-1}$ has

Figure 1. Momentum transfer cross-sections as a function of relative DM particles scattering velocity of the SIDM models presented in this work (see Table 1). The figure highlights three velocity-dependent models (dark blue, light blue, and orange lines), where $\sigma_T/m_\chi$ reaches 100, 60, and 20 cm$^2$ g$^{-1}$ on $10^9 \, M_\odot$ dwarf galaxies. Additionally, three constant cross-section models are also studied, $\sigma_T/m_\chi = 10$ and 1 cm$^2$ g$^{-1}$ (black dashed and dotted lines) and $\sigma_T/m_\chi = 0$ (CDM). While the bottom x-axis highlights the relative velocity between DM particles, the top x-axis indicates the typical halo mass that hosts circular orbits of such velocities. The labels of the different curves indicate the simulations names.
Table 1. SIDM models analysed in this work. From left to right: Simulation name, SIDM parameters for each model (dark matter mass, \(m_x\), mediator mass, \(m_b\), and coupling strength, \(\alpha\)), momentum-transfer cross-section at a relative velocity between DM particles of 10, 50, and 100 km s\(^{-1}\), DM type of interaction.

<table>
<thead>
<tr>
<th>Simulation Name</th>
<th>(m_x) (GeV)</th>
<th>(m_b) (MeV)</th>
<th>(\alpha)</th>
<th>(\sigma_{\text{inj}}(10 \text{ km s}^{-1})) (cm(^2) g(^{-1}))</th>
<th>(\sigma_{\text{inj}}(50 \text{ km s}^{-1})) (cm(^2) g(^{-1}))</th>
<th>(\sigma_{\text{inj}}(100 \text{ km s}^{-1})) (cm(^2) g(^{-1}))</th>
<th>DM interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDM</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>No interaction</td>
</tr>
<tr>
<td>SigmaConstant1</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>No interaction</td>
</tr>
<tr>
<td>SigmaConstant10</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>Isotropic</td>
</tr>
<tr>
<td>SigmaVel20</td>
<td>3.056</td>
<td>0.309</td>
<td>1</td>
<td>4.96 \times 10^{-6}</td>
<td>20</td>
<td>5</td>
<td>Anisotropic</td>
</tr>
<tr>
<td>SigmaVel60</td>
<td>3.855</td>
<td>0.356</td>
<td>1</td>
<td>1.02 \times 10^{-5}</td>
<td>60</td>
<td>12</td>
<td>Anisotropic</td>
</tr>
<tr>
<td>SigmaVel100</td>
<td>4.236</td>
<td>0.350</td>
<td>1</td>
<td>1.23 \times 10^{-5}</td>
<td>100</td>
<td>19</td>
<td>Anisotropic</td>
</tr>
</tbody>
</table>

been ruled out by observations of galaxy clusters, it will be used as a control model.

2.2 Simulations

The simulations analysed in this paper are part of the TangoSIDM project, a simulation suite project that models cosmological simulations of structure formation in a N body universe. TangoSIDM consists on a set of DM-only and hydrodynamical cosmological simulations of 25 Mpc on a side. These simulations have been produced using the SWIFT code (Schaller et al. 2016, 2018) that has been enhanced to include new DM physics modules (Section 2.3). SWIFT is an open-source, fast and accurate gravity and hydrodynamics solver that was specifically designed to be efficient on many core systems with several levels of parallelization including vectorization. It uses state-of-the-art algorithms to solve the equations of hydrodynamics and a modern gravity solver.

The analysis in this work focuses on six DM-only simulations of (25 Mpc)\(^3\) that follows the evolution of 752\(^3\) DM particles, reaching a spatial resolution of 650 pc and a mass resolution of 1.44 \times 10^6 M\(_\odot\)). We use a comoving softening of 1.66 kpc at early times, which freezes at a maximum physical value of 650 pc at \(z = 2.8\). The starting redshift of these simulations is \(z = 127\). The initial conditions were calculated using second-order Lagrangian perturbation theory with the method of Jenkins (2010, 2013). The adopted cosmological parameters are \(\Omega_m = 0.307\), \(\Omega_p = 0.693\), \(h = 0.6777\), \(\sigma_8 = 0.8288\), and \(n_s = 0.9611\).

Table 1 highlights the SIDM model parameters adopted in this work. Each simulation from the TangoSIDM suite includes a different DM model, while three simulations have a constant scattering cross-section, \(\sigma_{\text{inj}}\), of 10 cm\(^2\) g\(^{-1}\) (named SigmaConstant10), 1 cm\(^2\) g\(^{-1}\) (SigmaConstant1), and 0 cm\(^2\) g (CDM), the other cosmological boxes have a \(\sigma_{\text{inj}}\) that depends on the particle velocity, as indicated by equation (3). Table 1 shows the \(\sigma_{\text{inj}}\) for the velocity-dependent models at DM particles velocities of 10, 50, and 100 km s\(^{-1}\). The model that reaches \(\sigma_{\text{inj}} = 100\) cm\(^2\) g\(^{-1}\) at 10 km s\(^{-1}\) is called SigmaVel100, similarly, the models reaching 60 and 20 cm\(^2\) g\(^{-1}\) at 10 km s\(^{-1}\) are called SigmaVel60, and SigmaVel20, respectively. The table indicates which models assume either isotropic or anisotropic scatter, and it also includes the values of the \(m_x\), \(m_b\), and \(\alpha\) parameters that describe the velocity-dependent cross-sections.

Halo catalogues and merger trees were generated using the VELOCIraptor halo finder (Elahi, Thacker & Widrow 2011; Elahi et al. 2019a; Cañas et al. 2019). VELOCIraptor uses a 3D friends-of-friends (FOF) algorithm (Davis et al. 1985) to identify field haloes, and subsequently applies a 6D-FOF algorithm to separate virialized structures and identify subhaloes of the parent haloes (Elahi et al. 2019a). To link haloes through time, we use the halo merger tree code TreeFrog (Elahi et al. 2019b), developed to work on the outputs of VELOCIraptor. Throughout this work, virial halo masses (\(M_{200}\)) are defined as all matter within the virial radius (\(R_{200}\)), for which the mean internal density is 200 times the critical density. In each FOF halo, the ‘central’ halo is the halo closest to the centre (minimum of the potential), which is nearly always the most massive. The remaining haloes within the FOF halo are its satellites, also called subhaloes. For satellites, we do not use \(M_{200}\) for their mass definition, instead we use \(M_{\text{peak}}\) defined as the \(M_{200}\) mass that the satellite had before being accreted by a central more massive halo, and becoming a satellite. VELOCIraptor provides virial masses and radii for subhaloes, as well as for the main haloes. Additionally, it calculates the concentration parameter (\(c_{200}\)), defined as the ratio between \(R_{200}\) and the scale radius, \(r_z\) (radius at which the logarithmic density slope is \(-2\)). The particle mass resolution of the simulations is sufficient to resolve (sub-)haloes down to \(\sim 10^7\) M\(_\odot\) with \(10^3\) particles.

2.3 Self-interacting dark matter implementation

We have modelled the interaction between DM simulation particles following a stochastic approach, where two DM particles and \(b\) have a probability of interaction, \(P_{\text{ab}}\), that depends on \(\sigma/m_x\), as well as on the distance (\(\delta r_{\text{ab}}\)) and relative velocity between them (\(|\mathbf{v}_a - \mathbf{v}_b|\)) as follows:

\[
P_{\text{ab}} = m_b(\sigma/m_x)|\mathbf{v}_a - \mathbf{v}_b|g_{\text{ab}}(\delta r_{\text{ab}})\Delta t,
\]

where

\[
g_{\text{ab}}(\delta r_{\text{ab}}) = \frac{N}{\max(h_a, h_b)} \int_0^\infty \int_0^\infty d^3r' W(|r'|, h_a)W(|\delta r_{\text{ab}} + r'|, h_b),
\]

with \(W\) the particles kernel and \(N\) a normalization factor. The derivation and full terms of the DM particles probability is further detailed in Appendix A. For the simulations where the cross-section is velocity dependent, the term \(\sigma/m_x\) in equation (5) is given by equation (3) and therefore it depends on the particles’ relative velocity. In the simulations with constant cross-section, the term \(\sigma/m_x\) is constant and set to the value assumed in the simulation (1 for SigmaConstant1, 10 for SigmaConstant10).

In equation (6), the parameters \(h_a\) and \(h_b\) are the particles’ search radii. The search radius, which encloses a region where a DM particle has the probability of interacting with its neighbours, is not constant, instead it follows the smoothing length of the DM particles kernel using an approach similar to SPH (e.g. Price 2012). It is therefore adjusted according to the local DM density, allowing to better track the centre of objects.

\(^1\)https://swift.dur.ac.uk
We compare \( P_{ab} \) with a random number (that ranges between 0 and 1), if \( P_{ab} \) is larger, the particles \( a \) and \( b \) to scatter. Then, given the particles velocities \( v_a \) and \( v_b \), we move to the centre of momentum frame where the velocities result \( v'_a \) and \( v'_b = -v'_a \). We use the direction of \( v'_a \) to define the z-axis, from which the polar scattering angle \( \theta \) is measured. Given the two angles, \( \theta \) and azimuthal \( \phi \), that determine the unit vector \( \hat{e} \), the post-scatter velocities are

\[
\tilde{v}_a = V - w \hat{e},
\]

(7)

\[
\tilde{v}_b = V + w \hat{e},
\]

(8)

where \( V = (v_a + v_b)/2, \ w = |v_a - v_b|/2 \).

In the simulations, SigmaVel100, SigmaVel60, and SigmaVel20, where the cross-section is velocity dependent, the interactions are modelled as elastic and anisotropic collisions. We assume that the scattering potential follows the Yukawa potential (introduced in Section 2.1) that produces an azimuthally symmetric differential cross-section (equation 2), with a total cross-section as indicated in equation (3). We determine the polar angle of scattering, \( \theta \), following the probability density function,

\[
p(\theta) = \frac{2\pi \sin \theta}{\sigma} \frac{d\sigma}{d\Omega},
\]

(9)

where \( d\sigma/d\Omega \) is given by equation (2) and \( \sigma \) given by equation (3). Integrating \( p(\theta) \), we obtain the cumulative distribution function

\[
P(\theta') = \int_0^{\theta'} p(\theta') d\theta',
\]

(10)

of the probability that a particle scatters by an angle less than \( \theta \). We draw a random variable, \( X \), with a uniform distribution in the interval 

\[ \{0, 1\}, \]

and calculate \( \theta \) so that \( P(\theta) = X \).

In the simulations SigmaConstant1 and SigmaConstant10, where the cross-section is constant, \( d\sigma/d\Omega = \sigma \). In this case, the particles collisions are isotropic, where \( \theta = \arccos(1 - 2X) \), and \( X \) and \( \phi \) are drawn from uniform distributions in the interval \([0, 1]\) and \([0, 2\pi]\), respectively.

**SWIFT** uses a KDK leapfrog time-stepping scheme,

\[
v_{i+1/2} = v_i + a_i \Delta t/2,
\]

\[
x_{i+1} = x_i + v_{i+1/2} \Delta t,
\]

\[
v_{i+1} = v_{i+1/2} + a_{i+1} \Delta t/2,
\]

where \( x_i \) and \( v_i \) are the positions and velocities at time-step \( i \), \( a_i = a(x_i) \) is the acceleration, or second derivative of \( x \), at step \( i \). \( \Delta t \) is the size of each time-step, and \( x_{i+1}, v_{i+1} \) and \( a_{i+1} \) correspond to positions, velocities, and accelerations at step \( i+1 \). The SIDM scattering implementation modifies this scheme by inserting an extra kick driven by the collision between two particles. The extra kick modifies the initial particles’ velocity, \( v_{i+1/2} \) into \( \tilde{v}_{i+1/2,\text{SIDM}} \), here \( v_{i+1/2} \) corresponds to the particles velocity after kick 1:

\[
K(\Delta t/2): v_{i+1/2} = v_i + a_i(x_i) \Delta t/2,
\]

\[
D(\Delta t): x_{i+1} = x_i + v_{i+1/2} \Delta t,
\]

\[
S(\Delta t): \tilde{v}_{i+1/2,\text{SIDM}} = \text{Scatter}(v_{i+1/2}, x_{i+1}, \Delta t),
\]

\[
D(\Delta t/2): \tilde{x}_{i+1} = x_{i+1} - v_{i+1/2} \Delta t/2 + \tilde{v}_{i+1/2,\text{SIDM}} \Delta t/2,
\]

\[
K(\Delta t/2): v_{i+1} = v_{i+1/2,\text{SIDM}} + a_{i+1}(\tilde{x}_{i+1}) \Delta t/2.
\]

After the extra kick is introduced, the particles involved are drifted backwards half a step and then drifted forward half a step with the new velocities. SIDM kicks are assumed to be instantaneous, particles velocities are modified and also their positions. It is important to note that if an activated DM particle in the time-step \( i \) kicks an inactive neighbour, the inactive particle is awakened for the following time-step and drifted accordingly.

The SIDM scattering is implemented on a particle-pair by particle-pair basis. The higher the cross-section, the larger the probability of particles scattering, the larger the scattering events for the same particle in a single time-step. To conserve energy, it is important that the scattering events are dealt in an appropriate way. Since the momentum kick from one scattering event alters the velocities of the particles for any future scattering event, we cannot allow a particle to scatter twice (or more) in a single time-step with the same initial velocity. Therefore, we follow Vogelsberger et al. (2012) and choose the individual particles time-step \( \Delta t \) small enough by requiring that

\[
\Delta t < \kappa \times \left( \frac{\rho_a (\sigma/m_a)}{(v_a) \sigma_{v,a}} \right)^{-1},
\]

(11)

where \( \kappa = 10^{-2}, \rho_a \) is the density of the DM particle \( a, (\sigma/m_a) \) is the average total cross-section of the particle \( a \) moving with velocity \( v_a \) relative to its neighbours, and \( \sigma_{v,a} \) is the velocity dispersion at the position of particle \( a \). When comparing \( \Delta t \) with the gravity time-step criterion \( \Delta t_{\text{grav}} = \Delta t_{\text{grav}} \propto \sqrt{\frac{m_a}{g}} \), with \( m_a \) softening and \( a \) gravitational acceleration, we find that for the SigmaConstant1 model \( \Delta t \) is always larger than \( \Delta t_{\text{grav}} \), except for the inner regions (<3–5 kpc) of haloes more massive than \( 10^{11} M_{\odot} \), where \( \Delta t < \Delta t_{\text{grav}} \) by up to a factor of 5. In the SigmaConstant10 model the same occurs, except that \( \Delta t \) is a factor of 5–10 smaller than \( \Delta t_{\text{grav}} \) in the inner regions of haloes more massive than \( 10^{10} M_{\odot} \). In the SigmaVel models, \( \Delta t \) rapidly decreases in the inner regions (due to the increase of \( \sigma_{v,m} \)), reaching up to a factor of 100 lower values than \( \Delta t_{\text{grav}} \). This results in the SigmaVel models being computationally more expensive than the SigmaConstant1 and SigmaConstant10, and also CDM models. However, we find it necessary to implement equation (11) in order to accurately model the scattering events.

Further details of the model, including validation tests and comparisons with previous simulation efforts, are included in Appendices A and B.

### 3 Results

This section presents the first results of the TangoSIDM simulations. We analyse the evolution of satellites and the impact of the DM particles interactions in their internal structure.

#### 3.1 Subhalo population

The simulations from the TangoSIDM project are all run from the same initial conditions; therefore, it is possible the match the \( z = 0 \) central haloes between simulations and compare their respective subhalo population. Fig. 2 shows density projections of the same central halo for the different models listed in Table 1. The projection cubes have a side length of 300 kpc. In the CDM simulation (top left-hand panel), the central halo has a \( M_{200}\text{c} \) mass of \( 3.7 \times 10^{11} M_{\odot} \), a virial radius of 151 kpc and 77 satellites more massive than \( 10^{8} M_{\odot} \) that reside within \( R_{200}\text{c} \). The SigmaConstant10 model (top right-hand panel) depicts a more spherical looking halo of lower mass and fewer number of satellites. As expected, the frequent DM particle collisions in this simulation isotropise the particles orbit and produce a more spherical configuration (Miralda-Escudé 2002; Vogelsberger et al. 2012; Peter et al. 2013).

The visual impression from Fig. 2 shows that while the halo in the SigmaConstant10 model is quite spherical, it is elliptical in the SigmaVel20 model (bottom left-hand panel), looking similar to CDM (top left-hand panel). This is because at the scale of \( 10^{11} M_{\odot}, \) SigmaVel20 is characterized by a momentum-transfer
cross-section of $\sim 1$ cm$^2$ g$^{-1}$ (see Fig. 1), and therefore the rate of interactions is lower than in SigmaConstant10. In SigmaVel60 (bottom right-hand panel), $\sigma_T/m_\chi$ reaches $3$–$4$ cm$^2$ g$^{-1}$, and that seems to be a sufficient increase in $\sigma_T/m_\chi$ relative to the SigmaVel20 model to modify the halo’s shape and make it slightly more spherical.

SIDM interactions not only isotropise the DM particles’ orbit but also enhance the disruption of subhaloes by tidal stripping from the host (Vogelsberger et al. 2012; Nadler et al. 2020). The density projection from Fig. 2 shows a larger number of destroyed satellites in the SigmaConstant10 model, relative to the SigmaVel models. Note that in the former the cross-section has no velocity dependence, the rate of particle scattering is independent of the halo mass. This causes a larger number of DM particle interactions between the host and the satellite haloes. Although this model is ruled out by observational constraints, it still serves as a control study. It is interesting to also

---

**Figure 2.** Density projections of the same central halo for some of the different models listed in Table 1. The central halo has a mass of $3.7 \times 10^{11} M_\odot$ (CDM case, top left-hand panel), note, however, that this can vary depending on the SIDM model. The projection cube has a side length of 300 kpc. The SigmaConstant10 model (top right-hand panel) that has a constant cross-section of $10$ cm$^2$ g$^{-1}$, not only largely destroys the surrounding low-mass subhaloes but also thermalizes the central halo, changing its elongated shape (as seen from the top left-hand panel) to spherical. The velocity-dependent model, SigmaVel20 (bottom left-hand panel), cannot be easily distinguished from the CDM case. The SigmaVel60 (bottom right-hand panel) shows a spherical-looking central halo but without subhalo disruption.

**Table 1.** Properties of the central halo for different models

<table>
<thead>
<tr>
<th>Model</th>
<th>$M_{200c}$</th>
<th>$R_{200c}$</th>
<th>No. satellites</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDM</td>
<td>$3.7 \times 10^{11} M_\odot$</td>
<td>151 kpc</td>
<td>77</td>
</tr>
<tr>
<td>SigmaConstant10</td>
<td>$3.4 \times 10^{11} M_\odot$</td>
<td>147 kpc</td>
<td>69</td>
</tr>
<tr>
<td>SigmaVel20</td>
<td>$3.6 \times 10^{11} M_\odot$</td>
<td>151 kpc</td>
<td>77</td>
</tr>
<tr>
<td>SigmaVel60</td>
<td>$3.7 \times 10^{11} M_\odot$</td>
<td>151 kpc</td>
<td>77</td>
</tr>
</tbody>
</table>
note that while SigmaVel60 model depicts a rather spherical-looking central halo, it does not seem to largely disrupt its subhalo population.

To better understand the rate of subhalo disruption in the different SIDM models, Fig. 3 shows the cumulative number of satellite haloes around central haloes. We calculate the cumulative number of satellites around each central halo in radial bins of 0.05 × R_{200c}, and then estimate the median. We select satellites more massive than 10^9 M_{⊙} that orbit central haloes with virial masses between 10^{11.5} and 10^{13.5} M_{⊙} (solid lines), and between 10^{11.5} and 10^{12.1} M_{⊙} (dashed lines). We do not find significant satellite disruption in the ~10^{12} M_{⊙} haloes from the SigmaVel models relative to CDM. As expected, SigmaConstant10 shows lower number of satellites in both, the ~10^{11.5} and ~10^{12} M_{⊙} central haloes. Interestingly, in the 10^{11.5} M_{⊙} haloes, the SigmaVel60 and SigmaVel100 models have a lower number of satellites than SigmaVel20 and CDM, but a larger number relative to SigmaConstant10. This indicates that even though the cross-section is velocity dependent, there is still an impact of the particles collisions on the subhalo destruction.

3.2 Density profiles

In this section, we explore how the different rate of DM particles interactions shape the density profiles of central and satellite haloes. We select haloes with virial masses around 10^9 M_{⊙}, 10^{10} M_{⊙}, and 10^{11} M_{⊙} (within 0.2 dex) and calculate the median densities in logarithmic radial bins of 0.2 dex. Fig. 4 shows the density profiles of central (top panels) and satellite (bottom panels) haloes from the CDM (orange lines), SigmaConstant10 (red lines), SigmaVel20 (light blue lines), SigmaVel60 (dark blue lines), and SigmaVel100 (green lines) models. The left-hand panel includes 10^9 M_{⊙} haloes, the middle panel 10^{10} M_{⊙} haloes, and the right-hand panel 10^{11} M_{⊙} haloes.

For comparison, we include the NFW density profile in the top panels (solid black lines), which we estimated using the concentration–mass relation from Correa et al. (2015). We also include the softening (grey-dashed lines) and a convergence radius (green dash–dotted lines). The original convergence criterion derived by Power et al. (2003), defined a convergence radius, R_{200}, as the minimum radius where the mean density converges at the 10 per cent level relative to a simulation of higher resolution. However, because our SIDM models produce a larger variation in the haloes’ internal density relative to the CDM simulation, we follow Schaller et al. (2015) and relax Power et al. (2003) convergence criterion requiring that the mean internal density converges at the 50 per cent level instead. R_{200} then results ~1.6 kpc for 10^9 M_{⊙} haloes, 1.3 and 1 kpc for 10^{10} M_{⊙} and 10^{11} M_{⊙} haloes, respectively.

The top panels of Fig. 4 show that while there is no visible core formation in the 10^9 M_{⊙} haloes, higher mass haloes begin to exhibit a core. It can be seen from the top right-hand panel that 10^{11} M_{⊙} haloes in the SigmaConstant10 model form the largest core, reaching roughly a constant density of 2 × 10^7 M_{⊙} kpc^{-3}. In this constant cross-section model, core expansion maximizes in high-mass haloes. This is expected since the scattering rate of DM particles, γ(r) = (σ/m_p v_{pair})(r)t, depends on the local density, so that DM particles in high-mass (~10^{11} M_{⊙}) haloes, with typical central densities that reach 10^9 M_{⊙} kpc^{-3}, experience more frequent collisions, than lower mass haloes. Frequent DM particles collisions expel particles in wider out orbits, lower the central halo density, and increase the particles velocities, forming a ‘hot core’.

Core expansion is maximized at a time of around t_c = 26 t_0 (Koda & Shapiro 2011), with t_0 being

\[ t_0^{-1} = \frac{\sigma/m_p}{2} \sqrt{\frac{GM_{200}^2}{r_s^3}}, \]

where r_s is the halo scale radius and M_{200} its mass. For a constant cross-section of 10 cm^2 g^{-1}, t_c is around ~12.7 Gyr for 10^{11} M_{⊙} haloes, ~18.6 Gyr for 10^{10} M_{⊙} haloes, and ~28.5 Gyr for 10^{9} M_{⊙} haloes.

The top right-hand panel of Fig. 4 compares the z = 0 density profile of 10^{11} M_{⊙} haloes from different SIDM models. It can be seen that the SigmaVel models do not include haloes with central cores as large as the SigmaConstant10 model. This is because the velocity-dependent models have lower cross-sections than 10 cm^2 g^{-1} at this mass scale. Therefore, these haloes are still in the process of core expansion.

The bottom panels of Fig. 4 compare the z = 0 density profile of satellite haloes. At fixed radius satellite haloes exhibit higher densities than central haloes of the same mass. Because of this, satellite haloes are expected to host larger rates of DM particles interactions. Interesting to note that the bottom panels show a larger scatter around the median densities profiles of satellites than in the same-mass centrals.

3.3 Subhalo rotation curves

One of the most challenging discrepancies between cosmological simulations and observations is the diversity of the inner dark-matter content in dwarf galaxies (see e.g. Sales, Wetzel & Fattahi 2022 for

Relaxing Power et al. (2003) criterion corresponds to calculating R_{200} as 0.15 ≤ \sqrt{\frac{GM_{200}}{\sigma v_{pair}}} \sqrt{\frac{\ln(1+c) - 1}{0.15}} P_{200}, where N(< r) is the number of particles of mass, m_{DM}, within radius r.

\[ P_{200} \]
a recent review). Observations of rotation curves of dwarf galaxies reveal significant diversity in their shapes (Oman et al. 2015). While many dwarf galaxies’ rotation curves rise slowly towards the galaxies’ outskirts, indicative of cored DM density profiles, others rise rapidly, indicative of cuspy profiles. To date, CDM hydrodynamical simulations with baryonic feedback processes from star formation and supernova explosions produce gravitational fluctuations. These fluctuations drive the redistribution of dark matter, and the formation of flat density cores (e.g. Governato et al. 2010, 2012; Di Cintio et al. 2014; Tollet et al. 2016; Read et al. 2016; Santos-Santos et al. 2018). However, this scenario does not seem to fully explain the observed diversity in gas-rich dwarf galaxies (Santos-Santos et al. 2020), and it fails to explain the diversity recently found in gas-poor systems, such as the dwarf spheroidal galaxies and ultra-faint satellite galaxies of the Milky Way (e.g. Hayashi et al. 2022, 2021).

This work aims to investigate whether SIDM increases the diversity in low-mass haloes hosting dwarf galaxies, and whether SIDM is able to fully explain the diversity in low-mass gas-poor systems. To analyse the evolution of such systems in our simulations, we focus in the lowest mass haloes we can confidently resolve. The lower mass range for this is $10^5-10^8.5 M_\odot$. Moreover, we specifically analyse satellite haloes, also refereed as subhaloes, since these would naturally host gas-poor galaxies. We select 30 random satellites haloes in the mass range of $10^{8.5-9.6} M_\odot$ from the CDM and SIDM simulations, and calculate their spherical circular velocity curves, $V_{200}^2(r) = GM(<r)/r$, where $r$ is the 3D radius and $M(<r)$ is the total mass enclosed within such radius. The goal of this section is to first produce a visual representation of the velocity profiles from low-mass haloes from the various models. In order to understand whether models with a velocity-dependent cross-section can produce a diverse sample of rotation curves in same-mass haloes. Throughout this work, we focus in the evolution of satellite haloes, but in Appendix C, we extend the analysis for centrals.

Fig. 5 shows the circular velocity profiles of 30 randomly selected satellite haloes from the CDM (top-left), SigmaConstant1 (top-middle), SigmaConstant10 (top-right), SigmaVel20 (bottom-left), SigmaVel60 (bottom-middle), and SigmaVel100 (bottom-right) models in the mass range of $10^{8.5-9.6} M_\odot$. The various colour lines correspond to the profiles of the individual haloes. This allows for a comparison of the spread in the haloes circular velocities between the models, as well as for a visual inspection on the shapes. The black dashed line in the panels highlights a 2 kpc fiducial radius, whereas the grey-shaded region indicates where the rotation curves are not fully resolved (below the convergence radius). We find that while the SigmaConstant10 model exhibits cored profiles without a significant scatter in the circular velocities at 2 kpc, the SigmaVel100 model shows the highest spread, counting with both very cuspy and very cored profiles.
For a better comparison of the haloes rotational curves between the models, we define a fiducial radius, \( r_{\text{fid}} \), as
\[
  r_{\text{fid}} = 2 \times (M/10^9 \, M_\odot)^{0.2} \, \text{kpc},
\]
where \( M = M_{200} \) for central haloes and \( M = M_{\text{peak}} \) for satellites. We calculated \( r_{\text{fid}} \) by estimating the radius (as a function of halo mass) at which the circular velocity was maximum. We did this assuming the NFW density profile and the concentration–mass relation from Correa et al. (2015). In this manner, the normalization and slope of the relation were chosen so that \( r_{\text{fid}} = 2 \) kpc for \( 10^9 \, M_\odot \) haloes, and it reaches 5 kpc for \( 10^{11} \, M_\odot \) haloes. \( V_{\text{circ}}(r_{\text{fid}}) \) largely coincides with the maximum circular velocity of the cuspy haloes in the SIDM models.

We next define \( V_{\text{circ}}(r_{\text{fid}}) = V_{\text{fid}} \) and quantify the scatter around \( V_{\text{fid}} \) for the different models as a function of halo mass. The top panel of Fig. 6 shows the standard deviation in \( V_{\text{fid}} \) from satellite haloes as a function of halo mass. The various colour lines show the scatter for satellite haloes in the CDM and SIDM models as indicated in the legend. We find that the mean DM circular velocity (at \( r_{\text{fid}} = 2.6 \) kpc) from \( 10^9 \, M_\odot \) CDM satellite haloes is \( \sim 29 \, \text{km} \, \text{s}^{-1} \) with a \( 1\sigma \) scatter of 5.5 \( \text{km} \, \text{s}^{-1} \). The scatter increases to 5.8, 7, and 7.2 \( \text{km} \, \text{s}^{-1} \) in the SigmaVel20, SigmaVel60, and SigmaVel100 models, respectively. The bottom panel of Fig. 6 shows the ratio between the scatter in the SIDM models and the CDM model for better comparison. It can be seen that the SigmaVel60 and SigmaVel100 models display the largest scatter in the satellite mass range of \( 10^9 \, M_\odot \) to \( 10^{11} \, M_\odot \), it increases by a factor of 1.2 and 1.3 relative to CDM. SigmaConstant10 shows a somewhat similar scatter as CDM in \( 10^9 \, M_\odot \) haloes, but the scatter increases with halo mass. As a result SigmaConstant10 produces up to a factor of 2 larger scatter than CDM in \( 10^{11} \, M_\odot \) satellite haloes. Interestingly, the figure shows that in the velocity-dependent cross-section models, the higher \( \sigma_f/m_f \) at
dwarf galaxies scales, the larger the scatter in \( V_{\text{fid}} \). This, however, is found when analysing the rotation curves of satellites. To highlight the statistical significance of this scatter, the shaded regions in the panels show the poison error in the scatter, and the bottom panel of Fig. 6 indicates the average number of haloes in the various mass bins.

The top panel of Fig. 6 shows that the scatter around \( V_{\text{fid}} \) tends to increase with halo mass, as shown by the CDM model. Self-interacting dark matter increases the scatter because the collisions heat the particles’ orbit, modifying the inner matter distribution. The SigmaVel60 model shows a higher scatter than SigmaConstant10 in subhaloes with \( M_{\text{peak}} < 10^{9.5} \, M_\odot \), this is because the cross-section of this model is higher than 10 cm\(^2\) g\(^{-1}\) in this mass range (see Fig. 1). In a given model, a large cross-section gives a higher probability of particle-particle collisions (equation 5), which in turn increases the scatter. In the SigmaVel60 model, because the cross-section is velocity dependent, it decreases to less than 10 cm\(^2\) g\(^{-1}\) in subhaloes with \( M_{\text{peak}} > 10^{10} \, M_\odot \). Therefore, the scatter of this model is lower than the SigmaConstant10 in the high-mass haloes.

The SigmaVel100 model roughly matches the scatter of SigmaConstant10 in subhaloes with \( M_{\text{peak}} > 10^{10.5} \, M_\odot \). But similar to SigmaVel60, the SigmaVel100 model shows a lower scatter than SigmaConstant10 in subhaloes with \( M_{\text{peak}} > 10^{10.5} \, M_\odot \). Differently, the scatter of the SigmaConstant10 model keeps increasing with halo mass. This is because in this model the cross-section is constant. Therefore, the higher the halo mass, the higher the central density, the larger the number of collisions, which in turn modify the haloes inner matter distribution. In the other models, despite the central density increasing with halo mass, the cross-section decreases. With yields lower number of particle-particle collision in the high-mass haloes.

In all velocity-dependent SIDM models the cross-section is very similar in subhaloes with \( M_{\text{peak}} > 10^{10.5} \, M_\odot \). For example, Fig. 1 shows that for a \( 10^{11} \, M_\odot \) halo, the cross-section in the SigmaVel100 model is roughly 5 cm\(^2\) g\(^{-1}\), 3 cm\(^2\) g\(^{-1}\) in the SigmaVel60 model, and 1.5 cm\(^2\) g\(^{-1}\) in the SigmaVel20 model. At fixed halo mass, in SIDM models where the cross-section is roughly similar, so is the number of particle-particle collisions. This produces a similar scatter among the velocity-dependent models.

The increase in the 1σ scatter around \( V_{\text{fid}} \) from \( 10^9 \) to \( 10^{10} \, M_\odot \) satellites is not significant when comparing CDM with SigmaVel100. However, what largely increases is the number of satellites that have \( V_{\text{fid}} \) that are \( \pm 2 \sigma \) away from the \( V_{\text{fid}} \) CDM average. In the SigmaConstant1 and SigmaConstant10 models 4 and 6 per cent, respectively, of the satellite population in the \( 10^{9.5} \)–\( 9.6 \, M_\odot \) mass range, have \( V_{\text{fid}} \) that are \( \pm 2 \sigma \) away from the CDM average. The number of 2σ outliers increases to 12, 22, and 24 per cent in the SigmaVel20, SigmaVel60, and SigmaVel100 models, respectively. We continue with an analysis of the distribution of \( V_{\text{fid}} \) outliers in the following subsection.

Finally, we have analysed the stability of the estimated scatter shown in Fig. 6 given that \( r_{\text{fid}} \) is somewhat close to the convergence radius. We recalculated the fiducial circular velocity (\( V_{\text{circ}}(r = r_{\text{fid}}) \)) by multiplying the fiducial radius by 0.8 and 1.2 (\( V_{\text{circ}}(r = 0.8 \times r_{\text{fid}}) \) and \( V_{\text{circ}}(r = 1.2 \times r_{\text{fid}}) \)). These yield \( r_{\text{fid}} = 2.01 \) kpc and \( r_{\text{fid}} = 3.02 \) kpc, respectively, for the \( \sim 10^{9.5} \, M_\odot \) subhaloes. We have found the 1σ scatter to be quite stable, changing from 7.2 to 7.5 km s\(^{-1}\) in the SigmaVel100 model for \( r = 0.8 \times r_{\text{fid}} \) in \( \sim 10^{9.5} \, M_\odot \) subhaloes, and changing from 7.2 to 6.7 km s\(^{-1}\) in the SigmaVel100 model for \( r = 1.2 \times r_{\text{fid}} \) in \( \sim 10^{9.5} \, M_\odot \) subhaloes.

### 3.3.1 Diversity

In this section, we further assess the diversity of the rotation curves from the satellite population. We separate the CDM halo sample in halo mass bins of 0.1 dex, and calculate the median circular velocities at the fiducial radius (defined in equation 13) at each mass bin. We refer to this median CDM fiducial velocity as \( V_{\text{fid}} \). Finally, for each individual halo \( i \) from the different simulations we calculate the ratio, \( (V_{\text{fid},i} - \bar{V}_{\text{fid},\text{CDM}})/\bar{V}_{\text{fid},\text{CDM}} \), where \( V_{\text{fid},\text{CDM}} \) is the median CDM \( V_{\text{fid}} \) from the mass bin the halo \( i \) is, and \( \bar{V}_{\text{fid},\text{CDM}} \) is the circular velocity at the fiducial radius of halo \( i \).

Fig. 7 shows the ratio, \( (V_{\text{fid}} - V_{\text{fid},\text{CDM}})/V_{\text{fid},\text{CDM}} \), as a function of halo mass for the CDM (left-hand panel), SigmaConstant10 (middle panel), and SigmaVel100 (right-hand panel) models. Each dot in the figure is an individual satellite halo. Dots are coloured according to the colour bar at the top of the figure that indicates the haloes concentration. As expected, the scatter of the haloes circular velocities strongly correlates with the haloes concentration, so that more concentrated haloes have steeply rising circular velocities. This correlation not only appears in the CDM simulation but also in the SIDM models. The dashed black lines in the panels of the figure highlight the 97 and 3 percentiles of the distribution for each mass bin. Note that the haloes concentration, \( c_{200c} \), is the concentration at \( z = 0 \) and not at the time of \( M_{\text{peak}} \). We have decided to use \( c_{200c} \) at \( z = 0 \) because we want to capture the large change in the satellite’s inner mass distribution that occurs when these haloes become satellites, and start being affected by tidal interactions (as shown by Nishikawa et al. 2020).

The middle panel of Fig. 7 shows that the SigmaConstant10 model has only few satellites with steeply rising circular velocities (i.e. with velocity ratios larger than 0.3), but a large number of satellites with very low densities in the inner regions (i.e. with velocity ratios lower than \(-0.5\)). We believe that some of these satellites have large cores due to the SIDM interactions, but others have low densities due to the excessive tidal disruption that there is in this model between the satellites and their hosts. From the right-hand panel, we can see that satellites in the SigmaVel100 model have become very cuspy (with very step circular velocities) over the \( 10^9 \) – \( 10^{10} \, M_\odot \) halo mass range, with velocity ratios larger than 0.5. These satellites are potentially in gravothermal core-collapse. This figure clearly shows that a SIDM velocity-dependent model is able to increase the scatter in the rotation curves from low-mass satellite haloes in dark matter-only simulations. Interestingly, the increased diversity of rotation curves is not exclusive to satellite haloes, an increased scatter of \( (V_{\text{fid}} - \bar{V}_{\text{fid},\text{CDM}})/\bar{V}_{\text{fid},\text{CDM}} \) for central haloes is also found in the SigmaVel100 model (see Appendix C).

### 3.4 Gravothermal core-collapse

In this section, we analyse the evolution of \( z = 0 \) satellite haloes that can potentially be in gravothermal core-collapse. We select satellites with masses between \( 10^9 \) and \( 10^{9.5} \, M_\odot \) and follow their evolution throughout the simulations outputs. We create two subsamples, a high-velocity ratio sample that has \( (V_{\text{fid}} - \bar{V}_{\text{fid},\text{CDM}})/\bar{V}_{\text{fid},\text{CDM}} > 0.3 \), and a low-velocity ratio sample where \( (V_{\text{fid}} - \bar{V}_{\text{fid},\text{CDM}})/\bar{V}_{\text{fid},\text{CDM}} < -0.3 \), and investigate the evolution of the median density profiles of the samples.

Fig. 8 shows the satellite haloes’ median density profiles from the CDM (left-hand panel), SigmaConstant10 (middle panel), and SigmaVel100 (right-hand panel) simulations, where the blue lines correspond to the high-ratio sample and the orange lines to the low-ratio sample. The median densities at redshift 0 are shown in solid
lines, at redshift 0.5 in dashed lines, at redshift 1 in dotted lines and at redshift 2 in dash-dotted lines. In the panels, the grey-shaded area indicates the radial region where the density profiles are below the convergence radius, and therefore, we warn the reader that at these radii our results are not numerically resolved.

The left-hand panel of the figure compares the evolution of CDM satellites haloes with low- and high-velocity ratios. We find that while the low-ratio sample does not significantly evolve in density in the 0–2 redshift range, the high-ratio sample does. High-ratio satellites experience significant mass-loss, as can be seen from the decrease in density at the ∼10 kpc radius. Note that this does not indicate that higher concentration haloes are more prone to tidal forces than their lower concentration counterparts. This occurs because the halo samples are selected based on their $z = 0$ virial masses. The high-ratio sample is formed by more concentrated haloes. Because they are more concentrated, they have formed earlier but have reached the same mass at $z = 0$ as the low-ratio halo sample. For this to happen they should have lost more mass, which is what the

Figure 7. Circular velocities at the fiducial radius, $V_{\text{fid}}$, relative to the median $\bar{V}_{\text{fid}}$ from the CDM simulation. Each dot corresponds to a satellite halo, with a mass indicated by the x-axis, and with a concentration highlighted by the colour bar on the top of the figure. The panels show the ratio, $(V_{\text{fid}} - \bar{V}_{\text{fid}} - \text{CDM})/\bar{V}_{\text{fid}} - \text{CDM}$, for the CDM (left), SigmaConstant10 (middle), and SigmaVel100 simulation (right). The figure indicates that if $V_{\text{fid}} > \bar{V}_{\text{fid}} - \text{CDM}$, a halo’s rotation curve becomes steeply rising, whereas if $V_{\text{fid}} < \bar{V}_{\text{fid}} - \text{CDM}$, the rotation curve is slowly rising. The colour bar highlights that the scatter of the haloes’ circular velocities strongly correlates with the halo concentrations, with more concentrated haloes having more steeply rising circular velocities. This correlation not only appears in the CDM simulation, but also in the SIDM models. While the middle panel does not show a large number of satellite haloes from the $10^9$ to $10^{11}$ M$_\odot$ mass range with steeply rising rotation curves, the right-hand panel shows a large spread in the velocity ratio. The dashed black lines in the panels highlight the 97 and 3 percentiles of the distribution.

Figure 8. Satellite haloes’ median density profiles from the CDM (left-hand panel), SigmaConstant10 (middle panel), and SigmaVel100 (right-hand panel) simulations. The blue lines, labelled ‘high-ratio’ sample, corresponds to satellite haloes in the mass range of $10^9$–$10^{11}$ M$_\odot$ that have velocity ratios, $(V_{\text{fid}} - \bar{V}_{\text{fid}} - \text{CDM})/\bar{V}_{\text{fid}} - \text{CDM}$, larger than 0.3. Similarly, the orange lines, labelled ‘low-ratio’ sample, corresponds to satellite haloes that have velocity ratios lower than −0.3. The different line types indicate different redshifts, with solid corresponding to median density profiles at redshift 0, dashed at redshift 0.5, dotted at redshift 1 and dash–dotted at redshift 2. In this manner, each panel shows the evolution in density of haloes that at $z = 0$ are satellites, have masses between $10^9$ and $10^{11}$ M$_\odot$, and have either high- or low-velocity ratios. In the panels, the grey-shaded area indicates the radial regime where the density profiles are below the convergence radius.
The middle-right-hand panels of the figure show that the low-ratio sample largely decrease their central densities during the redshift range of 0–0.5. Since this feature is absent in the CDM sample, we find it to be produced by the SIDM interactions.

The evolution of the high-ratio satellite sample from the SigmaConstant10 and SigmaVel100 models shows that these satellites can potentially be in gravothermal core collapse. This can be seen by following the density evolution at ~1 kpc radius in the middle and right-hand panels. The median profiles show that the density of the sample decreases from $z = 2$ to $z = 0.5$, and then it begins to raise again.

A more detailed evolution of the high-ratio halo sample is shown in Fig. 9, where the median circular velocities are plotted. For this figure, we decrease the high-ratio satellite mass range to $10^{9.5} - 10^{9.6} \, M_{\odot}$, this is done to decrease the scatter in the dynamical inner mass. As in Fig. 8, the evolution is shown for the CDM (left-hand panel), SigmaConstant10 (middle panel), and SigmaVel100 (right-hand panel) simulations with the colored lines indicating the circular velocities at various redshifts (see legend). The panels show how the satellites in the SigmaConstant10 and SigmaVel100 develop a more steeply rising circular velocity at $z = 0$, indicative of haloes becoming more concentrated, with steeper density profiles (as shown in Fig. 8), and therefore entering in gravothermal collapse. This is not seen in the CDM case.

To better understand the effect of gravothermal collapse, we plot the evolution of the density at 1 kpc and at 150 pc, and the evolution of the logarithmic density slope of the high-ratio sample in Fig. 10. We again expand the satellite sample to select haloes with masses between $10^9$ and $10^{9.5} \, M_{\odot}$ that have $(V_{\text{fid}} - V_{\text{fid,CDM}})/V_{\text{fid,CDM}} > 0.3$, and plot the median values as a function of redshift. To calculate the slope in the density profile, for each individual halo from the sample, we fit the $\log_{10}(\rho(r)) - \log_{10}(r)$ relation (with $r$ between 1 and 3 kpc) using a linear function. The left-hand panel of Fig. 10 shows the evolution of the logarithmic density slope of haloes from the CDM (blue line), SigmaConstant10 (red line), SigmaVel20 (orange), SigmaVel60 (green line), and SigmaVel100 (dark blue line) models. The middle panel of the figure shows the median density at 1 kpc, and the right-hand panel shows an extrapolation of the density at 150 pc using the linear fitting that estimated the density slope.

It can be seen from the left-hand panel of Fig. 10 that the high-ratio sample from the CDM simulation forms a steep density profile of roughly constant slope with decreasing redshift. The median steepness of the $z = 0$ CDM profiles seems to match the slope of the density profiles from the SigmaVel60 model. SigmaVel60, however, shows a significant change in the evolution of the logarithmic density slope, bending around $-1.4$ at $z = 1.5$ and decreasing till $-1.8$ at $z = 0$. SigmaVel100 shows a yet larger evolution in the haloes density, changing its median slope from $-1.4$ at $z = 0.5$ to $-2$ and $z = 0$. This evolution indicates a contraction of the core and an increase in central density that tends to mostly occur in the redshift range of 0–0.5. The SigmaVel100 model also shows an important evolution in the haloes density, with the median slope decreasing from $-1.4$ at $z = 0.5$ to $-1.9$ at $z = 0$.

The middle panels of Fig. 10 show the evolution in density at 1 kpc. From this panel, it cannot be seen a significant raise in density from the SigmaVel60 or SigmaVel100 samples. But we find that the extrapolation of the shape of the profiles indicates that the satellites in the SigmaVel60 and SigmaVel100 model should largely increase in density in the central regions (~150 pc). In a future work (Correa et al. in preparation), using a higher resolution set-up, we will further explore the evolution of satellites (as well as centrals), and analyse under which conditions (e.g. orbits, concentration, rate of mass gain/loss, environment) haloes undergo gravothermal core collapse.

4 DISCUSSION

4.1 Caveats

In this work, we have presented the first results of the TangoSIDM dark matter-only simulation suite, a set of cosmological simulations with different SIDM models. One limitation of this study is the resolution of the cosmological boxes. While we aim to explore and understand the internal evolution of low-mass haloes, we are limited to a minimum spatial resolution of 1 kpc (see Section 3.2 for a discussion on convergence radius). We have therefore analysed the
density and rotation profiles on scales at or larger than 1 kpc, and we have shown that halo density profiles typically converge on scales down to half the softening (Fig. A3 and Section B1).

The lack of baryonic physics is an important effect that can impact our results. For galaxies in low-mass haloes, supernova feedback is able to alter the internal DM distribution of haloes (Read & Gilmore 2005; Mashchenko, Wadsley & Couchman 2008; Pontzen & Governato 2012; Garrison-Kimmel et al. 2014; Di Cintio et al. 2014; Tollet et al. 2016). The energy injection from supernovae produces gas outflows, leading to fluctuations of the nearby baryonic mass, that in turn modifies total gravitational potential within the inner DM halo. This causes a radial expansion of the orbits of the inner DM particles, and a result the formation of a core. While it has been shown that the SN-induced core formation is model-dependent (Benítez-Llambay et al. 2019; Dutton et al. 2020), the process of gravothermal core collapse is potentially not. Burger et al. (2022) has recently shown that for SIDM cross sections of at least 10 cm² g⁻¹, the formation of cuspy central DM densities from gravothermal collapse occurs, irrespective of the star formation density threshold that controls the star formation burstiness of the galaxy, and hence the rate of SN explosions. This indicates that SIDM velocity-dependent models should still produce cuspy haloes and an increased diversity in the rotational curves, relative to CDM, even if baryonic feedback is included. In future work, however, we plan to analyse the impact of baryonic physics on the SIDM halo evolution.

4.2 Gravothermal core-collapse in a cosmological set-up

Several works have produced zoom-in simulations to study the phenomenology of SIDM on galaxy scales (i.e. Vogelsberger et al. 2012, 2016, 2019; Zavala et al. 2013, 2019; Robles et al. 2019; Nadler et al. 2020; Sameie et al. 2020; Shen et al. 2021; Bhattacharyya et al. 2022; Burger et al. 2022; Silverman et al. 2022). However, their results can potentially depend on their specific set of initial conditions. This is because the rate of mass accretion, merger history, local environment, as well as other factors such as dynamical friction, tidal stripping and ram pressure, can alter the formation history of a galaxy and inner structure of a DM halo. It is therefore important to study the SIDM effects in a cosmological set-up.

In this work, we have shown that even in SIDM models where the cross-section reaches 100 cm² g⁻¹ in 10⁸ M⊙ haloes, not all low-mass haloes enter in gravothermal core collapse, only a fraction. Merger history (e.g. Colin et al. 2002; Davé et al. 2001) and the impact of local environment can prevent a halo to enter in core collapse. This further supports the idea that the diversity in the rotation curves of dwarf galaxies can be a signature of velocity-dependent SIDM.

5 CONCLUSIONS

In this work, we have presented the first results from the ‘Tantalizing models of Self-Interacting Dark Matter’ project. A cosmological simulation suite project that aims to investigate the impact of SIDM on galaxies and DM haloes evolution. We have analysed DM-only cosmological simulations and compared the classical CDM model with SIDM models where the DM particles scattering cross-section, σ/τm_the is constant, with σ/τm_the = 1 and 10 cm² g⁻¹ (called SigmaConstant1 and SigmaConstant10, respectively), or velocity-dependent, where σ/τm_the is lower than 10 cm² g⁻¹ in MW-mass haloes but reaches 100, 60, or 20 cm² g⁻¹ in 10⁸ M⊙ haloes (these models are referred as SigmaVel100, SigmaVel60, and SigmaVel20, respectively; see Fig. 1).

Our SIDM implementation accurately models core formation in central haloes (Fig. 4), it reaches numerical convergence (Fig. A3) and it produces density profiles in agreement with what has been reported by previous studies (Fig. A4).

We have shown that a typical central halo of 10¹¹.5 M⊙ changes morphology when we assume different SIDM models (Fig. 2). While it follows an elliptical elongated shape in the CDM scenario, in SIDM frequent DM particle collisions isotropize the particles orbit, making it more spherical. This however, depends on the cross-section of the model, since it controls the rate of DM particles interactions. While the SigmaVel60 and SigmaConstant10 produce a spherical halo, SigmaVel20 does not. We have found that the largest subhalo destruction is produced in the SigmaConstant10 model in contrast to the velocity-dependent models (Fig. 3).

We have focused on the evolution of satellites, and shown that the velocity-dependent σ/τm_the models produce a larger diversity in the circular velocities of satellites haloes relative to CDM (Fig. 5). The scatter of the circular velocities at a fiducial radius increases with increasing cross sections, with the SigmaVel100 model reaching a factor of 1.3 larger scatter than CDM (Fig. 6). We have further illustrated the increased diversity in rotation curves from the SigmaVel100 model, by calculating the deviation of the circular velocity at the fiducial radius, relative to the median CDM value.
The increasing number of cuspy and cored haloes is shown in Fig. 7, where we have also compared with the SigmaConstant10 model.

The large variation in the haloes internal structure is driven by DM particles collisions, causing in some haloes the formation of extended cores, whereas in others gravothermal core collapse. Fig. 8 shows the evolution in density of cuspy and core satellite haloes. We have found that very cuspy haloes are undergoing gravothermal core collapse. These haloes are changing the shape of their density distribution by becoming steeper with decreasing redshift (Fig. 10).

An important motivation for this study is to understand whether SIDM can solve the so-called ‘cusp-core/diversity’ problem of CDM. Our velocity-dependent SIDM models are able to produce DM haloes that are either cuspy or display a core, without the need of invoking a bursty star-forming galaxy. The models from the TangoSIDM project, therefore, offer a promising explanation for the diversity in the density and velocity profiles of observed dwarf galaxies.
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APPENDIX A: SIDM IMPLEMENTATION

A1 Scattering probability

In the simulations dark matter particles represent a patch of the DM field in phase space, with their distributions in physical-space and velocity-space defined by the distribution function \( f(r, v, t) \), with \( \Delta m \equiv f(r, v, t)\,d^3r\,d^3v \) the mass of dark matter in the volume \( d^3r \) centred on \( r \), with velocity in the velocity-space element \( d^3v \) centred on \( v \).

In the presence of collisions, the distribution function evolves as

\[
\frac{Df}{Dt} = \Gamma [f, \sigma] = \Gamma_{\text{out}} - \Gamma_{\text{in}}.
\]  

(A1)

where the ‘out’ term accounts for collisions in which a particle at position \( r \) and with velocity \( v \) scatters from another particle.

We take the ansatz that the evolution of the coarse-grained distribution function \( \tilde{f} \) (the distribution function averaged over several times the interparticle spacing) is a good representation of the evolution of the fine-grained distribution function \( f \). Therefore, the solution to \( D\tilde{f}(r, v, t)/Dt = \Gamma[\tilde{f}, \sigma] \) is the same as the solution for \( f \). We next discretize equation (A1) assuming \( \tilde{f} \) is

\[
\tilde{f}(r, v, t) = \sum m_i W((r - r_i); h_i)\delta^3(v - v_i),
\]  

(A2)

where a delta-function form for the velocity distribution is used since each simulation particle travels at only one speed. We treat
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each particle as being smoothed out in configuration space with a smoothing kernel \(W\) with smoothing length \(h\).

To calculate the scatter probability we follow Rocha et al. (2013), who wrote the particle-based discretization Boltzmann equation and integrated over the patch of phase space inhabited by a single particle of size \(\delta r_p\delta \Omega\) as follows:

\[
\int_{\delta r_p} d^3r \int_{\delta \Omega} d^3\Omega \frac{D\tilde{f}}{Dt} = \\
\int_{\delta r_p} d^3r \int_{\delta \Omega} d^3\Omega \int d^3v \int d\Omega \frac{\sigma}{\Omega} |v - v_1| \\
\times [\tilde{f}(r,\vec{v},t)\tilde{f}(r,\vec{v}',t) - \tilde{f}(r,\vec{v},t)\tilde{f}(r,\vec{v},t)],
\]

(A4)

where a particle with initial velocity \(\vec{v}\) collides with a target particle of initial velocity \(\vec{v}_1\), the velocities after the collision are \(\vec{v}'\) and \(\vec{v}'_1\).

The ‘scattering in’ part of the equation is

\[
\Gamma(p) = \int_{\delta r_p} d^3r \int_{\delta \Omega} d^3\Omega \int d^3v \int d\Omega \frac{\sigma}{\Omega} |v - v_1| \\
\times \tilde{f}(r,\vec{v},t)\tilde{f}(r,\vec{v}',t),
\]

(A5)

\[
= \int_{\delta r_p} d^3r \int_{\delta \Omega} d^3\Omega \int d^3v \int d\Omega \frac{\sigma}{\Omega} |v - v_1| m_p^{-1} \\
\times \sum_j m_j W(r - r_j|; h_j)\delta^3(v - v_j) \\
\times \sum_q m_q W(r - r_q|; h_q)\delta^3(v - v_q),
\]

(A6)

where the \(m_p^{-1}\) addition is to calculate the scattering probability for a single particle \(j = p\). Doing the integration from equation (A6) yields

\[
\Gamma(p) = \int_{\delta r_p} d^3r \int_{\delta \Omega} d^3\Omega \int d^3v \int d\Omega \frac{\sigma}{\Omega} |v - v_1| \\
\times \sum_j m_j W(r - r_j|; h_j)\delta^3(v - v_j) \\
\times \sum_q m_q W(r - r_q|; h_q)\delta^3(v - v_q),
\]

(A7)

Using these last equations, we can define the probability of particles \(i\) and \(j\) scattering as

\[
P_{ij} = m_j(\sigma/m)|v_i - v_j|g_{ij}(\delta r_{ij})\Delta t,
\]

(A9)

where

\[
g_{ij}(\delta r_{ij}) = N \int_0^{\max(h_i,h_j)} d^3r' W(|r'|; h_i)W(|\delta r_{ij} + r'|; h_j)
\]

with \(\delta r_{ij}\) the distance between particles \(i\) and \(j\), and \(N\) a normalization factor that requires \(\int_0^{\max(h_i,h_j)} d^3r' g_{ij}(r') = 1\) (suggested by Davé et al. 2001).

Other expressions to calculate the DM particles interactions have also been suggested. As an example, Robertson et al. (2017) argued that the simplest way to estimate the scattering rate from the particles enclosed in the search region is for all neighbour particles to contribute equally to the probability of collision, independent of their location within the search region. They proposed that the probability of two particles, \(i\) and \(j\) (separated by a distance less than \(h_{ij}\) of

\[
P_{ij} = \frac{\sigma_p}{\pi h} |v_i - v_j|\Delta t.
\]

(A10)

The difference in our approach, relative to Robertson et al., is that the probability of particles colliding depends (1) on the particles distance and (2) on the particles kernel. Particles that are closer to each other have a higher probability of collision, and particles whose kernels largely overlap also have a higher probability of collision. This can be seen from Fig. A1 that shows the cubic spline kernel for particles with smoothing lengths \(h = 3, 5,\) and 10 (left-hand panel, and the convolution of kernels as a function of separation distance of a pair of particles \(i\) and \(j\) that have different smoothing lengths (right-hand panel).

An important feature of the SIDM implementation is how it selects the neighbouring particles for which the probability of scattering is calculated. We do it by defining the search radius as the DM particle smoothing length \(h\). The smoothing length is not fixed, instead it is adapted according to the local DM density around the particles. The smoothing length of each individual particle, \(h_i\), is calculated by requiring

\[
\sum_j W(|r_j - r_i|; h_i) = \left(\frac{\eta}{h_i}\right)^3,
\]

(A12)

where \(\eta\) is the resolution parameter. In equation (A12), \(W\) is the kernel (defined in the following section) and \(\eta\) a resolution parameter. This method follows the classical SPH formulation (e.g. Price 2012 for a review of the algorithm), and it has been implemented in SWIFT to model the evolution of the gas particles (Borrow et al. 2022).

### A1.1 Integration of double kernel

The kernel adopted in SWIFT to calculate the DM particles’ density follows the spline kernel (Monaghan & Lattanzio 1985) defined as

\[
W(x, h) = \frac{16}{\pi H} \begin{cases} 
1/2 - 3x^2 + 3x^3 & x \leq 1/2, \\
(1 - x)^3 & 1/2 < x \leq 1, \\
0 & x > 1,
\end{cases}
\]

where \(H = \gamma h\) is the kernel’s support radius and \(\gamma = 1.825742\).
The numerical integral of the double kernel (equation A10) is computationally expensive, therefore we first do an analytical estimation of the function using the WolframAlpha online tool.

Given two dark matter particles $i$ and $j$ separated by a distance $r$, we define the following variables, $H_i = \gamma h_i$, $H_j = \gamma h_j$, $x_1 = H_i/2$, $x_2 = H_j/2 - r$, $x_3 = H_i$, $x_4 = H_j \sim r$, and find the following expression for $g_{ij}$,

$$g_{ij}(r) = \frac{(16/\pi)^2 N}{H_i^3 H_j^3} \times \tilde{g}_{ij}(r),$$

where $\tilde{g}_{ij}(r)$ is

$$\tilde{g}_{ij}(r) = \left\{ \begin{array}{ll}
W_{11}(x_1) + W_{22}(x_2) - W_{12}(x_1) + W_{21}(x_2), & \text{if } x_1 \leq x_2 \leq x_3 \leq x_4, \\
W_{11}(x_1) + W_{21}(x_2) - W_{21}(x_1) + W_{22}(x_2), & \text{if } x_1 \leq x_2 \leq x_3 \leq x_4, \\
W_{11}(x_1) + W_{22}(x_2) - W_{12}(x_2) + W_{21}(x_1), & \text{if } x_2 \leq x_1 \leq x_3 \leq x_4, \\
W_{11}(x_1) + W_{21}(x_2) - W_{21}(x_1), & \text{if } x_2 \leq x_1 \leq x_3 \leq x_4.
\end{array} \right.$$

Below we show the expression for $W_{11}$,

$$w_{11}(x) = 14H_j^3 \left[ 1 - 6r/H_j^2 + 6(r/H_j)^3 \right] \times \left( 5H_i^3 - 18H_i x^2 + 15x^4 \right) + 45H_j(x/H_j)[2 + 3r/H_j]x(7H_j^3 - 28H_j x^2 + 24x^4) \quad 9H_i(x + 3H_j)x(28H_i^3 - 120H_i x^2 + 105x^4) \quad + 105(2H_i^3 x^3 - 9H_i x^5 + 8x^6), \quad \text{(A13)}$$

$$W_{11}(x) = \frac{0.00119048 \times 4\pi x^3}{H_i^3 H_j^3} w_{11}(x). \quad \text{(A14)}$$

### A2 Model validation

In this section, we test the scattering probability derived in Section A1. To do so, we first generate a distribution of particles’ positions and velocities that follow a Hernquist profile (Hernquist 1990), which is defined by its total mass, $M_{\text{tot}}$, and a scale radius, $a$ (at which the enclosed mass is $M_{\text{tot}}/4$), as follows:

$$\rho(r) = \frac{M_{\text{tot}}}{2\pi r^2} \frac{a}{r(a + r)} \quad \text{(A15)}$$

The 1D velocity dispersion profile for the Hernquist halo follows from the Jeans equation as

$$\sigma_{1D}^2 = \frac{G M_{\text{tot}}}{12a} \left( \frac{12r(a + r)}{a^4} \ln \left( \frac{r + a}{r} \right) - \frac{r}{r + a} \left[ 25 + 52 \left( \frac{r}{a} \right) + 42 \left( \frac{r}{a} \right)^2 + 12 \left( \frac{r}{a} \right)^3 \right] \right). \quad \text{(A16)}$$

We next run simulations for an isolated halo that follows a Hernquist profile. The simulations are run for 1 Gyr, and count with different number of particles (and therefore different resolution), ranging from $64^3$ to $256^3$. For this test the algorithm determines the particles that collide and saves the effective kicks, but we disable the actual collisions and changes in the particles velocities, so that the halo maintains the same profile during its evolution. We calculate the scattering rate of the simulations by determining the location of all the collisions, and binning them in logarithmically-spaced radial bins. This is then divided by the average number of particles that reside in the same radial bins to get the scattering rate per particle.

![Figure A2. Comparison between the scatter rate profiles of Hernquist haloes obtained from the simulation outputs (coloured lines), and an analytic estimation (black dashed line). The top panel shows the scatter rate of a $10^{14} M_\odot$ halo, with a scale radius of 225 kpc, and a constant cross-section of $\sigma/m = 1$ cm$^2$ g$^{-1}$, whereas the bottom panel shows the scatter rate of a $10^{10} M_\odot$ halo, with a scale radius of 25 kpc, and a velocity-dependent cross-section that follows the SigmaVel100 model (see Table 1 for the model parameters). In the panels, the different simulations contain $64^3$ (orange lines), $128^3$ (light blue lines), and $256^3$ (dark blue lines) particles, and they are therefore increasing in resolution. The softening lengths (matching the simulations colours) are highlighted with dashed lines. The figure shows that for a constant cross-section, or for a velocity-dependent cross-section, the simulation outputs match the analytic estimation.](https://academic.oup.com/mnras/article/517/2/3045/6748222)

We compare the scattering rate from the simulation output with the analytic solution. For an isolated halo, the number of scattering events as a function of radius can be calculated as

$$\Gamma(r) = \rho(r) \langle \sigma_T/m \rangle v_{\text{pair}} \langle r \rangle \quad \text{(A17)}$$

where $\rho(r)$ is the local DM density, and $\langle \sigma_T/m \rangle v_{\text{pair}}$ is the averaged of the momentum transfer cross-section times the relative velocity of DM particles. In the non-relativistic limit, the average of the cross-section time the velocity can be calculated assuming a Maxwell–Boltzmann distribution function,

$$\langle \sigma_T/m \rangle v_{\text{pair}} = \frac{1}{2\sigma_\gamma^2(r)v} \int (\sigma_T/m) v^4 e^{-v^2/2\sigma_\gamma^2} dv \quad \text{(A18)}$$

where $\sigma_\gamma(r)$ is the local velocity dispersion.
For a constant cross-section \( \langle (\sigma_T/m_x)w_{\text{pair}} \rangle (r) = (\sigma/m_x) \langle w_{\text{pair}} \rangle (r) = (\sigma/m_x)/(4/\pi)\sigma_\text{T}(r) \). In this case the scattering rate can be easily calculated from equations (A15) and (A16). In the velocity-dependent case, we calculate the integral (equation A18) where \( \sigma/m_x \) depends on \( v \) according to equation (4).

Fig. A2 shows a comparison between the scatter profiles of Hernquist haloes obtained from the simulation outputs, and the analytic estimation given by equation (A17). The top panel shows the scatter rate of a \( 10^{10} M_\odot \) halo, with a scale radius of 225 kpc, and a constant cross-section of \( \sigma/m_x = 1 \text{ cm}^2 \text{ g}^{-1} \), whereas the bottom panel shows the scatter rate of a \( 10^{10} M_\odot \) halo, with a scale radius of 25 kpc, and a velocity-dependent cross-section that follows the SigmaVel100 model (see Table 1 for the model parameters). The panels show the numerical convergence in the simulations scattering rate, by comparing simulations with different number of particles, ranging from \( 64^3 \) (orange lines), \( 128^3 \) (light blue lines) till \( 256^3 \) (dark blue lines) particles. These simulation different as it is highlighted by the softening lengths (that match the simulations colours) with dashed lines. We conclude from Fig. A2 that the simulation outputs are able to reproduce the analytic estimates. The top panel shows that the simulations smoothly follow the analytic curve, whereas the bottom panel shows a somewhat larger scatter around the correct answer. This is due to the fact that in this model the probability of scattering strongly depends on the particles relative velocity, instead of only on the particles positions.

**APPENDIX B: MODEL VALIDATION**

**B1 Numerical convergence**

In this section, we analyse the numerical convergence of the simulations. We run simulations for an isolated halo that follows a Hernquist profile for 10 Gyr, and follow the evolution in the halo’s density profile. Differently from Section A2, we allow the effective collisions to modify the particles velocities. We model a \( 10^{14} M_\odot \) halo with a scale radius of 225 kpc, and assume a constant cross-section of \( \sigma/m_x = 1 \text{ cm}^2 \text{ g}^{-1} \). We run three simulations with different number of particles, ranging from \( 64^3 \), \( 128^3 \) till \( 256^3 \), with gravitational softening equal to 12, 8, and 4 kpc, respectively. Fig. B1 shows the evolution in the density profile of a Hernquist halo after 1, 2, 4, and 8 Gyr of evolution. The simulation that contains \( 64^3 \) particles is shown as dotted lines, the one that has \( 128^3 \) particles is shown as dashed lines, and the simulation with \( 256^3 \) particles is shown as solid lines. From the figure it can be seen that we achieve good convergence in the evolution of an isolated halo as shown by simulations with different resolution.

**B2 Comparison with previous works**

We compare the evolution in density and velocity dispersion of the \( N = 256^3 \) simulation, with the evolution reported by Robertson (2017). As shown in the previous section, we follow the evolution of a \( 10^{14} M_\odot \) Hernquist halo with a scale radius of 225 kpc. We assume constant scattering cross-section of \( \sigma/m_x = 1 \text{ cm}^2 \text{ g}^{-1} \). Fig. B2 shows the evolution in density (left-hand panel) and velocity dispersion (right-hand panel) after 1 (orange line), 2 (red line), 4 (light blue line), and 8 (dark blue line) Gyr. To compare with Robertson et al. we use the cored-Hernquist profile defined as

\[
\rho(r) = \frac{M_{\text{tot}}}{2\pi (r^2 + r_0^2)^{1/2}} \left( \frac{1}{r + a} \right),
\]

where \( r_c \) is the core-radius and \( a \) a free parameters that controls the transition in density from constant core to \( \rho \propto 1/r \). Robertson et al. model a Hernquist halo of same mass, scale radius, and similar resolution. They fixed \( \beta = 4 \), and obtained a core radius of 12, 17, 22, and 30 kpc, after 1, 2, 4, and 8 Gyr respectively.

The left-hand panel of Fig. B2 compares the density between our model (solid lines) and the best-fitting profile from Robertson et al. (dashed lines). We find good agreement with Robertson et al. during the first 6 Gyr of evolution. At later times our model does not produce such a large halo core at the point of maximum expansion as Robertson et al. This is likely due to the different manner in which the probability of DM particles interaction is calculated (see Section A1). Robertson et al. estimated \( r_c \) running a \( 10^{14} M_\odot \) Hernquist halo in a \( 256^3 \) simulation, with 2 kpc gravitational softening and assumed a fixed search radius (for the SIDM interactions) equal to the gravitational softening length.

Fischer et al. (2021) derived a new approach to model frequent scattering based on an effective drag force, which they implemented into the N-body code GADGET-3 (an updated version of the N-body code GADGET-2, Springel 2005). Similar to this work, Fischer et al. calculate a DM particle drag force based on a kernel function representing the DM density distribution. In their comparison with Robertson et al., they also reported a smaller maximum core size, but overall a similar evolution.
This central panels show the evolution of the halo after 1 (orange line), 2 (red line), 4 (light blue line), and 8 (dark blue line) Gyr. The left-hand panel compares the evolution obtained from the $256^3$ simulation, with the evolution reported by Robertson (2017) (dashed lines). We find good agreement with Robertson et al. during the first 6 Gyr of evolution. At later times our model does not produce such a large halo core at the point of maximum expansion as Robertson et al.

**APPENDIX C: DIVERSITY IN THE ROTATION CURVES FROM CENTRAL HALOES**

This section extends the analysis presented in Section 3.3.1 for the case of central haloes. Fig. C1 shows the velocity ratio, $(V_{\text{fid}} - \bar{V}_{\text{fid}})/\bar{V}_{\text{fid}}$, as a function of halo mass. As in Section 3.3.1, the fiducial velocity $V_{\text{fid}}$ is calculated for each individual central halo $i$, and then related to $\bar{V}_{\text{fid}}$, defined as the median CDM $V_{\text{fid}}$ from the mass bin the halo $i$ is. Fig. C1 depicts the relation for the CDM (left-hand panel), SigmaConstant10 (middle panel), and SigmaVel100 (right-hand panel) models. By comparing the panels, it can be seen that the SigmaVel100 model shows a larger number of outliers with $(V_{\text{fid}} - \bar{V}_{\text{fid}})/\bar{V}_{\text{fid}} > 0.3$ (as well as with $(V_{\text{fid}} - \bar{V}_{\text{fid}})/\bar{V}_{\text{fid}} < -0.3$) relative to CDM.

![Figure C1](https://example.com/fig_c1.png)

**Figure C1.** Same as Fig. 7, but for central haloes. Circular velocities at the fiducial radius, $V_{\text{fid}}$, relative to the median $\bar{V}_{\text{fid}}$ from the CDM simulation. Each dot corresponds to a central halo, with a mass indicated by the x-axis, and with a concentration highlighted by the colour bar on the top of the figure. The panels show the ratio, $(V_{\text{fid}} - \bar{V}_{\text{fid}})/\bar{V}_{\text{fid}}$, for the CDM (left), SigmaConstant10 (middle), and SigmaVel100 simulation (right). The dashed black lines in the panels highlight the 97 and 3 percentiles of the distribution. The figure indicates that the SigmaVel100 model contains a larger scatter in the velocity ratios from central haloes, relative to CDM.
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