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SIGNIFICANCE OF THE WEIBULL DISTRIBUTION AND ITS SUB-MODELS IN NATURAL IMAGE STATISTICS

The contrast statistics of natural images can be adequately characterized by a two-parameter Weibull distribution. In this chapter, we show how distinct regimes of this Weibull distribution lead to various classes of visual content. These regimes can be determined using model selection techniques from information theory. We experimentally explore the occurrence of the content classes, as related to the global statistics, local statistics, and human attended statistics. As such, we explicitly link local image statistics and visual content.

2.1 INTRODUCTION

While looking at the world around us, we see a wide variety of images. These images, being a visual projection of the world on our eye, are not random, but highly organized and structured. This is reflected in the statistics of natural images. With natural images, we mean real-world photos, including both natural landscapes and man-made environments. Surprisingly, the contrast statistics of such natural images can be adequately described by a simple model \(^\text{25}\).

Natural image statistics have widely been studied in the field of image coding \(^\text{20}\), image compression and image representation \(^\text{47}\), and more recently, in 3D scene geometry understanding \(^\text{52}\), visual categorization \(^\text{55}\). Despite its apparent importance, not many efforts have been undertaken to gain a fundamental insight in understanding the cause and significance of these statistics.

One of the most important image statistics is the distribution of contrasts. Mallat \(^\text{47}\) and later Simoncelli \(^\text{74}\) propose the generalized Laplacian distribution as a parameterized model which provides a good fit to the statistics of natural images. Huang and Mumford \(^\text{34}\) systematically investigate various statistical properties of natural images on a large calibrated image database \(^\text{89}\). They confirm that the statistics involving
linear filters can be modeled by a generalized Laplacian distribution. Geusebroek and Smeulders [26] generalize these findings in showing that the dominant distribution of texture statistics follows the Weibull distribution. An overview of statistical modelling of natural images can be found in Srivastava et al. [78].

The central question we address in this chapter is: In how far can natural image statistics explain visual content? To address this question, we explore edge distributions of natural images at the global and local level. We distinguish four classes of natural images according to the behavior of the Weibull distribution. As we will show, each class seems to reflect a specific type of visual content. Furthermore, we study the occurrence of the different classes for human attended regions.

Novel in our approach is the explicit link between regional statistics and visual content, as reflected in the Weibull sub-models. Furthermore, from a human attention perspective we study the importance of each sub-model.

### 2.2 Image Statistics

The parameterized model which provides a good fit to the edge distribution of natural images [25, 34, 74] has a probability density function (pdf) given by,

\[
p(x) = \frac{\gamma}{2\gamma^\frac{1}{\beta} \Gamma(\frac{1}{\gamma})} \exp\left(-\frac{1}{\gamma} \frac{|x|^{\gamma}}{\beta}\right), \quad (2.1)
\]

where \(x\) is the edge response to the Gaussian derivative filter, \(\gamma > 0\) is the shape parameter and \(\beta > 0\) is the scale parameter of the distribution. \(\Gamma(\cdot)\) is the complete Gamma function,

\[
\Gamma(x) = \int_0^\infty t^{x-1} \exp^{-t} \, dt. \quad (2.2)
\]

Throughout the chapter we will refer to this model as the two parameter integrated Weibull distribution, considering its close relationship to the Weibull distribution [25]. The parameter \(\beta\) denotes the width of the distribution and the parameter \(\gamma\) represents the peakness of the distribution. The width \(\beta\) reflects the local contrast. A wide distribution indicates a texture with high contrast. The shape \(\gamma\) is sensitive to the local edge spatial frequency. These two parameters catch the structure of the image texture [26]. Figure 2.1 illustrates the integrated Weibull pdf for some example images.

The integrated Weibull distribution captures the behavior of other statistical distributions, mainly being the power-law, exponential, and
gaussian distribution. Our aim is to explore the link between the Weibull statistics and visual content. Hence, besides investigating the variation in image content as function of the Weibull parameters by means of scatter plots, we will explore visual content by categorizing these statistical sub-models. To distinguish between the different sub-models, we need to know parameters of each model. They can be estimated with the Maximum Likelihood Estimation (MLE) technique. After that, we can quantify the various sub distributions using model selection techniques.

2.2.1 Maximum likelihood estimation

The likelihood function indicates how well a distribution describes the observed data $X = x_1, x_2, ..., x_n$. The best fit is obtained when model parameters maximize the log-likelihood function, in which case their respective derivatives should equal zero. For the integrated Weibull distribution given by Eq.\((3.4)\), the best fit is obtained when

$$\frac{\partial}{\partial \beta} \ln L_{iW}(\beta, \gamma|X) = -\frac{1}{\beta} + \frac{1}{\beta} \sum_{i=1}^{n} \frac{x_i}{\beta} \gamma = 0, \quad (2.3)$$
and
\[ \frac{\partial}{\partial \gamma} \ln L_{iw}(\beta, \gamma|X) = \frac{1}{\gamma^2} \left( \gamma - 1 + \psi \left( \frac{1}{\gamma} \right) \right) + \ln(\gamma) + \sum_{i=1}^{n} \left( \frac{x_i}{\beta} \right)^\gamma - \frac{1}{\gamma} \sum_{i=1}^{n} \left( \frac{x_i}{\beta} \right)^\gamma \ln \left( \frac{x_i}{\beta} \right) = 0, \] (2.4)

where,
\[ \psi(\gamma) = \frac{d}{d\gamma} \ln \Gamma(\gamma) = \frac{d}{d\gamma} \frac{\Gamma(\gamma)}{\Gamma(\gamma)} \] (2.5)
is the digamma function.

The parameter \( \gamma \) is obtained by eliminating \( \beta \) from Eq. (2.4):
\[ f(\gamma, X) = -\frac{1}{\gamma} \sum_{i=1}^{n} \left( \frac{x_i}{\gamma} \right)^\gamma \ln \left( \frac{x_i}{\beta} \right) + 1 + \frac{1}{\gamma} \ln(\gamma) + \frac{1}{\gamma} \psi \left( \frac{1}{\gamma} \right) = 0. \] (2.6)

Eq. (2.6) may be solved using standard iterative procedures, for example, the Newton-Raphson method:
\[ \gamma_{k+1} = \gamma_k - \frac{f(\gamma_k)}{\frac{\partial f(\gamma_k)}{\partial \gamma}}, \]
\[ \frac{\partial}{\partial \gamma} f(\gamma, X) = \sum_{i=1}^{n} \Lambda \sum_{i=1}^{n} \frac{x_i^\gamma}{x_i} - n \sum_{i=1}^{n} \frac{x_i^\gamma}{x_i} - n \sum_{i=1}^{n} \Lambda \ln \left( \frac{x_i n}{\sum_{i=1}^{n} x_i^\gamma} \right), \] (2.7)

where
\[ \Lambda = \frac{\partial}{\partial \gamma} \left( \frac{x_i^\gamma}{\sum_{i=1}^{n} x_i^\gamma} \right). \] (2.8)

The Newton-Raphson algorithm works as shown in Alg. 1. Thus, the maximum likelihood estimator \( \hat{\gamma} \) is the solution of Eq. (2.6) and then \( \hat{\beta} \) can be calculated from Eq. (2.3), until convergence.
Algorithm 1: Integrated Weibull parameter estimation

\[ \gamma = 1 \text{ initial value} \]
\[ \epsilon = 0.001 \text{ accuracy of the calculations} \]
\[ \gamma_{\text{next}} = \gamma - \frac{\partial f(\gamma, X)}{\partial \gamma} \frac{f(\gamma, X)}{\sigma_\gamma} \]
while \(|\gamma_{\text{next}} - \gamma| > \epsilon\)
\[ \gamma = \gamma_{\text{next}} \]
\[ \gamma_{\text{next}} = \gamma - \frac{\partial f(\gamma, X)}{\partial \gamma} \frac{f(\gamma, X)}{\sigma_\gamma} \]
return \(\gamma_{\text{next}}\).

MLE for parameters of the power law, exponential, and Gaussian distributions are well known and can be easily calculated. Their pdf’s are given by

\[ P(x) = \frac{\beta}{2a} \left| \frac{x}{a} \right|^{\beta-1}, \quad (2.9) \]
\[ E(x) = \frac{1}{2\beta} \exp \left( -\left| \frac{x}{\beta} \right| \right), \quad (2.10) \]
\[ G(x) = \frac{1}{\sqrt{2\pi\beta}} \exp \left( -\frac{x^2}{2\beta^2} \right). \quad (2.11) \]

The corresponding maximum likelihood estimations are

\[ \hat{\beta}_p = -\sum_{i=1}^{n} \log(\left| \frac{x_i}{a} \right|), \quad (2.12) \]
\[ \hat{\beta}_e = \frac{\sum_{i=1}^{n} |x_i|}{n}, \quad (2.13) \]
\[ \hat{\beta}_g = \frac{\sum_{i=1}^{n} (x_i)^2}{n}. \quad (2.14) \]

2.2.2 Model selection

We use Akaike’s information criterion (AIC) for appropriate model selection. AIC estimates expected Kullback-Leibler information, based on the log-likelihood function at its maximum point. Hence, we do not need to assume that the "true model" is in the set of candidates. AIC for model \(i\) is

\[ \text{AIC}_i = -\log(L_i(\hat{\beta}_i|X)) + K_i, \quad (2.15) \]

where \(L_i\) is the likelihood function of the model \(i\), \(\hat{\beta}_i\) is the maximum likelihood estimator of the model parameters based on the assumed
model \( i \) and the data \( X \), and \( K_i \) is the number of parameters of the model \( i \). In our case, parameter \( \hat{\beta}_i \) is defined by Eq. (2.12)-(2.14) for each particular model. In the end we have three AIC values corresponding to the power law, exponential, and Gaussian distributions. The best model is the one with minimum value \( \text{AIC}_{\text{min}} \). However, we follow \cite{8} and assign a probability to each model by

\[
W_i = \frac{\exp(-\Delta_i/2)}{\sum_{r=1}^{R} \exp(-\Delta_r/2)},
\]

where

\[
\Delta_i = \text{AIC}_i - \text{AIC}_{\text{min}}
\]

and \( R \) is the number of models, \( R = 3 \) in our case. The \( w_i \) are called Akaike weights and are interpreted as a probability that model \( i \) fits the data \( X \) best over the considered set of models.

### 2.2.3 \( g \)-Test

Sometimes none of the considered models represents the data appropriately. Thus, it should be tested how well the integrated Weibull distribution fits the data. The \( g \)-test is the log-likelihood equivalent of the chi-squared test, given by:

\[
g = 2 \sum_{j=1}^{k} O_j \log \left( \frac{O_j}{E_j} \right),
\]

where \( O_j \) is the number of observed values \( x_j \) in bin \( j \) of the histogram of the data \( X \). Furthermore, \( E_j \) is a number of expected values in the same bin \( j \) under the fitted distribution. The hypothesis that the distribution is of a given form is accepted if the calculated test statistic \( g \) is less than an appropriate critical value. The \( g \)-test can be applied with the same critical values as the chi-squared test. In this chapter we use a critical value which corresponds to a significance level of \( \alpha = 0.05 \) and 100 degrees of freedom (\( g < 77.929 \)) \cite{21}.

### 2.2.4 The four regimes of the integrated Weibull distribution

We can now distinguish four types of natural images according to the behavior of the integrated Weibull distribution. When the integrated Weibull distribution fits the data well, its sub-models define the first three types, being: the power law, the exponential or the Gaussian. The fourth type of natural images occurs when the integrated Weibull distribution...
does not describe the data well. Our aim is to assign one particular type to a (sub-)image.

2.3 EXPERIMENTS

To illustrate the different regimes of the integrated Weibull distribution, we analyze a dataset containing 107 natural images of size 800x540 pixels. These images are selected from three categories of National Geographic wallpapers: animals, landscapes, and people. We are interested in the intensity edge distribution and its sub-models according to the four regimes of the integrated Weibull distribution. To obtain the intensity edge distribution, we do not use the standard edge filters, e.g. Sobel style, instead we apply the Gaussian derivative filter (σ = 1) and steer it in the gradient direction. Then we consider a histogram (101 bins) of the responses, and fit the integrated Weibull distribution to this histogram. Finally, we select the appropriate sub-model using Akaike’s information criterion.

2.3.1 Global image statistic analysis

We start by analyzing the presence of the various integrated Weibull sub-models in the statistics of the whole image. We extract edges and study their distribution globally for each image from the dataset. The results are shown in Table 2.1.

**Table 2.1:** Four regimes of the integrated Weibull distribution for global image analysis.

<table>
<thead>
<tr>
<th>Integrated Weibull</th>
<th>Not Integrated Weibull</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Law 20%</td>
<td>Exponential 78%</td>
</tr>
<tr>
<td>100%</td>
<td>0%</td>
</tr>
</tbody>
</table>

All images fit well to the integrated Weibull distribution according to the g-test (α = 0.05). Power law distribution is chosen as an appropriate sub-model for 20% of the images. These images have well separated foreground and uniform background regions, see Figure 2.2(a). Only 2% of the images are Gaussian distributed, these are images which contain
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mostly high-frequency texture, illustrated in Figure 2.2 (c). Most of the images (78%) follow the exponential distribution, which refers to moderate contrast contents. These images usually contain a lot of details at different scales, see Figure 2.2 (b).

Figure 2.3 gives an overview of the occurrence of each sub-model in the entire image collection. Each of the sub-models indicates different image content. Images with strong object-background contrasts are close to the power law behavior. Images with moderate contrast tend to follow the exponential distribution. High-frequency texture images are described by the Gaussian distribution.

![Figure 2.3](image.png)

(a) (b) (c)

Figure 2.2: Typical images for three sub-models of the integrated Weibull distribution. Figure (a) corresponds to the power law sub-model, (b) and (c) show, respectively, examples for the exponential and the Gaussian sub-models.

2.3.2 Local image statistic analysis

Edge distributions of natural images follow the integrated Weibull when looking at global statistics as shown above. More important, the various sub-models of the integrated Weibull distribution seem to reflect visual content. One would expect this effect to be even stronger when considering local patches, as local visual content is more coherent. Therefore, for the local analysis, we divide images into rectangular patches (60x60 pixels) and consider the edge histogram and model selection over these patches.

Results are presented in Table 2.2. For experimental setup reasons (see below), we consider a subset of 49 images, however, results for the whole dataset are similar (data not shown). Comparing these results with the global analysis (Table 2.1), local patches do not always follow the integrated Weibull distribution according to the g-test ($\alpha = 0.05$). For one, regions without edges are dominated by compression artifacts and may not follow the integrated Weibull distribution. Furthermore,
Figure 2.3: Scatter plot of integrated Weibull parameters $\beta$ and $\gamma$ with each image positioned at its respective $(\beta, \gamma)$ values. The horizontal axis represents the value of the $\beta$ parameter, indicating contrast. The vertical axis represents value of the $\gamma$ parameter (between 0 and 3). A red frame indicates the image is fitted by the power law distribution. Images with blue frames follow the exponential distribution. Yellow framed images are described with the Gaussian distribution.
in many cases, patches are composed of a few parts, each following a different sub-model. Thus, each part seems to conform the integrated Weibull distribution, but all together they do not follow one of the sub-models. In the global analysis, we have the same situation, where images are composed of many parts due to objects and clutter. However, the resulting distribution of the whole image combines into the exponential distribution due to the large amount of parts. This explains the smaller portion of local patches described with the exponential sub-model in comparison with the global analysis.

**Table 2.2:** Four regimes of the integrated Weibull distribution for local region analysis.

<table>
<thead>
<tr>
<th>Integrated Weibull</th>
<th>Not integrated Weibull</th>
</tr>
</thead>
<tbody>
<tr>
<td>87%</td>
<td>13%</td>
</tr>
<tr>
<td>Power Law</td>
<td>Exponential</td>
</tr>
<tr>
<td>26%</td>
<td>47%</td>
</tr>
</tbody>
</table>

The Gaussian sub-model occurs more often at local scale. The Gaussian distribution describes uniform regions of high-frequency textures. Images containing only high-frequency textures are rather rare in a photo stock. However, uniform textured regions do occur in images, and local analysis reflects this. Comparing the results for the power law sub-model, the model behaves relatively similar at the global and local levels.

Figure 2.4 illustrates how the patch visual content is reflected by the integrated Weibull sub-models. The figure represents a scatter plot of integrated Weibull parameters $\beta$ and $\gamma$ with each patch positioned at its respective $(\beta, \gamma)$ value. The power law sub-model is concentrated at the bottom which corresponds to small $\gamma$ values ($\gamma < 1$). This sub-model is linked to the patches containing uniform regions separated by strong edges, but are not very detailed, as shown in the inset. The exponential sub-model spans a wide range of $\gamma$ values, starting within the power law sub-model, and ending at the lower regions of the Gaussian sub-model. This sub-model corresponds to $\gamma$ values around 1 and describes more detailed patches. The Gaussian sub-model ends up at the top of the figure, where the $\gamma$ parameter is close to 2. High-frequency with high contrast patches are reflected in the Gaussian sub-model, as well as smoothed patches with Gaussian noise.
Figure 2.4: Scatter plot of integrated Weibull parameters $\beta$ and $\gamma$ with each patch positioned at its respective ($\beta, \gamma$) value. Again, the horizontal axis represents value of the $\beta$ parameter, and the vertical axis represents value of the $\gamma$ parameter (between 0 and 3). Red framed patches correspond to the power law sub-model. These patches contain uniform regions separated by strong edges, but are not very detailed, see the inset on the bottom left. Patches with blue frames follow the exponential distribution. Clearly they are showing more small scale details, as illustrated by the inset in the middle. Yellow framed patches are Gaussian distributed, there we observe two types of visual content. On the top right, high-frequency with high contrast patches are gathered, enlarged version is in the bottom right inset. On the top left, there are smooth patches with gaussian-like noise.
2.3.3 Attention based analysis of local image statistics

Visual content is closely connected to human attention while observing the world around us. Our visual system samples the environment not randomly, but is driven by visual stimuli, like variations in contrast or color \[3, 35, 48, 61\]. We are interested in the occurrence of various sub-models of the integrated Weibull distribution in the statistics of local regions attended by humans. To obtain the ground truth attended regions, human eye fixations were recorded for the subset of 49 images. Eighteen subjects participated in the experiment, they were shown each image for 5 seconds. For each fixation point we consider a fovea-sized patch (60x60 pixels). Again the local edge distribution analysis is applied for each fixated patch.

Based on the results shown in Table 2.3, we can conclude that attended regions differ from arbitrary selected local regions (Table 2.2). People tend to look to strong edges, which are power law distributed, in our results 33% for attended regions compared to 26% for arbitrary regions, respectively.

**Table 2.3:** Four regimes of the integrated Weibull distribution for attended region analysis.

<table>
<thead>
<tr>
<th>Integrated Weibull</th>
<th>Not integrated Weibull</th>
</tr>
</thead>
<tbody>
<tr>
<td>95%</td>
<td>5%</td>
</tr>
<tr>
<td>Power Law</td>
<td>Exponential</td>
</tr>
<tr>
<td>33%</td>
<td>55%</td>
</tr>
</tbody>
</table>

Gaussian distributed patches occur more rare in attended regions in comparison with arbitrary regions, 7% versus 14%. The examples of Gaussian regions in Figure 2.4 (in yellow frames) show two types of Gaussian distributed patches. As one can notice, smooth patches with gaussian-like noise on the top left are not informative, thus, people generally do not fixate on such kind of regions. Instead, people look to detailed regions, which follow the exponential distribution. In our attention based analysis, the exponential sub-model is present in 55% of the results (Table 2.3), whereas this is only for 47% the case when considering arbitrary regions (Table 2.2). Regions which do not follow the integrated Weibull distribution according to the g-test, are less present in attended regions than in arbitrary regions, 5% versus 13%. This is
may be due to the portion of regions without edge content as discussed previously.

Figure 2.5 illustrates the occurrence of different regimes of the integrated Weibull distribution with superimposed human gaze directions. As can be seen from the Figure, subjects seldom look to the Gaussian distributed regions, but prefer areas which follow the power law and the exponential distributions.

![Figure 2.5: Visualization of the integrated Weibull sub-models with superposed human gaze directions. On the left two example images. On the right a visualization of the local model selection and the eye-tracking experiment. The black areas correspond to patches with power law sub-model, dark and light grey areas correspond to patches with the exponential and Gaussian sub-models, respectively. White small squares depict the human fixation points.](image)

As discussed in Section 2.2, the integrated Weibull parameter $\beta$ reflects the local contrast. From literature it is known that contrast plays an important role in human eye fixations. Table 2.4 illustrates the mean values of the parameter $\beta$ within each sub-model for arbitrary
significance of the weibull distribution in image statistics

Table 2.4: Mean integrated Weibull $\beta$ parameter.

<table>
<thead>
<tr>
<th></th>
<th>Power Law</th>
<th>Exponential</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arbitrary regions</td>
<td>0.0090</td>
<td>0.0149</td>
<td>0.0249</td>
</tr>
<tr>
<td>Attended regions</td>
<td>0.0119</td>
<td>0.0189</td>
<td>0.0287</td>
</tr>
</tbody>
</table>

regions versus attended regions. The t-test shows that the local contrast captured by $\beta$ is significantly higher ($p < 10^{-10}$ for each sub-model) in average for attended regions than for arbitrary regions. Therefore, our experiments reproduce the tendency of people to look at higher contrast regions. The results identify both contrast and edge frequency reflected in the integrated Weibull parameters and its sub-models might be cues for human attention.

2.4 CONCLUSIONS

In this chapter, we have explored the link between visual content and natural image statistics modelled by the integrated Weibull distribution. We have given four different regimes with respect to the integrated Weibull distribution: power-law, exponential, Gaussian, and the case when the integrated Weibull distribution is not appropriate. With model selection techniques from information theory, we can determine the probability for every sub-model to explain the statistical properties of the regions. Our results show that natural image statistics explain a lot of visual content. Each sub-model reflects a specific type of visual content, at the global (see Figure 2.3), and at the local level (see Figure 2.4).

At the global level, all images from our collection follow the integrated Weibull distribution, see Table 2.1. Most of the images, around 80%, are exponentially distributed. The rest is mainly power law distributed, the Gaussian distribution being rare. In the local analysis we have considered the statistics of arbitrary and attended regions, see Tables 2.2 and 2.3 respectively. We have shown that the occurrence of the various sub-models in human attended versus arbitrary regions is significantly different. This might indicate a role of the Weibull sub-models in human attention.

In future work, we plan to address salient region detection algorithms based on these local image statistics. Furthermore, recent studies show natural image statistics play an important role in 3D scene perception [57].

---

24
We plan to further exploit the various Weibull sub-models in condensed representations of 3D scenes.