Modular fluctuations from shockwave geometries

Erik Verlinde\textsuperscript{1} and Kathryn M. Zurek\textsuperscript{2}

\textsuperscript{1}Institute of Physics, University of Amsterdam, Science Park 904, 1090 GL Amsterdam, Netherlands
\textsuperscript{2}Walter Burke Institute for Theoretical Physics, California Institute of Technology, Pasadena, California 91125, USA

(Received 5 August 2022; accepted 24 October 2022; published 17 November 2022)

Modular fluctuations have previously been shown to obey an area law $\langle \Delta K^2 \rangle = \langle K \rangle = A/4G_N$. Furthermore, modular fluctuations generate fluctuations in the spacetime geometry of empty causal diamonds. Here we demonstrate the physical origin of these fluctuations, showing that the modular area law, in $d$-dimensional Minkowski space, can be reproduced from shockwaves arising from vacuum fluctuations. The size of the vacuum fluctuations is fixed by commutation relations in light-ray operators, of the same form postulated by ’t Hooft in the context of black hole horizons.
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I. INTRODUCTION

An important question in quantum gravity is to determine the size of the quantum fluctuations in the spacetime geometry. Recent advances in understanding the (emergent) properties of gravity and spacetime in connection to quantum information theory offer a concrete path toward answering this question. A central role in these developments is played by the entanglement entropy associated with a finite region of spacetime bounded by a (Rindler) horizon. A related physical quantity that enters in these studies is the modular Hamiltonian. Using path integral techniques similar to those that were used in deriving the Ryu-Takayanagi formula, one can derive the fluctuations in the modular Hamiltonian. The purpose of this paper is to relate such shockwave geometries to metric perturbations that take the form of gravitational shockwaves.

Gravitational shockwaves have provided fundamental insight into the structure of quantum gravity. Developed to study the effect of outgoing Hawking radiation on energetic particles traveling along the horizon of a black hole [1–4], the shockwave geometries have proved to provide insight where the quantum entanglement structure changes under the backreaction from infalling and outgoing matter, particularly in the context of black holes and the AdS/CFT correspondence [5,6]. More recently, there have been efforts to extend this work beyond black holes and negatively curved space into flat space, including a thermodynamic description of gravitational shockwaves as small variations in the Bekenstein-Hawking area law [7].

In this paper we are interested in vacuum fluctuations in the spacetime geometry due to shockwaves resulting from vacuum energy fluctuations. In particular, quantum fluctuations in the energy momentum tensor, having longitudinal light cone components, $T_{uu}, T_{vv}$, generate longitudinal light cone metric fluctuations $h_{uu}, h_{vv}$ of the form

\[ h_{uu}(u, y) = \ell_p^{d-2} \int d^{d-2}y' f(y, y') T_{uu}(u, y'), \]

\[ h_{vv}(u, y) = \ell_p^{d-2} \int d^{d-2}y' f(y, y') T_{vv}(u, y') \] (1)

where $\ell_p^{d-2} = 8\pi G_N$. Here $f(y, y')$ represents the Green’s function of the transversal Laplacian $\Delta_y$ and obeys

\[ \Delta_y f(y, y') = \delta^{(d-2)}(y, y'). \] (2)

The shockwave geometries lead to tiny shifts $\delta u(y)$ and $\delta v(y)$ in the longitudinal light coordinates $u$ and $v$. Applying the arguments of ’t Hooft at a black hole horizon [3,4] to a light sheet horizon, it can be shown that these shifts obey uncertainty relations of the form

\[ \Delta \delta u(y) \Delta \delta v(y') = \ell_p^{d-2} f(y, y'), \] (3)

where $\Delta$ here denotes the uncertainty on the quantum shifts $\delta u(y), \delta v(y)$.

The purpose of this paper is to relate such shockwave geometries to the vacuum expectation value and fluctuations of the modular Hamiltonian $K$ associated with a spacetime region bounded by a Rindler horizon. The modular Hamiltonian $K$ is defined microscopically in terms...
of the density matrix \( \rho \) obtained by tracing out the complement of the region via

\[
\rho = \frac{e^{-K}}{Z} \quad \text{with} \quad Z = \text{tr}(e^{-K}).
\]

One can normalize \( K \) in the vacuum \( Z = 1 \), so that its vacuum expectation value is precisely equal to the entanglement entropy \( S = -\text{tr}(\rho \log \rho) \), and one finds

\[
S = \langle K \rangle = \frac{\text{Area}}{4G}.
\]

Thus the quantum entanglement of a region bounded by a Rindler horizon is characterized by the entanglement entropy, which in magnitude is given by \( \langle K \rangle \). This result can be derived from the gravitational replica trick, following the same steps as in [8]. These same methods can be used to compute the fluctuations in \( K \). It has by now been firmly established, both in AdS [9–12] and in flat space [13,14], that these modular energy fluctuations \( \Delta K \) are also determined by the area of the horizon via the relation

\[
\langle \Delta K^2 \rangle = \frac{\text{Area}}{4G} \quad \text{with} \quad \Delta K = K - \langle K \rangle.
\]

Here \( \Delta K \) denotes a finite perturbation of the modular energy \( K \) with respect to its vacuum expectation value.

The modular Hamiltonian \( K \) can be expressed as an integral of the stress energy tensor via

\[
K = \int_{\Sigma} \xi_K \cdot T
\]

where \( \Sigma \) is the part of the Cauchy slice on one side of the horizon, and \( \xi_K \) denotes the Killing vector. The fluctuations in the modular Hamiltonian \( K \) can thus be directly expressed as an integral of the two point function of the stress energy tensor. The main contribution in the integral comes from the short distance behavior of the \( \langle TT \rangle \) two point function and from the region close the horizon. The fluctuations in the stress energy tensor in this region are a direct consequence of the high degree of entanglement of the quantum fields across the horizon. The stress-energy fluctuations in turn lead to small perturbations in the spacetime geometry.

In this paper we will focus directly on the fluctuations in the spacetime geometry instead of those of the stress energy tensor. Specifically we will show that the fluctuations in the modular Hamiltonian are associated with fluctuations in the spacetime geometry near light fronts that take the form of gravitational shockwaves. The fluctuating shockwave geometries around the vacuum are a direct consequences of uncertainty relations between light ray operators, corresponding to the shifts \( \delta u \) and \( \delta v \), according to Eq. (3). We find that the fluctuating shockwaves that are a consequence of the light-ray uncertainty relation imply \( \langle \Delta K^2 \rangle = \langle K \rangle = \frac{\text{Area}}{4G} \) for empty space. We take this as evidence for fundamental uncertainties in the light ray operators as applied to the vacuum state.

The outline of this paper is as follows. In Sec. II we review the shockwave action, long established in the literature, adapted for our purposes of studying spacetime behavior in a causal diamond. Then, in Sec. II A we show that, in planar coordinates, the shockwave action is precisely the modular Hamiltonian. In Sec. III we introduce quantum behavior by postulating commutation relations for the light front operators. These quantum relations are closely related to those introduced by 't Hooft at black hole horizons. Here we postulate these uncertainty relations describe light front operators at the horizons of causal diamonds. This opens the way in Sec. IV to compute expectation values of the modular Hamiltonian from the uncertainty in the light front operators, from which we obtain the results Eqs. (6). Finally, in Sec. V we generalize our results to closed causal diamonds with spherical entangling surfaces, before concluding.

II. EFFECTIVE ACTION FOR SHOCKWAVE GEOMETRIES

We are interested in the behavior of spacetime at light fronts, as shown in Fig. 1. We consider a family of light trajectories which first are traveling to the right and then are reflected back at \( x = 0 \) at time \( t = 0 \) to start moving to the left. In terms of the light cone coordinates \( u = t + x \) and \( v = t - x \), this means we are looking at trajectories that

![FIG. 1. A planar lightsheet consisting of a family of light trajectories. The directions longitudinal to the light sheet consist of the light cone coordinates, \( u, v \), while the transverse directions are labeled with \( y \).](image-url)
travel first from \( u = -\infty \) to \( u = 0 \) along \( v = 0 \) and then from \( v = 0 \) to \( v = \infty \) along \( u = 0 \).

Our goal is to determine the fluctuations in these trajectories due to quantum gravity effects. The fluctuations in the location of the trajectory due to a metric perturbations can be expressed as a change \( \delta v \) in the value of the light cone coordinate for the lower trajectory, and a change \( \delta u \) in upper trajectory. These coordinate shifts can be expressed as integrals of the metric perturbations \( h_{uu} \) and \( h_{vv} \) as follows

\[
\begin{align*}
\delta v(u, y) &= \int_{-\infty}^{u} du' h_{uu}(u', y), \quad \text{and} \\
\delta u(v, y) &= \int_{-\infty}^{v} dv' h_{vv}(v', y).
\end{align*}
\]

We will assume that these metric perturbations are induced by fluctuations in the stress energy tensor \( T_{uu} \), and take the form of a shock wave geometry, as given in Eq. (1). Note that \( f(y, y') \) is only dimensionless in four dimensions. A particularly clear example is the shockwave due to a fast particle moving in the \( v \)-direction at transversal position \( y' \).

Its energy-momentum density is given by

\[
T_{uu}(u, y') = p_u \delta^{(d-2)}(y', y') \delta(u - u_0)
\]

and produces shockwave geometry described by the Aichelburg-Sexl metric

\[
ds^2 = -du dv + \ell^{-d-2} p_u f(y, y') \delta(u - u_0) du^2 + dy^2.
\]

Geometrically a shockwave corresponds to two parts of flat Minkowski space glued together on the location of the shockwave after a coordinate shift \( v \rightarrow v + \delta v \), where in the case of a single energetic particle

\[
\delta v(y) = \ell^{-d-2} p_u f(y, y').
\]

Similar and completely analogous equations hold for the shockwave geometry caused by a fast particle moving in the \( u \)-direction.

We will be interested in general metric fluctuations that take the form of a shockwave geometry caused by fluctuations in the \( T_{uu} \) and \( T_{vv} \) stress energy tensor components. These geometries can be parametrized by functions \( X^u(u, v, y) \) and \( X^v(u, v, y) \) that incorporate the coordinate shifts due to the shockwave. For instance, \( X^v \) combines the shift \( \delta v(u, y) \) in the coordinate \( v \) together with the (shifted) \( v \)-coordinate via

\[
X^v(u, v, y) = v + \delta v(u, y),
\]

Similarly we can introduce variables \( X^u(u, v, y) \) describing the shock waves in the upper light trajectories. For a fast particle moving along fixed \( (v, y) \)

\[
X^u(u, v, y) = u + \delta u(u, v),
\]

a shift induced on the upper half of the causal diamond. The general shockwave geometries can be conveniently written in a gauge in which one allows mixed transversal-longitudinal metric components

\[
ds^2 = -du dv + \nabla_u X^v du dy + \nabla_v X^u dv dy + dy^2.
\]

The equations of motion for the variables \( X^u \) and \( X^v \) can be derived directly from the Einstein equations. Alternatively, one can derive an effective action for \( X^u \) and \( X^v \) by inserting the metric Ansatz for the shockwave geometry into the Einstein-Hilbert action. In this way one finds

\[
I = \int d^{d-2} y \left[ -\frac{1}{\ell^{d-2}} \int d\tau X^u \Delta_x dX^v \frac{dX^v}{d\tau} + \int d\tau (X^u T_{ur} + X^v T_{vr}) \right] + \int d\tau (X^u \frac{du}{d\tau} + X^v \frac{dv}{d\tau})
\]

where

\[
T_{ur} \equiv T_{uu} \frac{du}{d\tau} + T_{uv} \frac{dv}{d\tau} \quad \text{and} \quad T_{vr} \equiv T_{vu} \frac{du}{d\tau} + T_{vv} \frac{dv}{d\tau}.
\]

This effective action does not live in the full \( d \)-dimensional spacetime, but on the \( d - 1 \)-dimensional boundary of the causal diamond. Indeed, by inserting the metric Ansatz for the shockwave geometry one finds that the Einstein-Hilbert action becomes a total derivative, and hence is dimensionally reduced to one lower dimension. It is important to point out that the action is invariant under reparametrizations of the boundary time \( \tau \). We will make use of this remark below. In [15] a systematic derivation was given of the action (15) using a scaling argument appropriate for high energy scattering. We assume that these same scaling arguments apply to the present situation. Note that there is an asymmetry in the time derivative acting on \( X^u \) versus \( X^v \), leading to a relative minus sign in the effective action depending on which variable the time derivative acts. The physical reason, as shown in Fig. 2, is that energy \( T_{uu} \) is flowing into the causal diamond on the lower trajectory, but \( T_{vv} \) is flowing out of the causal diamond on the upper trajectory.

A. The on-shell action equals the modular Hamiltonian

One can easily verify that the action Eq. (15) leads to the correct equations for the shockwaves. For this discussion it will be convenient to write the total action as a sum of three parts: one living on the past light trajectory, one past living

\[
\text{This form of the metric is derived from the one in terms of } h_{uu} \text{ and } h_{vv} \text{ by shifting the } u \text{ and } v \text{ coordinates by } \delta u \text{ and } \delta v.
\]
on the future light trajectory, and a third term that is associated with the bifurcate horizon:

$$I = I_{\text{lower}} + I_{\text{upper}} + I_{\text{horizon}}. \quad (16)$$

The horizon contribution comes from the asymmetry between $X^u$ and $X^v$ in the shockwave action Eq. (15), where $X^v$ has a time derivative but $X^u$ does not. An integration by parts to obtain the $X^u$ equation of motion generates $I_{\text{horizon}}$. We now describe each of these contributions in turn.

For the unperturbed light trajectories, $v$ is constant on the lower part, while $u$ is constant on the upper part. First let us concentrate on the lower part of the causal diamond. We can then choose $\tau = u$, so that the action becomes

$$I_{\text{lower}} = \int d^{d-2}y \left[ -\frac{1}{\ell_p^{d-2}} \int_0^\infty du X^u \Delta_y \frac{dX^v}{du} \right. $$

$$+ \left. \int_0^{\infty} du X^u \partial_u X^u \right]. \quad (17)$$

Here we have assumed that the stress energy tensor is effectively traceless, which in the scaling regime appropriate for shockwave means that $T_{uu} = 0$. One easily verifies that by varying $X^u$ in the action $I_{\text{lower}}$ one reproduces the correct shockwave equation for $X^v$

$$\Delta_y \frac{dX^v}{du} = \ell_p^{d-2} T_{uu}. \quad (18)$$

The other equation of motion obtained by varying $X^v$ is also satisfied, since on this lower trajectory $dX^u/du$ is a constant. When the equations of motion are satisfied one finds that the integrand of the action integral, and hence the action $I_{\text{lower}}$ itself, vanishes on-shell. Similarly we define an action for the upper trajectory by interchanging the role of the $u$- and $v$-coordinates and replacing $X^u$ by $X^v$ and vice versa. This gives

$$I_{\text{upper}} = \int d^{d-2}y \left[ -\frac{1}{\ell_p^{d-2}} \int_0^\infty dv X^v \Delta_y \frac{dX^u}{dv} + \int_0^\infty dv X^v T_{vv} \right]. \quad (19)$$

This action leads, similarly as for the lower part, to the correct equations of motion and vanishes on-shell, hence $I_{\text{upper}} = 0$ on-shell. However, we have neglected a surface term in integrating by parts to obtain Eq. (19) from Eq. (15), which takes the form:

$$I_{\text{horizon}} = -\frac{1}{\ell_p^{d-2}} \int d^{d-2}y X^u(y) \Delta_y X^v(y), \quad (20)$$

where we have denoted

$$X^v(y) = X^v(0, 0, y) \quad \text{and} \quad X^u(y) = X^u(0, 0, y).$$

We will now show that the on-shell action can also be identified with the modular Hamiltonian $K$. The argument is as follows. We will choose a new gauge where, instead of allowing $X^v$ and $X^v$ to fluctuate, we fix $X^v = 0$ at $u = -\infty$ for the lower trajectory in the absence of quantum fluctuations, and likewise $X^u = 0$ for $v = \infty$ for the upper trajectory. This means that on shell the first term in the action $I$ vanishes. Hence, the total on shell action in that case just becomes

$$I_{\text{on-shell}} = \int d^{d-2}y \left[ \int_{-\infty}^0 du X^u T_{uu} + \int_0^\infty dv X^v T_{vv} \right] \equiv K. \quad (21)$$

The fields $X^u$ and $X^v$ can in fact be identified with the components of the Killing vector associated with the Killing horizon.

Combining these two results leads then to an expression for the modular Hamiltonian $K$ in terms of the fluctuating shockwave variables $X^u$ and $X^v$

$$K = \frac{1}{\ell_p^{d-2}} \int d^{d-2}y \nabla \cdot X^u(y) \nabla \cdot X^v(y). \quad (22)$$

Here we rewrote the Laplacian as $\Delta_y = \nabla_y^2$ and performed a partial integration in the transversal plane. This result for the modular Hamiltonian may appear somewhat unexpected, but one should see it first of all as an on-shell relation that makes use of the Einstein equations to rewrite the stress energy in terms of the metric variables.

In the following section we will also use it as an operator identity. In particular we will argue that the left and right-hand side both have the same vacuum expectation value and also exhibit the same fluctuations. A key ingredient in our derivation will be commutation relations proposed by 't Hooft in the context of black hole horizons. Here we apply them to a bifurcate light sheet horizon.
III. QUANTUM MECHANICS OF SHOCKWAVE OPERATORS

We will first present a summary of the commutation relations at the bifurcate horizon. Let us introduce the momentum densities $P_u(u, y)$ and $P_v(v, y)$ via

\begin{align*}
P_u(u, y) &= \int_{-\infty}^{u} du T_{uu}(u, y) \quad \text{and} \\
P_v(v, y) &= \int_{-\infty}^{v} dv T_{vv}(v, y)
\end{align*}

(23)

As quantum operators $P_u$ and $P_v$ generate shifts in the lightcone coordinates $u$ and $v$, it is natural to identify these shifts with the fields $X^u$ and $X^v$. Following this reasoning one arrives at the equal time canonical commutation relations

\begin{align*}
[P_u(y), X^u(y')] &= i\delta^{d-2}(y, y') \quad \text{and} \\
[P_v(y), X^v(y')] &= i\delta^{d-2}(y, y').
\end{align*}

(24)

On shell the momentum density operators $P_u$ and $P_v$ are related to the shockwave variables $X^u$ and $X^v$ via the equations of motion, which in terms of these variables read

\begin{align*}
\Delta_s X^u = \epsilon_p^{d-2} P_v \quad \text{and} \quad \Delta_s X^v = \epsilon_p^{d-2} P_u.
\end{align*}

(25)

Hence, the commutation relations can be rewritten directly in terms of the variables $X^u$ and $X^v$ as

\begin{align*}
[X^u(y), X^v(y')] &= i\epsilon_p^{d-2} f(y, y').
\end{align*}

(26)

These are the 't Hooft commutation relations. The derivation is somewhat heuristic, since it makes use of the identification of the generator of translations in the coordinates $u$ and $v$ with the canonical conjugate to the variables $X^u$ and $X^v$.

The justification of this heuristic derivation comes from the effective shockwave action (15). This action makes manifest that as operators $X^u$ and $X^v$ are noncommuting, since they both appear in the first term involving the time-derivative. In fact, the relations Eq. (25) directly identify the momentum density variables $P_u$ and $P_v$ with the canonical momenta conjugate to $X^u$ and $X^v$. In other words, by applying the standard canonical quantization rules to the effective action Eq. (15) one precisely obtains the 't Hooft commutation relations.

Note that by the usual rules of quantum mechanics these commutation relations imply that the variables $X^u$ and $X^v$ have quantum mechanical uncertainties $\Delta X^u$ and $\Delta X^v$ that obey the uncertainty relations, which are directly related to the commutation relation via

\begin{align*}
\Delta X^u(y) \Delta X^v(y') &\geq \frac{1}{2i} \langle [X^u(y), X^v(y')] \rangle.
\end{align*}

(27)

The proof of this relation requires that $X^u(y)$ and $X^v(y)$ are Hermitian operators:

\begin{align*}
X^u(y) = (X^u(y))^\dagger \quad \text{and} \quad X^v(y) = (X^v(y))^\dagger.
\end{align*}

(28)

One can note further that the uncertainty relations imply that the two point functions $\langle X^u(y)X^u(y') \rangle$ and $\langle X^v(y)X^v(y') \rangle$ are generally nonvanishing. Their value, however, is not a priori determined and generally depends on the choice of state. In the following we are interested in verifying the calculation of the expectation value and fluctuations of the modular Hamiltonian. For this purpose we will make use of the Euclidean path integral over the shockwave variables $X^u$ and $X^v$. As we will see, this will lead to expressions that may appear counterintuitive from the viewpoint of the standard Lorentzian quantization. In particular, we will see that in the Euclidean path integral the only nonzero two point function is $\langle X^u(y)X^v(y') \rangle$. Indeed, nonzero two point functions of the type $\langle X^uX^v \rangle$ or $\langle X^vX^v \rangle$ would break Lorentz invariance, and hence are only possible in situations with a preferred Lorentz frame.

A. From Lorentzian to Euclidean quantization

The basic variables $X^u$ and $X^v$ can be continued to Euclidean space as follows. First we introduce

\begin{align*}
X^u(y) = Z(y) + T(y) \quad \text{and} \quad X^v(y) = -Z(y) + T(y).
\end{align*}

(29)

We now replace $T \rightarrow iT_E$, so that

\begin{align*}
X^u_E(y) = Z(y) + iT_E(y) \quad \text{and} \quad X^v_E(y) = -Z(y) + iT_E(y).
\end{align*}

(30)

We thus find that, instead of the relations (28), the Euclidean operators now satisfy the following Hermiticity property

\begin{align*}
X^u_E(y) = -(X^v_E(y))^\dagger.
\end{align*}

(31)

The minus sign is just a choice of convention and will not have major implications. Euclidean quantization then proceeds by imposing canonical commutation relations

\begin{align*}
[X^u_E(y), X^v_E(y')] = i\epsilon_p^{d-2} f(y, y'),
\end{align*}

(32)

without the usual factor $i$. Hence, instead of being like coordinate and momentum variable, we now note that $X^u$ and $X^v$ behave as creation and annihilation operators. We can now pursue this analogy and introduce a vacuum state that is annihilated by $X^u$, and its conjugate state that is annihilated by $X^v$:

\begin{align*}
X^u_E(y)|0\rangle = 0 \quad \text{and} \quad \langle 0|X^v_E(y) = 0.
\end{align*}

(33)

Note this choice of initial and final states is consistent with the boundary conditions imposed on the fields $X^u(y)$ and $X^v(y)$ [see discussion just above Eq. (21)].
The goal is now to compute the two-point functions. First of all, one immediately sees that in the Euclidean quantization there are no two-point functions of the type \( \langle X^u X^v \rangle \) of \( \langle X^u X^v \rangle \). The only nonvanishing two-point function is

\[
\langle 0 | X^u_E(y) X^v_E(y') | 0 \rangle = \ell_p^2 f(y, y').
\]  \(\text{(34)}\)

which is directly derived from the commutator Eq. (32). In the remainder of this paper we will be working in Euclidean signature, and hence we will drop the subscript \( E \), leaving it implicit in our notation. We will now show that the same result follows from the Euclidean path integral.

### B. The Euclidean two point function

Since the effective action is quadratic, the path integral can be computed by applying Wick’s theorem so that all correlators become expressed in terms of two point functions. The two point function of \( X^u \) and \( X^v \) corresponds to the inverse of the kinetic operators, and hence, in Euclidean space, obeys

\[
\frac{1}{\ell_p^{d-2}} \Delta_y \frac{d}{d\tau} \langle X^u(\tau, y) X^v(\tau', y') \rangle = \delta(\tau - \tau') \delta^{(d-2)}(y, y').
\]  \(\text{(35)}\)

Note that in Euclidean space this two point function must be real. Equation (35) is easily solved and leads to

\[
\langle X^u(\tau, y) X^v(\tau', y') \rangle = \ell_p^{d-2} \theta(\tau - \tau') f(y, y').
\]  \(\text{(36)}\)

Our goal is to show that the fluctuations in the modular Hamiltonian have their origin in tiny shockwaves in the spacetime geometry caused by quantum gravity effects. In particular, we want to derive the correct magnitude of both the expectation value \( \langle K \rangle \) as well as the fluctuations \( \langle \Delta K^2 \rangle \). For this purpose it is sufficient to know the two-point functions of the coordinate shifts \( X^u \) and \( X^v \) at the bifurcate horizon. Hence we may ignore the time-dependence, and only consider the two point correlator as function of the transversal coordinates. Concretely this means we will take the limit where \( u(\tau) \to L \) from below and \( v(\tau') \to -L \) from above, so that \( \theta(\tau - \tau') = 1 \). In this way we find

\[
\langle X^u(y) X^v(y') \rangle = \ell_p^{d-2} f(y, y').
\]  \(\text{(37)}\)

We will use this result below to compute the expectation value and fluctuations of the modular energy. However, to obtain finite results we will need to introduce an extra ingredient. Namely, we will have to impose a short distance cutoff on the allowed shockwaves geometries. Our analysis clearly breaks down for shockwaves whose transversal wavelength becomes shorter than the Planck scale. Indeed, it is natural to assume that one has to introduce a cutoff on the allowed transversal wavelengths at or close to the Planck scale. Below we will indeed find that this cutoff is necessary to find agreement with the known values for the modular energy fluctuations.

### IV. MODULAR ENERGY FLUCTUATIONS FROM SHOCKWAVES

We have now all the ingredients to compute the fluctuations of the modular Hamiltonian using the expression (22) and the results of the previous section. First we will consider the vacuum expectation value \( \langle K \rangle \). In fact, for this computation we need to set the short distance cutoff at its most natural value, which then turns out to precisely give the expected result. Once the correct value of the cutoff is known, we will proceed to compute the fluctuations.

Combining the expression (22) with (37) leads to the result

\[
\langle K \rangle = \frac{1}{\ell_p^{d-2}} \int d^{d-2} y \lim_{y' \to y} \nabla_y \nabla_{y'} \langle X^u(y) X^v(y') \rangle
\]

\[
= \int d^{d-2} y \lim_{y' \to y} \nabla_y \nabla_{y'} f(y, y')
\]  \(\text{(38)}\)

The integrand in the right hand side formally diverges. But we will impose the most natural cutoff by assuming that the points \( y \) and \( y' \) need to be separated by at least one Planck length. This implies that

\[
\lim_{y' \to y} \nabla_y \nabla_{y'} f(y, y') \sim \frac{1}{\ell_p^{d-2}}.
\]  \(\text{(39)}\)

We will now choose the overall constant so that we obtain the expected result

\[
\langle K \rangle = \frac{\text{Area}}{4G}.
\]  \(\text{(40)}\)

Note that we have not really derived the constant of proportionality. But this is the only point were we can use the freedom to fix this constant. So to check that our proposed identification between the modular Hamiltonian and the fluctuating shock wave geometries is correct, let us now compute the variance \( \langle \Delta K^2 \rangle \) using the same method. In our calculation we will assume that the fluctuations are Gaussian, which means that all higher point correlation functions can be reduced via Wick’s theorem to two-point functions. Since our calculation is being performed in the Euclidean setting, the only nonvanishing two point functions are between \( X^u(y) \) and \( X^v(y') \). By again combining the Eqs. (22) and (37) one obtains after a few steps
\[ \langle K^2 \rangle - \langle K \rangle^2 = \frac{1}{\epsilon_p^{2(d-2)}} \int d^{d-2}y \int d^{d-2}y' \langle \nabla_y X^u(y) \nabla_y X^v(y) \nabla_y X^u(y') \nabla_y X^v(y') \rangle \]

\[ - \frac{1}{\epsilon_p^{2(d-2)}} \int d^{d-2}y \int d^{d-2}y' \langle \nabla_y X^u(y) \nabla_y X^v(y) \rangle \langle \nabla_y X^u(y') \nabla_y X^v(y') \rangle \]

\[ = \frac{1}{\epsilon_p^{2(d-2)}} \int d^{d-2}y \int d^{d-2}y' \nabla_y \nabla_y \langle X^u(y) X^v(y') \rangle \nabla_y \nabla_y \langle X^u(y') X^v(y) \rangle. \tag{41} \]

In the last line we used that one of the two possible Wick contractions of the four-point function cancels against the product of the two-point functions. In particular this means that the Wick contractions between \( X^u(y) \) and \( X^v(y) \) at coincident points are being subtracted. In other words, the only remaining Wick contractions are those between operators at different positions \( y \) and \( y' \). A pictorial representation of the decomposition in Eq. (41) is shown in Fig. 3, where the vacuum fluctuation in the modular Hamiltonian becomes the product of two-point functions of the light-ray operators \( X^u, X^v \). We can now insert the expression for the two-point functions in terms of the Green functions to obtain

\[ \langle \Delta K^2 \rangle = \int d^{d-2}y \int d^{d-2}y' (\nabla_y \nabla_{y'} f(y, y'))^2 \]

\[ = \int d^{d-2}y \lim_{y' \to y} \nabla_y \nabla_{y'} f(y, y'). \tag{42} \]

To obtain the second expression we performed a partial integration and used the fact that the Green function \( f(y, y') \) obeys the identity (2). On the right-hand side of this last equation we recognize the same expression that we obtained in the computation of \( \langle K \rangle \). By choosing the same natural value for the short distance cutoff as before, we obtain the same result for the fluctuations in the modular Hamiltonian as its expectation value. Concretely, we find

\[ \langle \Delta K^2 \rangle = \frac{\text{Area}}{4G} \tag{43} \]

and thus reproduce the known answer for the modular energy fluctuations. This is the main result of the paper.

We can now translate our result into a statement about the size of the quantum fluctuations in the spacetime geometry. Let us consider the product of \( \nabla_y X^u \) and \( \nabla_y X^v \) averaged of the transversal plane:

\[ [\nabla_y X^u \nabla_y X^v]_{\text{avg}} = \frac{1}{\text{Area}} \int d^{d-2}y \nabla_y X^u(y) \nabla_y X^v(y). \tag{44} \]

In fact, the quantities \( \nabla_y X^u \) and \( \nabla_y X^v \) can be identified with the fluctuations in the metric components \( g_{y}^u \) and \( g_{y}^v \):

\[ \delta g_{y}^u = \nabla_y X^u \quad \text{and} \quad \delta g_{y}^v = \nabla_y X^v. \tag{45} \]

Our main result can thus be reformulated as a statement about the size of the fluctuations in these metric components

\[ \langle (\delta g_{y}^u \delta g_{y}^v)^2 \rangle \sim \langle [\nabla_y X^u \nabla_y X^v]_{\text{avg}}^2 \rangle \sim \left( \frac{\epsilon_p}{L} \right)^{d-2} \tag{46} \]

Note that in \( d = 4 \) we thus find that \( \sqrt{\langle (\delta g_{y}^2)^2 \rangle} \sim L/\epsilon_p \). This result was anticipated in previous work, and appears to coincide with the intuitive answer that would result from a random walk picture, in which Planckian fluctuations accumulate along the light trajectory over a distance \( L \), as reviewed in Ref. [16] in a general number of dimensions. This point of view becomes more manifest in a spherically symmetric setup, in which the various contributing modes can be labeled by discrete quantum numbers. In the remainder of this paper we will describe this spherically symmetric perspective in more detail.
V. CAUSAL DIAMONDS AND SPHERICAL SHOCKWAVES

We now consider a spherically symmetric causal diamond in which we place the light source and detector in the origin, and consider a family of light trajectories starting at \( t = -L \) traveling in all directions before being reflected by to the origin at time \( t \) by a family of mirrors located on a sphere of radius \( L \). In this setup it is natural to work in spherical coordinates \((t, r, \Omega)\). The family of light rays can be depicted as traveling along the boundary of a causal diamond, which locally looks like a Rindler horizon. It is worth commenting, as shown in Fig. 3, that the difference diamond, which locally looks like a Rindler horizon, it is be depicted as traveling along the boundary of a causal diamond. The bifurcate horizon is now located at the geometric mean of the Planck length with the size of the causal diamond. The bifurcate horizon is now located at \( t = 0 \) and corresponds to the sphere with radius \( L \) centered around the origin.

The calculations for the spherical configuration are very similar to the case with the flat Rindler horizon. We will therefore mainly focus on those aspects which are different. First of all, the boundary of the causal diamond strictly speaking does not correspond to a horizon, since it is not left invariant by a boost-like Killing vector. Instead, as is well described in the literature, it is invariant under a conformal Killing vector that locally near the boundary looks like a boost. We will therefore still refer to the boundary of the causal diamond as the horizon. The advantage of using a spherical set up is that the area of the bifurcate horizon is finite and given by the area of a \( d - 2 \)-sphere of radius \( L \). Since our calculations will eventually reduce to the bifurcate horizon, we may consider fields \( X^u(\Omega) \) and \( X^v(\Omega) \) as functions of the angular coordinates \( \Omega \): the transversal coordinates \( y \) that were used in the previous sections may roughly be thought of as \( y \sim L \Omega \). In particular, one finds that the role of the transversal Laplacian and its associated Green’s function are now taken over by

\[
\frac{\Delta_y}{L^2} = \frac{1}{L^2} (\Delta_\Omega - R_\Omega) \quad \text{and} \quad f(y,y') = \frac{1}{L^{d-2}} f(\Omega,\Omega')
\]

where \( \Delta_\Omega \) and \( R_\Omega \) are the scalar Laplacian and the Riemann curvature of the unit \( d - 2 \)-sphere: in general dimension \( d \) one has \( R_\Omega = (d - 2)(d - 3)/2 \), while for \( d = 4 \) the result is simply \( R_\Omega = 1 \). The angular Green’s function \( f(\Omega,\Omega') \) obeys

\[
(\Delta_\Omega - R_\Omega) f(\Omega,\Omega') = \delta^{(d-2)}(\Omega,\Omega').
\]

When we make these substitutions it follows that the Lagrangian description of the shockwave variables \( X^u(\Omega) \) and \( X^v(\Omega) \) only depends on a particular combination of the UV scale \( \ell_p \) and IR scale \( L \), namely

\[
\tilde{\ell}_p^2 = \frac{\ell_p^{d-2}}{L^{d-4}}.
\]

In particular, one finds the two point function of the coordinate shifts for the spherical case is given by

\[
\langle X^u(\Omega)X^v(\Omega') \rangle = \tilde{\ell}_p^2 f(\Omega,\Omega').
\]

Let us introduce the momentum surface density operator \( P_u(\Omega) \) defined by

\[
P_u(\Omega) = L^{d-2} \int_0^L d\nu T_{vu}(v,\Omega) \quad \text{and} \quad P_v(\Omega) = L^{d-2} \int_0^L d\nu T_{uv}(u,\Omega).
\]

The factor \( L^{d-2} \) is included so that \( P_u(\Omega) \) represent the momentum density per unit solid angle. The equations of motion for the shockwave geometries can then be expressed as

\[
(\Delta_\Omega - R_\Omega) X^u(\Omega) = \tilde{\ell}_p^2 P_v(\Omega) \quad \text{and} \quad (\Delta_\Omega - R_\Omega) X^v(\Omega) = \tilde{\ell}_p^2 P_u(\Omega).
\]

These equations should again be seen as operator identities. As operators the momenta \( P_u \) and \( P_v \) are, just as for the flat case, canonically conjugate to \( X^u \) and \( X^v \).

A. Modular energy fluctuations for spherical causal diamonds

We now discuss the computation of the modular energy fluctuations for causal diamonds. Following the same reasoning as for the flat horizon, one can argue that the modular Hamiltonian \( K \) associated with the causal diamond may be expressed as

\[
K = \frac{1}{\tilde{\ell}_p^2} \int d^{d-2}\Omega X^u(\Omega) (\Delta_\Omega - R_\Omega) X^v(\Omega).
\]

To calculate the expectation value and fluctuations of \( K \) we again need to introduce a Planckian cutoff. This is conveniently implemented by making use of the mode expansion of the variables in terms of spherical harmonics.

We will first describe this mode expansion and its consequences in \( d = 4 \), and discuss the generalization to other dimensions afterwards. On the sphere we can write out the fields \( X^u \) and \( X^v \) as

\[
X^u(\Omega) = \sum_{l,m} X^u_{lm}(\Omega) \quad \text{and} \quad X^v(\Omega) = \sum_{l,m} X^v_{lm}(\Omega).
\]
where \( m \) takes the usual range from \(-l\) to \( l \). The modular Hamiltonian can now be written as a sum over the different modes as
\[
K = \sum_{l,m} (l^2 + l + 1) X_{lm}^u X_{lm}^v.
\] (55)

Here we used the fact that the spherical harmonics \( Y_{lm} \) are eigenstates of the modified Laplacian \( \Delta \Omega \sim R_\Omega \) with eigenvalue \(-(l^2 + l + 1)\).

The short distance cutoff is imposed by requiring that \( l \) only takes values up to a certain maximum \( l_{\text{max}} \). This leads for instance to a regulated Green function
\[
f_{\text{reg}}(\Omega, \Omega') = \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l} \frac{Y_{lm}(\Omega)Y_{lm}(\Omega')}{l^2 + l + 1}.
\] (56)

From this one can directly read off that the two-point function of the discrete variable \( X_{lm}^u \) and \( X_{lm}^v \) is given by
\[
\langle X_{lm}^u X_{l'm'}^v \rangle = \delta_{l,l'} \delta_{m,m'} \frac{\delta_{l,m}^2}{l^2 + l + 1}.
\] (57)

This leads to the following result for the expectation value of the modular Hamiltonian
\[
\langle K \rangle = \sum_{l=0}^{l_{\text{max}}} (2l + 1) = (l_{\text{max}} + 1)^2.
\] (58)

Let us for the moment leave the value of \( l_{\text{max}} \) to be determined. Given a choice for \( l_{\text{max}} \) it becomes possible to compute the fluctuations in the modular Hamiltonian in a similar way. After some straightforward steps one finds
\[
\langle \Delta K^2 \rangle = \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l} \sum_{l'=-l'}^{l'} \sum_{m'=-l'}^{l'} (l^2 + l + 1)(l'^2 + l' + 1)
\times \langle X_{lm}^u X_{l'm'}^v \rangle \langle X_{l'm'}^u X_{lm}^v \rangle
\] (59)

By inserting the result for the second two point function one easily verifies that the sum over \( l' \) and \( m' \) can be explicitly performed and leads to an identical result as for the expectation value of \( K \). One gets
\[
\langle \Delta K^2 \rangle = \sum_{l=0}^{l_{\text{max}}} (2l + 1) = (l_{\text{max}} + 1)^2.
\] (60)

We thus find that both the expectation value as well as the fluctuations of \( K \) depend in an identical way on the value of the mode cutoff \( l_{\text{max}} \). We can now choose the value of \( l_{\text{max}} \) so that the expectation value of \( K \) gives the expected result in terms of the area of the bifurcate horizon. As we have just shown, we then obtain the same result for the fluctuations, and thereby confirm the expected result obtained by other methods.

These same methods apply to higher dimensional spacetimes and lead to identical conclusions. The only difference is that instead of the conventional spherical harmonics, one has to use their higher dimensional generalizations.

### B. Lorentzian quantization and uncertainty relations

In our calculations of the modular energy fluctuations we used a Euclidean quantization procedure, in which \( X^u \) and \( X^v \) are treated as Hermitian conjugate variables. In Lorentzian signature, \( X^u \) and \( X^v \) are each Hermitian, and are only canonically conjugate variables. This means their commutation relations contain a factor \( i \), as for the usual case of coordinates and momenta. In addition one can follow this analogy and conclude that in Lorentzian quantization the operators \( X^u \) and \( X^v \) must have quantum mechanical uncertainties \( \Delta X^u \) and \( \Delta X^v \) that obey uncertainty relations. In this subsection we will describe these uncertainty relations for the case of the finite causal diamond. This is a particularly convenient situation, since the coordinate fields \( X^u \) and \( X^v \) have a mode expansion in terms of discrete set of modes \( X_{lm}^u \) and \( X_{lm}^v \) obeying canonical commutation relations.

\[
[X_{lm}^u, X_{l'm'}^v] = i\ell \frac{\delta_{l,l'} \delta_{m,m'}}{l^2 + l + 1}.
\] (61)

where we reinstated the factor of \( i \). Applying the standard derivation of the Heisenberg uncertainty relations leads to
\[
\Delta X_{lm}^u \Delta X_{l'm'}^v \geq \frac{\ell}{2} \delta_{l,l'} \delta_{m,m'}.
\] (62)

When translated back to coordinate space one finds that the uncertainty relation implies that
\[
\Delta X^u(\Omega) \Delta X^v(\Omega') \geq \frac{\ell}{2} f(\Omega, \Omega')
\] (63)

As mentioned before, these uncertainty relations also lead to inequalities to the conclusion that in Euclidean space two point functions type \( \langle X^u(\Omega) X^v(\Omega') \rangle \) and \( \langle X^v(\Omega) X^u(\Omega') \rangle \) are nonvanishing, and represent fluctuations that are associated with only the lower or only the upper trajectory. The study of the physical implications of these type of fluctuations will be left for further work.

### C. Generalization to other dimensions

The spherical harmonics \( Y_i \) on a higher dimensional sphere are labeled by an integer \( l \). Let us consider the unit \((d - 2)\)-sphere \( S^{d-2} \) contained in \( \mathbb{R}^{d-1} \). One can represent the harmonic functions on \( S^{d-2} \) as restrictions of the set of
solutions to the $d - 1$-dimensional Laplace equation $\Delta p(x) = 0$, where $p(x) \in P_l$ is a polynomial of degree $l$. The eigenvalues of the spherical Laplacian are

$$\Delta_{g^{d-1}} Y_l = -l(l + d - 3)Y_l.$$  \hspace{1cm} (64)

We denote the space of all independent spherical harmonics $Y_l$ by $H_l$. The number of independent spherical harmonics $Y_l \in H_l$ with a given value of $l$ equals

$$\dim H_l = \binom{l + d - 2}{d - 2} - \binom{l + d - 4}{d - 2}.$$  \hspace{1cm} (65)

This generalizes the familiar case for $d = 4$.

We can now use the space of spherical harmonics to put a mode cutoff on the Green’s function and delta functions on the sphere in higher dimensions. The Green’s functions are again given by

$$f(\Omega, \Omega') = \sum_{l} \sum_{Y_l \in H_l} \frac{Y_l(\Omega)Y_l(\Omega')}{l(l + d - 3) + (d - 2)(d - 3)/2}.$$  \hspace{1cm} (66)

where we added the contribution of the Ricci curvature to the eigenvalue of the Laplacian. Similarly as for $d = 4$ we put a mode cutoff of $l$ so that $l \leq l_{\text{max}}$. The computation of the expectation value and fluctuation of $K$ proceeds identically as for $d = 4$ and will not be repeated here. The answer is again given by the sum of the dimensions of all the representations with $l \leq l_{\text{max}}$. The result is

$$\langle K \rangle = \langle \Delta K^2 \rangle = \sum_{l=0}^{l_{\text{max}}} \dim H_l = \binom{l_{\text{max}} + d - 2}{d - 2} + \binom{l_{\text{max}} + d - 3}{d - 2} \sim \frac{1}{(d - 2)!} l_{\text{max}}^{d-2}.$$  \hspace{1cm} (67)

So, just like in four dimensions one finds that, in order to reproduce the expected result given by the area of the bifurcate horizon, one has to choose $l_{\text{max}} \sim L/\ell_p$. But once the value of $l_{\text{max}}$ is fixed to give the correct expectation value of $K$, the result for the fluctuations in $K$ automatically comes out correctly as well.

VI. CONCLUSIONS

We have shown that shockwave geometries give rise to fluctuations in the modular Hamiltonian, $\langle K \rangle = \langle \Delta K^2 \rangle$. The shockwave geometries are generated by vacuum fluctuations of a size given by uncertainty relations in light ray operators, Eq. (26). Since $\langle K \rangle = \langle \Delta K^2 \rangle$ has been by now well established in many contexts, including for boundary-anchored diamonds in AdS/CFT [9–12], and near light fronts in flat space [13], our result supports the idea that the commutator in Eq. (26) is the fundamental object governing the quantum mechanics of spacetime.

In previous work, we argued that modular fluctuations could give rise to uncertainties in the location of light fronts that “accumulate” into the infrared [16,17], becoming observably large over the light crossing time of a causal diamond. The fundamental uncertainty relation in Eq. (26) effectively acts as a noise term for the causal development of a region of spacetime, giving us a new tool to compute quantum uncertainties in position observables. We leave such an application for future work.
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