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Past studies of the Fermi Galactic Center Excess (GCE) have found evidence for a “high-energy tail” in the GCE spectrum. Such a signature could be the result of inverse-Compton (IC) gamma rays produced by the injection of electrons/positrons into the interstellar medium by the putative population of millisecond pulsar (MSPs) responsible for the GCE. For this ICRC 2021 contribution, we present the results of an exhaustive study on simulated data, in which we analyze the detection potential of the forthcoming Cherenkov Telescope Array (CTA) to the high-energy tail of the Fermi GeV excess. In particular, we find that CTA will have sufficient sensitivity to detect this signal for physically reasonable electron/positron acceleration efficiencies, provided that the Galactic diffuse emission model (GDE) is well understood. Furthermore, we discuss the necessary conditions for a reliable CTA discovery in the case of a high degree of uncertainties in the GDE model. We also show that in the event that CTA observes an excess of diffuse gamma rays in the Galactic bulge, it will be able to discriminate between the dark matter and MSPs hypotheses, based on their distinct spatial morphologies.
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1. Introduction

*Fermi*-LAT observations of the inner $\sim 10^\circ$ of the Galactic center (GC) have revealed a highly statistically significant $\gamma$-ray excess (see e.g., [2, 5, 10, 11], and references therein). Though the origins of this Galactic Center Excess (GCE) are largely unknown, the current consensus is that it is not due to a fluctuation of the astrophysical background. Interestingly, the most highly debated hypotheses for the GCE are: a large unresolved-population of Galactic bulge millisecond pulsars (MSPs), and dark matter (DM) particles [with masses $\sim 30 – 60$ GeV self-annihilating in $b$-quarks] spatially distributed as a Navarro-Frenk-White (NFW) profile with a mild slope ($\gamma \approx 1.2$).

Given that MSPs can emit a spectrum that is very similar to that of DM annihilations, both the DM and MSPs explanations appeared to be completely degenerate in earlier studies. However, recent analyses have shown that two independent characteristics of the signal could be crucial to discriminate between the two main hypotheses for the GCE: (i) the photon count statistics [7, 13], and (ii) the spatial morphology of the signal [8, 15]. Interestingly, several independent studies [1, 8, 9, 15, 16] have demonstrated that the spatial morphology of the GCE is correlated with stellar mass in the Galactic bulge; a result that strongly supports the MSPs hypothesis for the GCE, and is completely separate of conclusions drawn from the photon count statistics studies.

The next few years are likely to see increased efforts in observing the predicted multi-wavelength signatures of the putative MSPs responsible for the GCE. A method that is particularly promising—and is the focus of this ICRC 2021 contribution—is to look for a TeV-scale inverse Compton (IC) signal produced by the injection of very-high-energy $e^\pm$ into the interstellar medium. The theoretical and observational motivations for this search channel are discussed at length in Refs. [17, 20]. In particular, previous analyses (e.g., [14]) of the GCE have claimed the presence of a high-energy tail in the GCE spectrum which might well extend to multi-TeV energies. Here, we present the results a realistic assessment of the capabilities of the forthcoming Cherenkov Telescope Array (CTA) to an unresolved population of MSPs in the GC. We use simulated data to consider scenarios where the Galactic diffuse emission (GDE) is perfectly known, and others where the GDE is mismodeled. In this proceedings, we summarize our modeling assumptions, and main results. The readers are encouraged to see Ref. [17] for further details.

2. Analysis pipeline

2.1 Data selection

We assumed 500 hours of CTA observations from the inner $10^\circ \times 10^6$ around the GC, and selected (simulated) events in the energy range $16$ GeV–$158$ TeV. The mock data was created by first performing a convolution of our GDE/signal models with the publicly-available instrument response function (IRF) CTA-Performanceprod-3bv1-South-20deg -average-50h.root and then taking Poissonian draws from these. Additionally, we masked the region of the Galactic plane given by $|b| \leq 0.3^\circ$, as well as all the point sources in the 3FHL [6] that have a hard spectrum (this is similar to Ref. [19]). Furthermore, we divided the data in 11 logarithmically spaced energy bins, and for the spatial bins we used $0.5^\circ \times 0.5^\circ$. Note that the spatial bins are given by the minimum angular resolution of our gas maps.

2.2 Construction of the GDE model

We performed simulations of the astrophysical background in the GC by using GALPROP v56 [12, 18]. This is the latest release of the code, which contains numerous improvements with respect to previous versions. Notably, it now includes 3D models for the interstellar radiation fields,
Figure 3: Left: The inverse Compton spectra produced by the putative population of MSPs that explain the GCE. The different spectral models result from various $e^\pm$ injection spectra considered in this work (See also Table 2 in Ref. [17]). Middle: The spatial morphology of the IC signal produced by a bulge population of MSPs injecting $e^\pm$ with a mean spectrum as given by Inj1 (at 1 TeV). Right: Same as the middle panel, except that here the MSPs are assumed to follow a spherical distribution as given by an NFW profile with a mild slope ($\gamma = 1.2$).

We have also included in our analysis templates for the low-latitude Fermi bubbles (FB) (see Fig. 2). As introduced first in [19], we considered two flux models for the FB. Our motivation for this choice is that by repeating our pipeline with these two alternatives, we can estimate the effect that uncertainties in this component has in our results.

2.3 Signal modeling

Here, we assume that the GCE is originated either by a new population of MSPs distributed as the stars in the Galactic bulge or DM particles distributed as an NFW squared profile. To investigate the capabilities of CTA to distinguish the IC signals produced by either of these models, we assume that they both have the same $e^\pm$ injection spectrum, but different spatial morphologies. Interestingly, for the MSPs scenario, we can write down a relation between the prompt $\gamma$-ray luminosity ($L_{\gamma,\text{prompt}}$) and the $e^\pm$ luminosity $L_{e^\pm}$. Specifically,

\[
L_{e^\pm} = f_{e^\pm} \dot{E} = \frac{f_{e^\pm}}{f_{\gamma}} L_{\gamma,\text{prompt}} \approx 10 f_{e^\pm} L_{\gamma,\text{prompt}},
\]

where $(\dot{E})$ is the MSP spin-down rate, $f_{e^\pm}$ is the $e^\pm$ efficiency, and we have assumed $f_{\gamma} = 10\%$ [21]. This way, we can make physical sense of our results by comparing the $f_{e^\pm}$ values required for a CTA discovery with the ones estimated from observations of MSPs elsewhere.

The particular shape of the $e^\pm$ injection spectrum is highly uncertain. To account for this, we
used a power-law with an exponential cutoff of the form

\[ \frac{d^2 N}{dE dt} \propto E^{-\Gamma} \exp(-E/E_{\text{cut}}), \]

where \( \Gamma \) is the slope, and \( E_{\text{cut}} \) is the energy cutoff. We solved the CR transport equation for these \( e^\pm \) using GAPROP V56 in its 3D configuration. The propagation parameter setup is the same as the SA50 model in Ref. [12]. As can be seen in Fig. 3, we considered several possible values for \( \Gamma \), and \( E_{\text{cut}} \) (five different models), which cover a substantial range of the expected uncertainties on these parameters. Figure 3 also shows that the spatial morphology of the MSPs and DM induced IC signals are indeed predicted to be different. Further details about our signal modeling procedure can be seen in Ref. [17]. In the following, we set out to investigate the necessary conditions for a robust CTA detection of this IC signal.

2.4 Analysis Pipeline

We analyse the simulated CTA using a bin-by-bin analysis method. Specifically, we split the data into 11 energy bins logarithmically separated in the energy range 16 GeV–158 TeV. At each
Figure 5: The results of the tests for morphological degeneracies between an IC signal produced by either DM or a bulge population of MSPs. The cases considered are the same as in Fig. 4. The signal injection tests are performed by including a MSPs IC signal into the mock data and subsequently attempting to recover the signal using both a DM and the MSPs IC templates. The left panel shows the TS values for the DM IC template, the right panel shows the actual signal recovery tests results. It is seen that for large enough IC luminosities there is very little MSPs IC flux that is absorbed by the DM IC template.
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map that is not divided in rings—and so is more restrictive during the fits.

3. Results

Figure 4 shows the main results of our analysis. We injected signals of different magnitudes into the data, and then used the bin-by-bin procedure to recover the signals. As can be seen, for IC luminosities that are above the detection threshold, the injected signals are adequately recovered by our pipeline. However, when we switch from the optimistic to the conservative scenario, we observe a drop in sensitivity by almost one order of magnitude. Figure 5 shows the results of a similar test, except that this time, we attempted to recover the injected MSPs IC signal by including in the fits both the MSPs IC and DM IC templates (appropriately nested in the fit). Interestingly, our study shows that CTA has the capability to distinguish between the two models, just based on their different morphologies, for luminosities above the detection threshold. In Table 1, we show the minimum $f_{e^+}$ required for a robust CTA detection of the high-energy tail of the GCE. We note that Inj2 spectral model has the highest degree of degeneracy with GDE model, and therefore is the most difficult to detect. However, given the theoretical and observational uncertainties on $f_{e^+}$, CTA might still be able to detect such a signal.

4. Conclusions

We have shown that CTA has the necessary sensitivity to detect the high-energy tail of the GCE for physically plausible electron acceleration efficiencies. Though the CTA sensitivity to this signal generally decreases under the assumption of an imperfect GDE model, a CTA detection could still be viable. Furthermore, in the event that CTA observes an excess of diffuse gamma rays in the GC, it will be able to discriminate between the DM and MSPs hypotheses.
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