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1 Introduction

Topological string amplitudes have played an important role in understanding quantum protected amplitudes in string theory and supersymmetric field theories. More precisely, they capture the F-terms of the corresponding supersymmetric theories. Topological string amplitudes are indexed by the genus of the worldsheet, and amplitudes of different genera compute different physical quantities. For example, the genus zero amplitudes correspond to F-terms in supersymmetric field theories, such as the Yukawa couplings and the superpotential terms. The higher genus amplitudes, on the other hand, involve gravitational corrections. This raises the following question: Does topological string theory have a non-perturbative meaning that goes beyond this term by term identification? And, if so, what is the physical quantity that the full partition function computes?

Various dualities [15, 33, 34] relate the A- and B-model topological string amplitudes to quantities in complex Chern-Simons theories and matrix models respectively. A natural question is hence whether these alternative formulations can help us to find a non-perturbative definition of topological strings. Indeed, both matrix models [9, 10] and Chern-Simons amplitudes [18, 78, 79] do admit non-perturbative definitions, and it is thus natural to ask what the meanings of these non-perturbative completions are in the context of topological string and superstring theories. One feature of such definitions is that, for
a given perturbative definition there does not exist a unique non-perturbative completion.
Instead there are discrete choices, which we will denote collectively by \( \mathcal{A} \), to be made. For each such choice \( \mathcal{A} \) there is a non-perturbatively defined partition function \( Z_{\text{top}}^{\mathcal{A}} \) and we are interested in the meaning of these amplitudes \( Z_{\text{top}}^{\mathcal{A}} \) in the superstring theory. Recalling that topological string amplitudes are interpreted as computing partition functions of superstring theories in specific backgrounds which involve the Taub-NUT spacetime or a 2-dimensional subspace of it, we argue that the choice of \( \mathcal{A} \) translates into the choice of boundary condition for this non-compact spacetime, i.e. a choice of spacetime branes.

One main motivation for revisiting this question is related to the AGT correspondence \([5]\) that connects the Nekrasov partition function of four-dimensional \( \mathcal{N} = 2 \) theories to the conformal blocks of Liouville (and more generally Toda \([80]\)) theories. These conformal blocks \( Z_{\text{CFT}}^{\mathcal{B}} \) are labeled by parameters specifying the intermediate channels that we denote collectively by \( \mathcal{B} \). On the other hand, using geometric engineering of the \( \mathcal{N} = 2 \) theories in the superstring setup, it was shown \([13]\) that these same amplitudes should also correspond to topological string amplitudes represented by matrix model with Penner-like logarithmic potentials. A non-perturbative completion of topological string amplitudes can hence be applied to this special case and should make precise the connection to the conformal blocks of the Liouville theory. In particular, a question to be answered is how the choices \( \mathcal{A} \) of the non-perturbative topological blocks should be mapped to the choices \( \mathcal{B} \) of conformal blocks.

In this paper we argue that the conformal blocks \( Z_{\text{CFT}}^{\mathcal{B}} \) are in fact a linear combination of the non-perturbative string partition functions \( Z_{\text{top}}^{\mathcal{A}} \):

\[
Z_{\text{CFT}}^{\mathcal{B}} = \sum_{\mathcal{A}} C_{\mathcal{B}, \mathcal{A}} Z_{\text{top}}^{\mathcal{A}},
\]

where \( C_{\mathcal{B}, \mathcal{A}} \) are certain constants. By giving such a map, we specify the precise relationship between the Liouville conformal blocks and non-perturbative matrix model amplitudes.

This relation between the conformal blocks of Liouville theory and the periods of the Penner-like matrix integral is one of the interesting by-products of the AGT correspondence. It has been discussed among others in \([41, 53, 54, 58, 71]\). Recently it was also considered in the case of genus one surfaces \([52, 55]\). The gauge theory aspect of the relation has been further investigated in, for example, \([22, 23]\). Of course, this problem is directly related to a classical subject in conformal field theory: the contour prescription of the screening charges for minimal models à la Dotsenko-Fateev, see e.g. \([20, 25]\).

As an interesting aspect of defining the topological string blocks \( Z_{\text{top}}^{\mathcal{A}} \) for Penner-like matrix models, we find that the eigenvalues of the matrix are best represented as points on a light-cone parametrization of a genus zero worldsheet. In this light-cone diagram, the incoming and outgoing tubes correspond to the positions of impurities in the Penner-like potential. The light-cone time \( X^+ \) is identified with the (real part of the) matrix model potential. In particular, the critical points of the matrix model potential are mapped to the interaction points in the light-cone diagram and vice versa. The basic integration contours of the matrix model are given by straight lines on the light-cone diagram, emanating from the interaction points and going backwards in the light-cone time \( X^+ \). This connection
with light-cone string diagrams is very intriguing and suggests a potentially important connection between light-cone string field theory and $\mathcal{N} = 2$ amplitudes in four dimensions.

The organization of this paper is as follows: In section 2 we formulate a non-perturbative completion of topological string and its interpretation in terms of superstring amplitudes. This non-perturbative definition can be applied to all topological string theories with a dual open string description. In section 3 we apply this definition to specific topological string theories that are dual to matrix models with Penner-like logarithmic potential. In section 4 we briefly review the content of the AGT correspondence and its relation to the matrix model, and in section 5 we give a dictionary between the parameters in the matrix model and those of Liouville conformal blocks. In this context, in section 6 we propose a map between the non-perturbative blocks of topological strings and the blocks of the 2d Liouville CFT. In section 7 we give examples which illustrate this correspondence. In section 8 we conclude with some discussion on future directions. In the appendix we explicitly demonstrate the relation between degenerate four-point conformal blocks and the corresponding matrix model expressions.

2 Non-perturbative topological string blocks

Topological string amplitudes have an interpretation as computing certain physical amplitudes in superstring theories in the presence of branes. The simplest situation where this relation is realized is the following: the A-model topological string amplitude computes the partition function of M-theory in the background

$$X \times (S^1 \times TN)_q,$$

where $X$ is a Calabi-Yau threefold and $(S^1 \times TN)_q$ denotes the space obtained by rotating the circle symmetry of the Taub-NUT space by an angle

$$q = \exp(2\pi ig_s)$$

as one goes around $S^1$ [17]. We can extend this dictionary between the physical and the topological theory to the open topological sectors by introducing A-branes wrapping a Lagrangian subspace $L \subset X$. In the M-theory setup, adding a topological A-brane corresponds to adding an M5 brane wrapping the subspace

$$L \times (S^1 \times C)_q \subset X \times (S^1 \times TN)_q,$$

where $C$ is the two-dimensional cigar subspace of $TN$ [3, 8, 12]. The geometry $(S^1 \times C)_q = MC_q$ is the so-called ‘Melvin Cigar’ in [8].

Reducing on the $S^1$, we can view the M-theory system from the perspective of type IIA superstring theory and obtain a two-dimensional theory on $C$ with $\mathcal{N} = 2$ supersymmetry. The chiral degrees of freedom for this two-dimensional $\mathcal{N} = 2$ theory are associated with the gauge connection $A$ on the Lagrangian submanifold $L$. Moreover, the superpotential of the two-dimensional theory is simply given by the Chern-Simons action, up to worldsheet instanton corrections:

$$W(A)/g_s = \frac{1}{g_s} \int_L \text{Tr} \left( A dA + \frac{2}{3} A^3 \right) + \text{instanton corrections}.$$
In other words, we have
\[ Z_{\text{top}} = \int DA \exp(\frac{W(A)}{g_s}). \]

Naively there may appear to be some tension between the following two facts: in type IIA superstring theory \( W \) is the superpotential, whereas here it appears as the action in the topological theory! However, it is known that in order to preserve supersymmetries in two-dimensional \( \mathcal{N} = 2 \) theories with boundaries, we need to add to the action boundary terms which are exactly given by the integral of the superpotential \( W \) evaluated at the boundary \[77].

In the context of the cigar geometry this has been discussed in \[37]. The boundary of the cigar \( C \) is a circle, and the path integral localizes on the the field configurations that are constant on it. Hence we arrive at the same formula as above for the physical partition function:
\[ Z_{\text{top}} = Z_{\text{IIA}}. \]

By mirror symmetry we expect a similar relation between the physical and the topological quantities to hold for the case of the B-model topological string. In this case we have D3-branes wrapping holomorphic curves and filling the cigar subspace of the Taub-NUT geometry. In particular, we can consider a local Calabi-Yau geometry given by a hypersurface in \( \mathbb{C}^4 \) of the form
\[ y^2 + W'(x)^2 + uv = 0 \]
with D3-branes wrapped on the holomorphic curves that are described by the conifold-type geometries localized at critical points of \( W(x) \). In this case it is known \[15\] that the B-model reduces to a matrix model with potential \( W(\Phi) \):
\[ Z_{\text{top}} = Z_{\text{IIB}} = \int D\Phi \ e^{\text{Tr} \frac{W(\Phi)}{g_s}}. \] (2.1)

Under this correspondence the rank \( N \) of the matrix \( \Phi \) is equal to the total number of branes.

We will be interested in an expansion near the saddle point in the large \( N \) semi-classical limit. A saddle point is specified by a distribution of the eigenvalues among the critical points \( p_1, \cdots, p_n \) of the potential \( W \), labeled by the filling fractions \( N_1, \cdots, N_n \) satisfying \( \sum N_\ell = N \). This distribution has the interpretation as the number of the branes populating different holomorphic cycles.

However, there is an intrinsic incompleteness in the above statement. The parameters of the superpotential \( W(\Phi) \) are complex and the integration over \( \Phi \) is holomorphic. Hence, even though the above recipe specifies a perturbative expansion, it does not give an unambiguous non-perturbative answer. To remedy this problem, one should specify a contour for the matrix integral. In fact, this ambiguity is matched by a corresponding ambiguity in the \( \mathcal{N} = 2 \) theories in two dimensions. In that context, the ambiguity lies in the choice of a supersymmetric boundary condition. As noted in \[37], to specify a boundary condition for the \( \mathcal{N} = 2 \) theory in two dimensions, we need to choose a Lagrangian subspace in the field
Figure 1. A natural set of contours $\tilde{C}_1, \ldots, \tilde{C}_n$ is given by the pre-images of the straight lines on the $W$-plane. The slope of the straight lines is given by the downward gradient flow of $\text{Re}(W/g_s)$.

The allowed Lagrangian submanifolds should satisfy the following conditions. First, the projections of the submanifolds in the field space onto the $W$-plane are straight lines emanating from the critical values $W(p_\ell)$. Moreover, to ensure the integral is well-defined when the submanifolds have boundaries, we require that

$$|\exp(W/g_s)| \to 0$$

at these boundaries. These two conditions are illustrated in figure 1.

A way to visualize these straight lines on the original Riemann surface is via the following quasi-conformal mapping

$$ds^2 = |dw|^2 = |\phi_{zz}| |dz|^2,$$

associated with a so-called Jenkins-Strebel holomorphic quadratic differential $\phi_{zz}(z)(dz)^2$ given in terms of the matrix potential as

$$\phi_{zz}(dz)^2 = (dw)^2 = \left(\frac{1}{g_s}dW\right)^2.$$

Clearly, such a quasi-conformal mapping defines a metric that is flat everywhere on the Riemann surface except at the zeros and poles of $\phi_{zz}$, where the curvature is singular. By definition, the zeros are exactly the critical points of the matrix potential $W(z)$ and their images under the $W$-map are the points where the Lagrangian submanifolds emanate from.

The choice of the Lagrangian submanifold makes precise the way the complex integral over the chiral fields should be performed, and as a result the answer for the partition function depends on this choice. In other words, on both the topological and physical sides, a choice of a Lagrangian submanifold is required to define the amplitude unambiguously. In the first case, the Lagrangian submanifold plays the role of the integration contour, while in the latter case it completes the definition of the theory by providing a supersymmetric boundary condition.

Let us summarize this main point that is crucial to the rest of the paper: Both the topological and physical amplitudes are uniquely defined once a choice of the Lagrangian submanifold is made. It is hence natural to identify this choice of the Lagrangian submanifold as a choice of a non-perturbative completion of the topological string amplitudes.
In other words, for a given choice of the topological string coupling constant $g_s$ and the parameters of the superpotential $W$, the data of brane distribution $N_\ell$ that characterizes the matrix model saddle points also leads to a non-perturbative answer for the topological amplitude

$$Z(N_1, \ldots, N_n) = \text{non-perturbative topological block labeled by } \{N_1, \ldots, N_n\}.$$  

The fact that the matrix model integrals with complex potentials can be defined using such complex contours has been known for a long time [9, 10]. More recently they were discussed in the context of a non-perturbative formulation of topological strings in [24, 47, 49]. In the context of complex Chern-Simons, the idea of associating a contour to a given classical solution has appeared in [18]. Moreover, similar Lagrangian contours, which are infinite dimensional in this context, also feature in the discussion on the complex Chern-Simons path integral [78].

However, such a ‘topological string block’ $Z(N_1, \ldots, N_n)$ is not a continuous function of the parameters of the superpotential. In particular, as can be seen in figure 1, it jumps at special values of the parameters such that there are two critical points $p_{\ell_1}, p_{\ell_2}$ with

$$\text{Im} \left( \frac{W(p_{\ell_1}) - W(p_{\ell_2})}{g_s} \right) = 0.$$  

These jumps in the corresponding cycles result in the Stokes’ phenomenon for the integral described by the Picard-Lefschetz theory, and cause non-trivial monodromy transformations when the parameters move around in the complex plane. This property is of course reminiscent of that of conformal blocks in two-dimensional conformal theory. In this paper we will demonstrate how this analogy, when suitably interpreted, can be made into an equality in the context of the Liouville conformal theory interpreted as topological string theory [13].

3 Application to Penner-type matrix models

In the previous section we have given a definition of non-perturbative topological string blocks through matrix integrals. In this section we would like to apply such a definition to Penner-like matrix models with logarithmic potentials. As we will review later, this type of matrix models is of special interest due to its relation to the Liouville conformal blocks. Hence an understanding of the corresponding topological string blocks will be a prerequisite for a concrete realization of [13], which connects certain topological string amplitudes to Liouville conformal blocks in the context of the AGT correspondence [5]. To keep the discussion explicit we will focus on the genus zero conformal blocks of the SL(2) Liouville theory. Similar consideration should also apply to the more general situations of higher genus surfaces and higher rank gauge groups discussed in [13].

We are interested in the matrix models with the following type of logarithmic potential

$$W(z)/g_s = \sum_{\ell=1}^{n+1} m_\ell \log(z - z_\ell) ,$$  

(3.1)
corresponding to the matrix integral
\[ Z = \int \cdots \int \prod_{i=1}^{N} du_i \prod_{1 \leq i < j \leq N} (u_j - u_i)^2 \prod_{i=1}^{N} \prod_{\ell=1}^{n+1} (u_i - z_\ell)^m_\ell. \]

(3.2)

Here we have written the integral in terms of the eigenvalues \( u_1, \ldots, u_N \) of the matrix \( \Phi_{N \times N} \).

As discussed in the previous section, we are interested in the gradient flows of \( \text{Re}(W/g_s) \), which are by definition straight lines on the Riemann surface with respect to the metric
\[ ds^2 = \left| \frac{1}{g_s} dW \right|^2. \]

For the type of matrix model under consideration, the quasi-conformal transformation is particularly nice and in fact gives a parametrization of the Riemann surface as a scattering amplitude of closed string field theory in the light-cone gauge [28]. To see this, let us first study the zeros and poles of the quadratic differential \( \phi_{zz} dz^2 = (dW/g_s)^2 \), or more precisely by the one-form \( \omega \) given by \( \phi = \omega^2 \).

Recall that a meromorphic one-form on a genus \( g \) Riemann surface has \( 2g - 2 \) 'net' number of zeros (the number of zeros minus the number of poles). There is a particularly relevant one-form \( \omega \), introduced in [30], that is uniquely determined by the following data:

1. the (real) residues \( m_\ell \) at the poles \( z_\ell \)
\[ m_\ell = \oint_{z_\ell} \omega, \]
   which should necessarily satisfy \( \sum_\ell m_\ell = 0 \), together with
2. the condition that the periods
\[ \oint_C \omega \]
   over the one-cycles \( C \) on the surface are all purely imaginary.

Given such a one-form \( \omega \), one can define a local coordinate \( w \) by
\[ w = \int z \omega. \]

This light-cone coordinate \( w \) is related to the matrix model potential as
\[ w = \frac{1}{g_s} W(z). \]

In the light-cone string diagram the poles of \( \omega \) describe the incoming and outgoing external strings. If we have
\[ \omega(z) \sim \frac{m_\ell}{z - z_\ell}, \]
then correspondingly
\[ w(z) \sim m_\ell \log(z - z_\ell) \rightarrow \pm \infty, \]
depending on the sign of \( m_\ell \).
Similarly, the zeroes \( p_\ell \) of \( \omega \) correspond to an interaction point where two incoming closed strings merge into an outgoing one, or one incoming string splits into two outgoing ones. Let us recall why this is the case. If

\[
\omega(z) \sim (z - p_\ell)dz,
\]

this implies that

\[
w(z) \sim (z - p_\ell)^2.
\]

Clearly if \( z \) encircles the zero \( p_\ell \) once, the coordinate \( w \) is rotated over \( 4\pi \). So we have a surplus angle that comes with the conical singularity of a pair of pants geometry.

In the present case of genus zero, the poles of the one-form \( \omega \) are the \( n + 2 \) poles located at the finite values \( z = z_1, \ldots, z_{n+1} \) together with an extra pole at \( z_{n+2} = \infty \). The zeroes of \( \omega \) are located at the \( n \) critical points \( p_1, \ldots, p_n \) of the matrix potential satisfying

\[
\frac{dW}{dz} \bigg|_{z=p_\ell} = \sum_{k=1}^{n+1} \frac{m_k}{p_\ell - z_k} = 0.
\]

The arrow of time of the light-cone is given by increasing \( \text{Re}(W/g_s) \), as shown in figure 2. Such a genus zero light-cone diagram is specified by the following data: the external momenta \( \{m_1, \ldots, m_{n+1}\} \), the times \( \{\tau_1, \ldots, \tau_n\} \) of interaction, and the twisting angles \( \{\theta_1, \ldots, \theta_{n-1}\} \) with which an intermediate closed string is twisted before rejoining with the rest of the diagram [30]. Fixing the initial time to be \( \tau_1 = 0 \), we see that the \( \tau \)'s and \( \theta \)'s together give the \((n - 1)\) complex variables corresponding to the locations of the poles \( z_1, \ldots, z_{n+1}, z_{n+2} = \infty \) up to \( \text{SL}(2, \mathbb{C}) \) equivalence.

In order to obtain an unambiguous and uniform description of the contour for the matrix model integral (3.2), we will consider the potential (3.1) with all momenta \( m_\ell \) being real and positive. The answer for the integral can then be analytically continued to other ranges of the parameters. For such cases, the quasi-conformal map described above leads to light-cone diagrams of the kind depicted in figure 2. In other words, we consider scattering diagrams with \( n + 1 \) incoming and one outgoing closed string. As a result, in our matrix model discussion, the pole of \( dW \) at the infinity of the genus zero curve is in some sense more special than all the other poles at \( z_1, \ldots, z_{n+1} \).

As mentioned in section 2, we would like to associate a saddle point, labeled by the eigenvalue distribution \( \{N_1, \ldots, N_n\} \), a matrix model integral (3.2) with a specific contour. In the language of the light-cone diagram (see figure 2), this means we should associate a class of contour to each interaction point of the strings. As discussed in section 2, there is a very natural way to specify these contours from the matrix model point of view: they are given by the gradient flow of \( \text{Re}(W/g_s) \). In the present case they are simply given by the downward-flowing (backward in time) straight lines emanating from the interaction points on the light-cone diagram. In particular, the corresponding contours are not closed cycles.

Concretely, for a given potential \( W \) of the form (3.1) and thereby a given light-cone diagram, label the poles \( z_1, \ldots, z_{n+1} \) and zeros \( p_1, \ldots, p_n \) of the corresponding quadratic differential in the order depicted in figure 2. Then the contour associated in the above-mentioned way to the \( \ell \)-th critical point is the line segment going between the point \( z_\ell \) and
Figure 2. An example of a light-cone diagram for a given matrix potential \( W \). The locations \( z_\ell \) of the poles of \( dW \) determine the twist angles \( \theta_\ell \) and the interaction times \( \tau_\ell \), while the residues \( m_\ell \) determine the size of the closed strings. Such a light-cone diagram gives a pants decomposition of the genus zero Riemann surface and thereby determines a tree structure. Together with the data of the distribution \( \{ N_1, \ldots, N_n \} \) of the matrix eigenvalues among the critical points \( \{ p_1, \ldots, p_n \} \) of the matrix potential, this tree specifies a corresponding conformal block.

\( z_{\ell+1} \) and passing through the critical point \( p_\ell \). We choose the orientation and denote by \( \tilde{C}_\ell \) the line segment going from \( z_{\ell+1} \) to \( z_\ell \). As a result, to a given distribution of eigenvalues \( N_\ell \) among the critical points \( p_\ell \), we can associate a matrix integral (3.2) with the following contour

\[
\otimes_{\ell=1}^n \tilde{C}_\ell \otimes N_\ell, \quad \tilde{C}_\ell = [z_{\ell+1}, z_\ell].
\] (3.3)

As we will discuss in more details later, when the momenta \( m \)'s are not all integers and when we consider the \( \beta \)-ensembles generalization of the matrix model, the genus zero curve on which the matrix eigenvalues live is in fact multi-sheeted. The matrix integrals with the above prescription of contours transform non-trivially when changing from sheet to sheet and in fact mix with one another under such monodromy actions. One might hence deem it natural to use an alternative basis for matrix integrals on which the monodromy transformations act diagonally. In fact this property is mandatory from the point of view of the conformal blocks. We will construct such an alternative basis and relate the corresponding matrix integrals to conformal blocks in section 6.

4 Logarithmic matrix models and the AGT correspondence

In this section we will briefly review the relation between certain 2d conformal blocks and the Nekrasov partition functions for certain \( \mathcal{N} = 2, d = 4 \) superconformal field theories [5], and how this relation can be understood through their connections to topological string theory and matrix model [13].
In [5], the authors consider a class of $\mathcal{N} = 2, d = 4$ superconformal field theories, which can be obtained from compactifying the six-dimensional M5 brane $\mathcal{N} = (2, 0)$ superconformal field theories on punctured Riemann surfaces $\Sigma$ [27]. These theories admit an A-D-E classification. These authors propose that, for the case of SU(2) theories corresponding to two M5 branes, the Nekrasov partition functions in the $\Omega$-background are essentially given by certain conformal blocks of the Liouville conformal field theory. Underlying both objects is the genus $g$ Riemann surface $\Sigma$ with $n + 2$ punctures, and its pants decomposition determines a weakly coupled Lagrangian description on the gauge theory side and a specific channel on the 2d CFT side. More specifically, the sewing parameter of a neck connecting two pairs of pants is related to the gauge coupling constant of the corresponding SU(2) gauge group. Moreover, the external momenta of the Liouville conformal block correspond to the hypermultiplets masses of the gauge theory, while the internal momenta map to the Coulomb parameters. Finally, the two real numbers $\epsilon_1, \epsilon_2$ characterizing the $\Omega$-background fix the parameter $b$ of the Liouville theory as

$$b^2 = \frac{\epsilon_1}{\epsilon_2}.$$ 

Later this proposal was generalized to the $A_r$ 4d SCFT/2d Toda theory for $r > 1$ in [80].

An explanation for this correspondence was suggested in [13]. In this way of understanding the AGT correspondence, the matrix model plays the role of a bridge between the 2d and the 4d theories. On the one hand, it has long been known that the collective dynamics of the eigenvalues of a Hermitian matrix model can be described by a chiral conformal field theory with a Liouville-type interaction [45, 51]. On the other hand, the (refined) topological string partition function on the local Calabi-Yau geometry which engineers the gauge theory is known (after $\beta$-deformation) to compute the Nekrasov partition function, and at the same time also has a description in terms of matrix model amplitude via the open/closed geometric transition [15].

More concretely, in the genus zero case, from the brane insertion picture it was clear that a logarithmic matrix model with potential of the form (3.1) should be the relevant one for connecting the 2d and 4d quantities, and the parameters $m_\ell$’s should be related to the hypermultiplet mass parameters on the 4d SCFT side, or the external momenta on the 2d conformal block side. Moreover, to describe a general $\Omega$-background, corresponding to a refined topological string theory, we should consider the $\beta$-ensemble deformation of the matrix model, turning the measure in the matrix integral from (3.2) into

$$Z = \int \cdots \int \prod_{i=1}^{N} du_i \prod_{1 \leq i < j \leq N} (u_j - u_i)^{2\beta} \prod_{i=1}^{N} \prod_{\ell=1}^{n+1} (u_i - z_\ell)^{m_\ell},$$

with

$$\beta = -\frac{\epsilon_1}{\epsilon_2}, \quad g_s^2 = -\epsilon_1 \epsilon_2.$$ 

At the same time, in the context of relating matrix model to a Liouville-like chiral CFT, the eigenvalue integral plays the role of the a screening operator. Hence, the data of eigenvalue distribution $\{N_1, \ldots, N_n\}$ should be related to the Coulomb parameters on the
4d side, or the internal momenta on the 2d side. Indeed, the $m_\ell=1,...,n+1$ parameters in the matrix potential together with the numbers $N\ell=1,...,n$ of eigenvalues clustered around a given critical point make together the $2n+1$ parameters specifying the $n+2$ external and $n-1$ internal momenta in a conformal block.

After defining the non-perturbative topological string blocks for general topological string theories with a matrix model description, the second goal of this paper is to use this non-perturbative definition to make concrete the map between such blocks and the Liouville conformal blocks in the context reviewed above. For this purpose, we first have to give a precise map between the matrix model parameters and those of the conformal blocks. This will be the topic of the next section. Second we have to give the map between the topological blocks we defined earlier and the conformal blocks with the corresponding parameters, which will be the topic of section 6.

5 From matrix models to conformal blocks

In this section we will see how to associate a genus zero Liouville conformal block to a matrix model amplitude. The former is labeled by a tree structure, the momenta $\alpha_1,\ldots,\alpha_{n+2}$ and the locations $z_1,\ldots,z_{n+2}$ of the operator insertions $V_{\alpha_\ell}(z_\ell)$, and the internal momenta $a_1,\ldots,a_{n-1}$. The latter is given by the parameters $m_1,\ldots,m_{n+1}$ and $z_1,\ldots,z_{n+1}$ specifying the potential (3.1), the rank of the matrix $N$, and the $n-1$ independent filling numbers $\{N_1,\ldots,N_n\}$ labeling the saddle-point of the matrix model path integral.

Also for this purpose we find the light-cone diagram introduced in section 3 illuminating: For a given matrix potential $W(z)$, the corresponding quasi-conformal map gives a unique pants decomposition of the genus zero curve. As shown in figure 2, the skeleton of such a pants decomposition gives rise to a natural tree structure. We would like to identify this tree structure with that of the conformal block. Moreover, as suggested by the picture, the locations of the poles of the quadratic differential can naturally be identified with the locations of the operator insertions in the Liouville block. In particular, we identify the position of the last operator insertion with the pole of $dW$ at infinity and write $z_{n+2}=\infty$.

By the same token, the parameters $m_1,\ldots,m_{n+1}$ and the first $n+1$ external momenta $\alpha_1,\ldots,\alpha_{n+1}$ should have a simple linear relation. More precisely, comparing the matrix integral (4.1) with the holomorphic part of the free boson correlators

$$\langle V_{\alpha_1}(z_1,\overline{z}_1)\cdots V_{\alpha_{n+2}}(z_{n+2},\overline{z}_{n+2})\rangle = \prod_{1\leq k<\ell\leq n+2} |z_{k\ell}|^{-4\alpha_k\alpha_\ell}, z_{k\ell} = z_\ell - z_k$$

in the context of the Coulomb gas treatment of the Liouville conformal theory, we get the following dictionary between the matrix model parameters on the one side and the CFT data on the other:

$$\beta = -b^2, \quad m_\ell = -2b\alpha_\ell, \quad \ell = 1,\ldots,n+1,$$

where $b$ is the parameter in the Liouville action. The corresponding background charge and central charge of the Liouville theory are given by

$$Q = b + b^{-1}, \quad c = 1 + 6Q^2.$$
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Furthermore, a comparison of the matrix integral (4.1) with the free boson correlators shows there is an overall factor difference

$$\text{conformal block} = \prod_{1 \leq k < \ell \leq n+1} (z_\ell - z_k)^{m_k m_\ell / 2\beta} \times \text{matrix integral}$$

between the conformal block and the corresponding matrix integral. Notice that this overall factor is independent of the internal momenta of the conformal block, or equivalently the eigenvalue distribution of the matrix model. Therefore the presence of this extra factor does not influence our discussion on the relation between of the conformal and topological string blocks, since in such a discussion we always fix the external momenta, or equivalently the integrand of the matrix integral on the matrix model side.

Finally we would like to map the data of matrix model saddle-point \( \{N_1, \ldots, n\} \) to the parameters on the conformal block side. As mentioned earlier, in the context of the chiral Liouville theory, a matrix eigenvalue integral corresponds to adding a screening charge, changing total momenta by an amount \( \Delta\alpha = b \). At the same time, according to our map between the closed string scattering diagram and the conformal block tree, a matrix critical point where an eigenvalue can be deposited is mapped to a vertex of the conformal block tree. Hence it is natural to identify the number of eigenvalues \( N_\ell \) at a given critical point \( p_\ell \) with the amount of momentum non-conservation at the corresponding vertex in the conformal block tree, as illustrated in figure 3.

As a result, the \( n-1 \) internal momenta \( a_{\ell=1,2,\ldots,n-1} \) are determined by the following momenta violation condition at each vertex vertices of the conformal block

$$\tilde{a}_\ell^{(1)} + \tilde{a}_\ell^{(2)} + \tilde{a}_\ell^{(3)} = Q - N_\ell b .$$

(5.1)

Here \( \tilde{a}_\ell^{(1,2,3)} \) denote the three momenta coming into the \( \ell \)-th vertex of the conformal block. Equivalently, when choosing \( \tilde{a}_\ell^{(1,2)} \) to be incoming and \( \tilde{a}_\ell^{(3)} \) to be outgoing at the \( \ell \)-th vertex, we have

$$\tilde{a}_\ell^{(3)*} = \tilde{a}_\ell^{(1)} + \tilde{a}_\ell^{(2)} + N_\ell b$$
as shown in figure 3. Recall that flipping the orientation of a momentum $\alpha$ in the presence of the background charge amounts to taking

$$\alpha^* = Q - \alpha,$$

which leaves the conformal dimension

$$\Delta_\alpha = \Delta_{\alpha^*} = \alpha(Q - \alpha)$$

of the corresponding vertex operator $V_\alpha$ invariant. For example, when the direction of all momenta in figure 2 is chosen to flow forward in time to the vertex $z = \infty$, the first three internal momenta are

$$a_1 = \alpha_1 + \alpha_2 + N_1 b, \quad a_3 = \alpha_3 + \alpha_4 + N_3 b, \quad a_2 = a_1 + a_3 + N_2 b.$$

Notice that this rule for the momenta violation at each vertex also implies that the last external momentum $a_{n+2}$ of the operator inserted at $z_{n+2} = \infty$ is given by $m_1, \ldots, m_{n+1}$ and the rank of the matrix as

$$\sum_{\ell=1}^{n+2} \alpha_\ell = Q - Nb.$$

This completes the map between the parameters on the matrix model and on the conformal block sides.

6 Topological string blocks versus conformal blocks

In this section, by studying the monodromy transformations of different matrix model blocks, we will determine a family of contours appropriate for the purpose of computing CFT conformal blocks. See also [20] and [25] for some earlier discussions on the integral representation of conformal blocks in the context of minimal models.

As alluded to earlier, the different ways of gluing the pairs of pants introduce extra subtleties when defining the contours. When the parameters $m_\ell$ and $\beta$ are not integral, the contour $\tilde{C}_\ell = [z_{\ell+1}, z_\ell]$ which cuts through a gluing curve along which different pants are glued together will not be invariant under the corresponding Dehn twist operation. This is because the presence of the branch cuts has rendered the genus zero Riemann surface multi-sheeted. As a result, the basis (3.3) for the matrix integral with a given potential is in general not a diagonal basis under the monodromy transformation of the various parameters in the matrix model potential, in particular the locations $z_\ell$ of the poles.

Therefore, in order to unambiguously specify a contour for the matrix integral with a given potential $W$ and eigenvalue distribution $\{N_1, \ldots, N_n\}$, it seems natural to look for an alternative basis on which the monodromy operations act diagonally. More concretely, we would like to combine the contour $\tilde{C}_\ell$ and its images under the monodromy operations, in such a way that the combined contour $C_\ell$ furnishes such a diagonal basis. We will see that there exists a unique (up to overall multiplicative factors) contour $C_\ell$ satisfying this condition.
We are now ready to analyze the action of the Dehn twist operation on our contours $\tilde{C}_\ell$ defined in section 2 and 3. As is suggested by the picture (see, for example, figure 4), the contour $\tilde{C}_\ell$ can be seen as the union of two line segments connecting the critical point $p_\ell$ to the poles $z_\ell$ and $z_{\ell+1}$ respectively. Depending on the light-cone diagram, none, one, or both of these two line segments will cut through some gluing curves. In the first case, there is no Dehn twist to be performed and the contour $\tilde{C}_\ell$ we defined earlier is also the unambiguous contour

$$C_\ell = \tilde{C}_\ell$$

we are looking for. See figure 6 for such an example.

To discuss the other cases, let us first look at the simple example shown in figure 4. The contour $\tilde{C}_2$ cuts through the gluing curve along which the tubes extending from $z_1$, $z_2$ are glued to the rest of the light-cone diagram. Hence, as can be seen from the figure 4, our original contour $\tilde{C}_2$ is not invariant under the monodromy $M_{2;1}$ that takes the point $z_2$ around the point $z_1$ in the counter-clockwise orientation before returning to the original position. To find the invariant contour, let us first observe that the image of $\tilde{C}_2$ under this monodromy is

$$M_{2;1} \tilde{C}_2 = \tilde{C}_2 + L,$$

where $L = (e^{\phi_2} - e^{\phi_1 + \phi_2})\tilde{C}_1$ is a loop going through $z_2$ and circling around $z_1$, and $e^{\phi_\ell}$ is the phase incurred by passing counter-clockwise through the brach cut connecting the point $z_\ell$...
and infinity. More precisely, in the basis given by the contours \{\tilde{C}_1, \tilde{C}_2\}, the monodromy matrix reads

\[ M_{2:1} \begin{pmatrix} \tilde{C}_1 \\ \tilde{C}_2 \end{pmatrix} = \begin{pmatrix} e^{\phi_1 + \phi_2} & 0 \\ e^{\phi_2} - e^{\phi_1 + \phi_2} & 1 \end{pmatrix} \begin{pmatrix} \tilde{C}_1 \\ \tilde{C}_2 \end{pmatrix}. \]

Hence we have

\[ (M_{2:1})^k \tilde{C}_2 = \tilde{C}_2 + (1 + q + \ldots + q^{k-1})L, \quad q = e^{\phi_1 + \phi_2}. \]

We would like to take a combination \( \sum_k c_k (M_{2:1})^k \tilde{C}_2 \) of the images of the contour \( \tilde{C}_2 \) that is invariant under the monodromy. It is not hard to see that the contour

\[ C_2 = (M_{2:1} - q)\tilde{C}_2, \]

which can be combined into a loop passing through the point \( z_3 \) and circling the points \( z_1, z_2 \), is the unique invariant combination up to a multiplicative factor. Hence we arrive at the contour \( C_2 \) shown in figure 4 which has the desired property under monodromy transformation.

The above conclusion can be extended to the cases when the straight line from a zero \( p_\ell \) to a nearby pole \( z_\ell \) cuts through a larger gluing curve connecting more than two tubes to the rest of the light-cone diagram. In this case the contour \( C_\ell \) is a closed loop passing through \( z_{\ell+1} \) and enclosing all the poles enclosed in the gluing curve. Finally, obviously the same result applies when we swap left and right and consider a situation where the segment from \( p_\ell \) to a nearby pole \( z_{\ell+1} \) cuts through a gluing curve. An example of such contours for computing the five-point conformal blocks is given in figure 5.

The final case to consider is when both of the line segments emanating from the zero \( p_\ell \) to the pole \( z_\ell \) and to \( z_{\ell+1} \) cut through some gluing curves. Obviously, the corresponding Dehn twists on the left- and the right-hand side commute with each other and we can simply apply the above argument separately on them and combine the final results.

Moreover, we would like to bring the readers’ attention to a further subtlety regarding the ordering of the contours. When considering the \( \beta \)-ensemble deformation of the matrix model when \( \beta \) is not integral, an inspection of the integral formula (4.1) shows that the phase \( e^{\phi_\ell} \) incurred by crossing the brach cut connecting the point \( z_\ell \) to infinity might in fact depend on the pre-existing contours. Hence in this case the contours will no longer be simple tensor products of the same cycles but will have to be ordered instead. There is a completely natural way how this can be done. Namely, the time-ordering of the critical points on the light-cone diagram provides a natural ordering among distinct classes of contours corresponding to distinct critical points. We should hence perform the integration along the integration cycle \( C_\ell \) corresponding to the earliest interaction point \( p_\ell \), and move forward in time. See figure 5 for an example. This ordering property of the contours should be regarded as a part of the definition for the non-perturbative blocks and will be illustrated in the examples discussed in section 7.

Finally let us comment on the contours relevant for the comparison with the conformal blocks described in section 5. By definition, with fixed external momenta, conformal blocks in a given channel with different internal momenta furnish a diagonal basis for the
monodromy transformation of the punctures on the Riemann surface that are equivalent to the Dehn twists in the corresponding light-cone diagram. Hence it is natural to conjecture that the matrix integral (4.1) with the monodromy-diagonal contours described above, is the same as the conformal block described in section 5 up to overall (leg) factors. In the next section we will show some examples of such equivalence.

7 Examples

In the last section we have provided a prescription for the contours of the matrix integrals, and proposed its relation to the Liouville conformal blocks. In this section, we will illustrate and test our prescription by studying a few examples in detail.

7.1 Three-point functions

The simplest non-trivial example is given a pair of pants, which is the light-cone diagram corresponding to the potential

$$W(z)/g_s = m_1 \log(z - z_1) + m_2 \log(z - z_2).$$

According to the dictionary given in section 5, the $\beta$-ensemble matrix model partition function of a rank $N$ matrix with the above potential corresponds to the chiral half of the three-point function, with the momenta of the inserted operators $V_{\alpha_1}(z_1), V_{\alpha_2}(z_2)$ and

\[\text{Figure 5. An example of the contours for computing a five-point conformal block. The ordering of the contour is given by the time-ordering of the interaction points on the light-cone diagram. Hence one should first perform the integration over the eigenvalue along the contours $C_2$, then $C_1$, and finally $C_3$.} \]
Figure 6. The simplest light-cone diagram is given by a single pair of pants. In this case the contour is simply \( \tilde{C} \) given by the downward gradient flow of \( \text{Re}(W/g_s) \) emanating from the unique critical point of the potential. The \( N \) contour lines are ordered in such a way that they do not intersect with each other. The corresponding quantity on the 2d CFT side is the chiral half of the three-point function, with the three momenta determined by the matrix potential \( W \) and the rank of the matrix \( N \).

\[
V_{\alpha_3}(z_3 = \infty) \text{ given by } \quad \alpha_{1,2} = -\frac{1}{2b} m_{1,2} , \quad \alpha_3 = Q - N b - \alpha_1 - \alpha_2 . \tag{7.1}
\]

To keep the notation uniform we also define

\[
m_3 = -2b \alpha_3 = -m_1 - m_2 - 2(N - 1)\beta - 2 .
\]

Now we shall apply the contour prescription described in previous sections to this simple case. As can be seen in figure 6, the contour given by the simple gradient line on the \( W \)-plane does not cut through any gluing curve in this case and is therefore free from any Dehn twist ambiguity. Therefore, we shall use the contour \( \tilde{C} = [z_2, z_1] \) in our matrix integral. The discussion in section 5 then suggests that the matrix integral

\[
Z(z_1, z_2) = z_{21}^{m_1 m_2/2 \beta} \int_{z_2}^{z_1} du_N \cdots \int_{z_2}^{z_1} du_1 \prod_{i=1}^{N} (u_i - z_1)^{m_1} (u_i - z_2)^{m_2} \prod_{1 \leq i < j \leq N} (u_i - u_j)^{2 \beta} \tag{7.2}
\]

gives the chiral part of the three-point function up to normalization factors and the so-called leg-factors which only depend on individual momenta but not any combination of them.

To see the validity of the above claim, first recall that the \( \text{SL}(2, \mathbb{C}) \) invariance dictates the three-point functions to have the following form

\[
\langle V_{\alpha_3}(z_3)V_{\alpha_2}(z_2)V_{\alpha_1}(z_1) \rangle = C_{\alpha_1, \alpha_2, \alpha_3} |z_{21}|^{2\Delta_{21}} |z_{32}|^{2\Delta_{32}} |z_{13}|^{2\Delta_{13}} ,
\]

where \( \Delta_{ij} = \Delta_k - \Delta_i - \Delta_j, \quad k \neq i, k \neq j \). Hence all information of the three-point function is encoded in the object

\[
C_{\alpha_1, \alpha_2, \alpha_3} = \lim_{z_3 \to \infty} |z_3|^{-4\Delta_3} \langle V_{\alpha_3}(z_3)V_{\alpha_2}(0)V_{\alpha_1}(1) \rangle .
\]
On the other hand, a simple change of variables brings the matrix integral (7.2) into the following form

\[ Z(z_1, z_2) = z_2^{\Delta_1^2} \int_0^1 dt_1 \cdots \int_0^1 dt_1 \prod_{i=1}^N t_i^{m_2 (t_i - 1)^{m_1}} \prod_{0 \leq i < j \leq N} (t_i - t_j)^{2\beta} . \]

Hence we see that the matrix integral \( Z(z_1, z_2) \) indeed transforms in the correct way under SL(2, C) transformations that preserve \( z_3 = \infty \). In particular, it has the correct transformation \( Z(z_1, z_2) \rightarrow e^{2\pi i \Delta_{21}} Z(z_1, z_2) \) under the monodromy transformation \( z_{21} \rightarrow e^{2\pi i} z_{21} \). Furthermore, when fixing the location of the insertions using SL(2, C) transformation to be at 0, 1, \( \infty \), we expect

\[ Z(1, 0) = \int_0^1 dt_1 \cdots \int_0^1 dt_1 \prod_{i=1}^N t_i^{m_2 (t_i - 1)^{m_1}} \prod_{0 \leq i < j \leq N} (t_i - t_j)^{2\beta} \]

to be a chiral half of the three-point constant \( C_{\alpha_1, \alpha_2, \alpha_3} \), which is known as the DOZZ formula in the context of Liouville conformal theory [19, 82].

The above integral is given by Selberg’s formula, which reads

\[ Z(1, 0) = (-1)^{m_1 N} N! \prod_{j=0}^{N-1} \frac{\Gamma((j + 1)\beta) \Gamma(1 + m_1 + j\beta) \Gamma(1 + m_2 + j\beta)}{\Gamma(\beta) \Gamma(-m_3 - j\beta)} . \]  

(7.3)

To put Selberg’s formula in a form closer to that of the the DOZZ formula, we use the following relation between the \( \Gamma \)-function and the Double \( \Gamma \)-function

\[ \Gamma(x) = \sqrt{2\pi \omega_1^{1/2-x}} \frac{\Gamma_2(\omega_1 x | \omega_1, \omega_2)}{\Gamma_2(\omega_1 x + \omega_2 | \omega_1, \omega_2)} . \]

Moreover, eventually we would like to analytically continue the blocks obtained from matrix integrals to general values of momenta \( \alpha_1, \alpha_2, \alpha_3 \) not necessarily corresponding to integral units of the screening charges. To facilitate this, we would like to write the final answer in terms of the momenta \( \alpha_{1,2,3} \) alone by eliminating the rank \( N \) of the matrix from the final answer using the relation \( N = (Q - \sum_{i=1}^3 \alpha_i) / b \). By the same token we will now adopt a new notation

\[ \mathcal{F}_{\alpha_1, \alpha_2, \alpha_3} = Z(1, 0) . \]

Our proposed relation between the matrix integral and the conformal blocks then states that the DOZZ three-point function \( C_{\alpha_1, \alpha_2, \alpha_3} \) is given by

\[ C_{\alpha_1, \alpha_2, \alpha_3} \sim \mathcal{F}_{\alpha_1, \alpha_2, \alpha_3} \mathcal{F}_{\alpha'_1, \alpha'_2, \alpha'_3} ; \]

where “\( \sim \)” signifies equality up to leg factors and overall normalization factors.

Using the shorthand notation \( \Gamma_b(x) = \Gamma_2(x | b, b^{-1}) \), we get

\[ \mathcal{F}_{\alpha_1, \alpha_2, \alpha_3} \sim \frac{\Gamma_b(\alpha_1 + \alpha_2 + \alpha_3 - Q)}{\Gamma_b(0)} \frac{\Gamma_b(\alpha_2 + \alpha_3 - \alpha_1)}{\Gamma_b(Q - 2\alpha_1)} \times \frac{\Gamma_b(\alpha_3 + \alpha_1 - \alpha_2)}{\Gamma_b(Q - 2\alpha_2)} \frac{\Gamma_b(Q + \alpha_3 - \alpha_1 - \alpha_2)}{\Gamma_b(2\alpha_3)} , \]
which can be shown to satisfy the above relation. In fact, the leg factors can also be determined if we impose the following two simple conditions related to the two-point function:

\[
\lim_{\epsilon \to 0} C_{\epsilon, \alpha, Q - \alpha} = \lim_{\epsilon \to 0} C_{\epsilon, \alpha, Q - \alpha} \sim \frac{1}{\epsilon}, \quad \lim_{\epsilon \to 0} C_{\epsilon, \alpha, \alpha} = \lim_{\epsilon \to 0} C_{\epsilon, \alpha, \alpha} \sim \frac{1}{\epsilon} S(\alpha),
\]

where \( S(\alpha) \) is the so-called reflection amplitude given by

\[
S(\alpha) \sim \frac{\Gamma_b(2Q - 2\alpha)\Gamma_b(2\alpha - Q)}{\Gamma_b(2\alpha)\Gamma_b(Q - 2\alpha)}.
\]

From the above requirement, we conclude that the leg factors are given by

\[
f(\alpha) = \frac{\Gamma_b(2\alpha - Q)}{\Gamma_b(2\alpha)}
\]

for the incoming strings in our light-cone diagram and \( g(\alpha) = \frac{1}{f(\alpha^*)} \) for the outgoing ones. Incorporating these leg factors, we finally get

\[
\frac{f(\alpha_1)f(\alpha_2)}{f(\alpha_3^*)} \mathcal{F}_{\alpha_1, \alpha_2, \alpha_3} \mathcal{F}_{\alpha_1^*, \alpha_2^*, \alpha_3^*} \\sim \frac{\mathcal{Y}_0 \mathcal{Y}(2\alpha_1)\mathcal{Y}(2\alpha_2)\mathcal{Y}(2\alpha_3)}{\mathcal{Y}(\alpha_1 + \alpha_2 + \alpha_3 - Q)\mathcal{Y}(\alpha_2 + \alpha_3 - \alpha_1)\mathcal{Y}(\alpha_3 + \alpha_1 - \alpha_2)\mathcal{Y}(\alpha_1 + \alpha_2 - \alpha_3)},
\]

where

\[
\mathcal{Y}(x) = \frac{1}{\Gamma_b(x)\Gamma_b(Q - x)}.
\]

This is precisely the DOZZ formula \([19, 82]\) apart from the extra normalization factor

\[
\left( \frac{\pi \mu}{\Gamma(1 - b^2)} b^{2 - 2b^2} \right)^{(Q - \sum_{i=1}^3 \alpha_i)/b}.
\]

Notice that this normalization factor depends on the coefficient \( \mu \) of the exponential term \( \int d^2z \mu e^{2b\phi} \) in the Liouville action which can be shifted away by shifting \( \phi \rightarrow \phi + \text{const} \), and is therefore clearly scheme-dependent. Hence, we see that in the case of the three-point function, the matrix model indeed captures the chiral information. The relation between the matrix integral and the DOZZ formula was also discussed in \([71]\).

Finally, note that our matrix integral

\[
\mathcal{F}_{\alpha_1, \alpha_2, \alpha_3} \sim \prod_{j=0}^{N-1} \frac{\Gamma((j + 1)\beta)\Gamma(1 + m_1 + j\beta)\Gamma(1 + m_2 + j\beta)}{\Gamma(\beta)\Gamma(-m_3 - j\beta)},
\]

is not the only possible chiral half of the DOZZ formula \( C_{\alpha_1, \alpha_2, \alpha_3} \). There are a few discrete choices that can be made here. Obviously, some other possibilities are given by permuting \( \alpha_1, \alpha_2, \alpha_3 \) in the above formula. More generally, it is not hard to see that by replacing the factor \( \Gamma(1 + m_1 + j\beta) \) with \( 1/\Gamma(-m_1 - j\beta) \) in the product or another way around, we obtain another object which squares to \( C_{\alpha_1, \alpha_2, \alpha_3} \). In particular, another possibility is given by

\[
\mathcal{F}_{\alpha_1, \alpha_2, \alpha_3} \sim \prod_{j=0}^{N-1} \frac{\Gamma((j + 1)\beta)\Gamma(1 + m_1 + j\beta)}{\Gamma(\beta)\Gamma(-m_2 - j\beta)\Gamma(-m_3 - j\beta)},
\]
Figure 7. On the left is a light-cone diagram corresponding to the potential \((7.5)\). Together with the eigenvalue distribution \(N_1, N_2 = N - N_1\), it maps to the \(s\)-channel conformal block shown on the right, with the internal momenta given by \(a = \alpha_1 + \alpha_2 + N_1 b\).

satisfying

\[
\mathcal{F}_{\alpha_1, \alpha_2, \alpha_3} \mathcal{F}_{\alpha_1^*, \alpha_2^*, \alpha_4^*} \sim C_{\alpha_1, \alpha_2, \alpha_3}. \tag{7.4}
\]

This property of the three-point function will be useful later in our discussion of the four-point conformal blocks.

7.2 Four-point functions

Now we consider the four-point function corresponding to the following matrix potential

\[
W(z) / g_s = m_1 \log(z - z_1) + m_2 \log(z - z_2) + m_3 \log(z - z_3). \tag{7.5}
\]

Depending on the parameters \(m_{1,2,3}\) and \(z_{1,2,3}\), the corresponding light-cone diagram might take a different shape corresponding to a different pair of pants decomposition. In figure 7 we show one of the possibilities which corresponds to the \(s\)-channel conformal blocks. According to the prescription in section 6, the corresponding contour of integration is the one shown in figure 7.

The SL(2, \mathbb{C}) invariance dictates the following form for the four-point function

\[
\langle V_{\alpha_4}(z_4)V_{\alpha_3}(z_3)V_{\alpha_2}(z_2)V_{\alpha_1}(z_1) \rangle
= |z_{43}|^{2(\Delta_1 + \Delta_2 - \Delta_3 - \Delta_1)} |z_{42}|^{-4\Delta_2} |z_{41}|^{2(\Delta_3 + \Delta_2 - \Delta_1 - \Delta_4)} |z_{31}|^{2(\Delta_4 - \Delta_1 - \Delta_2 - \Delta_3)} G_{\alpha_1, \alpha_2, \alpha_3, \alpha_4}(z, \bar{z})
\]

where \(z_{ij} = z_j - z_i\) and \(z\) is the cross ratio of the four points

\[
z = \frac{z_{43} z_{21}}{z_{42} z_{31}}.
\]

In particular, all the information of interest is contained in the following object

\[
G_{\alpha_1, \alpha_2, \alpha_3, \alpha_4}(z, \bar{z}) = \lim_{z_4 \to \infty} |z_4|^{4\Delta_4} \langle V_{\alpha_4}(z_4)V_{\alpha_3}(1)V_{\alpha_2}(z)V_{\alpha_1}(0) \rangle.
\]
Moreover, from the $s$-channel sewing procedure, using the operator algebra one can see that it has the following decomposition into conformal blocks with different internal momenta $a$

\[ G_{\alpha_1, \alpha_2, \alpha_3, \alpha_4}(z, \bar{z}) = \sum_{\alpha} C_{\alpha_1, \alpha_2, \alpha_3, \alpha_4} F_a^{\alpha_1, \alpha_2, \alpha_3, \alpha_4}(z, \bar{z})^2, \]

where the prefactors, given in terms of the DOZZ three-point functions, are chosen such that the conformal blocks have the following normalization

\[ \lim_{z \to 0} z^{-\Delta_a + \Delta_1 + \Delta_2} F_a^{\alpha_1, \alpha_2, \alpha_3, \alpha_4}(z) = 1. \]

In this subsection we would like to verify the relation between the matrix integrals and the above four-point conformal blocks. First we would like to see that the matrix integrals indeed take the above form. From the discussion in section 5, we expect the four-point conformal block with operator insertions at locations $z_1, z_2, z_3, z_4 = \infty$ to be given by the matrix integral

\[
\prod_{1 \leq k < \ell \leq 3} (z_\ell - z_k)^{m_\ell m_k / 2\beta} \int \cdots \int \prod_{i=1}^N du_i \prod_{1 \leq i < j \leq N} (u_j - u_i)^{2\beta} \prod_{i=1}^3 \prod_{\ell=1}^3 (u_i - z_\ell)^m \times \int \cdots \int \prod_{i=1}^N du_i u_i^{m_1} (u_i - z)^{m_2} (u_i - 1)^{m_3} \prod_{1 \leq i < j \leq N} (u_j - u_i)^{2\beta},
\]

where we have used the identification $\sum_{\ell=1}^4 \alpha_\ell = Q - Nb$ and $z = z_{21} / z_{31}$.

Hence we see that the matrix integrals transform correctly under SL(2, C) transformations which preserve $z_4 = \infty$. From the discussions in section 5 and section 6, we then expect the matrix model integral with the contour $C_a$ corresponding to the given internal momenta $a$ to be related to the conformal block as

\[
Z_a(z) = z^{m_1 m_2 / 2\beta} (1 - z)^{m_2 m_3 / 2\beta} \times \int \prod_{i=1}^N du_i u_i^{m_1} (u_i - z)^{m_2} (u_i - 1)^{m_3} \prod_{1 \leq i < j \leq N} (u_j - u_i)^{2\beta} = f_{\alpha_1, \alpha_2, a} f_{a^*, \alpha_3, \alpha_4} F_a^{\alpha_1, \alpha_2, \alpha_3, \alpha_4}(z),
\]

where $f_{\alpha_1, \alpha_2, a}$ is a chiral half of the DOZZ three-point function, namely

\[ f_{\alpha_1, \alpha_2, a} f_{\alpha_1^*, a^*, \alpha_4} \sim C_{\alpha_1, \alpha_2, a} \]

up to leg factors and overall normalization factors. In appendix A we will show the validity of this relation explicitly for the special case when one of the insertions carry a degenerate momentum.
8 Discussions

In this paper we defined a non-perturbative completion of the topological string theories with a dual open string description. This completion involved discrete choices corresponding to supersymmetric boundary conditions in the physical theory. We then applied this definition to the topological string theories capturing the Nekrasov partition functions of SU(2) \( \mathcal{N} = 2, d = 4 \) superconformal gauge theories that are related to the 2d conformal blocks of the Liouville CFT through the so-called AGT correspondence. An interesting feature of the map between topological string blocks and conformal blocks is that to relate to the latter we are forced to consider blocks that span the eigenbasis of various monodromy operations. Also from the topological string point of view it seems natural to consider such a basis. It would hence be interesting to investigate the physical meaning of such eigenbasis for various monodromy operations of the parameters in the dual matrix models for more general topological string theories.

The results in the present paper admit several generalizations. First, similar treatments should apply to the more general cases of 2d Toda CFT’s, corresponding to quiver matrix models on one side and 4d gauge theories with gauge groups different from SU(2) on the other side. Also the higher genus conformal blocks should have an integral representation with an analogous interpretation in topological string theory. Finally, it would be desirable to make more precise the analytic continuation of the eigenvalue multiplicities \( N_\ell \) and the mass parameters \( m_\ell \) that is implicit in our paper. We expect the former to be very similar to the analytic continuation done in [74].

Finally, the prominent role played by the closed string diagram in the light-cone gauge in our analysis is rather intriguing. In particular, in the case of the SU(2) theory on \( S^4 \), when the two \( \Omega \)-background parameters \( \epsilon_1 \) and \( \epsilon_2 \) are equal and inversely proportional to the radius of the sphere [66], the Liouville theory has \( b^2 = 1 \) and hence central charge \( c = 25 \). Considering the \( \Upsilon(2) \) theory and incorporating the \( \Upsilon(1) \) factor we then get the total central charge \( c = 26 \), corresponding to \( d = 1 \) critical bosonic string on the nose! Even though the light-cone diagrams and the fields living on them correspond exactly to those of critical bosonic string, there is one important difference: In the gauge theory context we are not instructed to integrate over the lengths and twists of the internal tubes of the light-cone diagram. These would have corresponded in the gauge theory setup to integrating over the gauge coupling constants. It is therefore natural to expect that the string theory quantities correspond to making various parameters of the four-dimensional gauge theories dynamical. It will be interesting to develop this connection further.
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A Degenerate four-point conformal blocks

In this appendix we explicitly show that the expected relation between the four-point conformal blocks and the matrix model blocks (7.6) indeed holds for the special case with degenerate insertions. When one of the insertions has degenerate momenta \( \alpha = -nb/2 - m/2b \) for non-negative integers \( n \) and \( m \), the corresponding Virasoro representations are reducible and the four-point functions satisfy linear differential equations [7]. We will now focus on the simplest case with \( \alpha_2 = -b/2 \). In this case, the differential equation dictates the conformal blocks to be given in terms of the hypergeometric functions \( \binom{A}{B}{C}{z} \) as [7]

\[
\begin{align*}
\mathcal{F}_{a=\alpha_1-b/2}^{s} &\left[ \alpha_1 -b/2 \atop \alpha_3 \alpha_4 ; z \right] = z^{\Delta_2-\Delta_1-\Delta_2(1-z)} \binom{N}{1+m_1+(N-1)\beta}{-m_1+\beta}{z} \\
\mathcal{F}_{a=\alpha_1+b/2}^{s} &\left[ \alpha_1 -b/2 \atop \alpha_3 \alpha_4 ; z \right] = z^{\Delta_2-\Delta_1-\Delta_2(1-z)} \binom{1+m_1+(N-1)\beta}{2+m_1-\beta}{z}
\end{align*}
\]

and the contribution to the four-point function from all the other conformal blocks with internal momentum \( a \neq \alpha_1 \pm b/2 \) vanish identically. The hypergeometric function \( \binom{A}{B}{C}{z} \) is analytic at the origin \( z = 0 \). More precisely, it is normalized such that

\[
\binom{A}{B}{C}{z=0} = 1.
\]

Together with

\[
z^{1-C} \binom{A+1-C}{B+1-C}{2-C}{z}
\]

it spans the space of solutions to the following ODE

\[
z(1-z)f'' + [C - (1 + A + B)z]f' - ABf = 0 .
\]

Now we would like to compare the matrix integral with the above known result. In the present case, we have \( m_2 = -\beta \) and the relevant matrix model quantity (7.6) is

\[
z^{-m_1/2}(1-z)^{-m_3/2} \int_{\hat{C}_a} \prod_{i=1}^{N} du_i u_i^{m_1} (u_i - z)^{-\beta} (u_i - 1)^{m_3} \prod_{1 \leq i < j \leq N} (u_j - u_i)^{2\beta} ,
\]
where the contour $\hat{C}_a$ is shown in figure 7, with now $z_1 = 0, z_2 = 0, z_3 = 1$ and $a = \alpha_1 + (N_1 - 1)\beta$.

The above integral is exactly the kind which has been discussed in [43], where it was shown that the above integral, no matter what the contour is, satisfies the hypergeometric equation (A.2) with

$$A = N\beta, \quad B = m_4 + 1 + (N - 1)\beta, \quad C = -m_4 + \beta.$$ 

This fact together with the boundary condition near $z = 0$, which depends on the contour, is then sufficient to determine the integral.

To see this, first consider the contour $\hat{C}_{a_1-b/2}$ depicted in figure 7 with $N_1 = 0, N_2 = N$. Since there are no other punctures on the sphere, the contour that passes through $z_3 = 1$ and circles $z_1 = 0$ and $z_2 = z$ can be deformed to a contour passing through $z_3$ and circling $z_4 = \infty$. Hence we obtain

$$\int_{\hat{C}_a} \prod_{i=1}^N du_i \frac{u_i^{m_1}}{(u_i - z)^{-\beta}(u_i - 1)^{m_3}} \prod_{1 \leq i < j \leq N} (u_j - u_i)^{2\beta}$$

$$\sim \prod_{j=0}^{N-1} \left(1 - e^{2\pi i (m_4 + j\beta)}\right) \int_1^\infty \prod_{i=1}^N du_i \frac{u_i^{m_1}}{(u_i - z)^{-\beta}(u_i - 1)^{m_3}} \prod_{1 \leq i < j \leq N} (u_j - u_i)^{2\beta}$$

$$\sim \prod_{j=0}^{N-1} \frac{1}{\Gamma(1 + m_4 + j\beta)\Gamma(-m_4 - j\beta)}$$

$$\times \int_0^1 \cdots \int_0^1 \prod_{i=1}^N d\lambda_i \frac{\lambda_i^{m_4}}{(1 - z\lambda_i)^{-\beta}(\lambda_i - 1)^{m_3}} \prod_{1 \leq i < j \leq N} (\lambda_j - \lambda_i)^{2\beta}$$

where we have used

$$1 - e^{2\pi ix} = \frac{-2i\pi e^{\pi ix}}{\Gamma(x)\Gamma(1 - x)}$$

in the last equation. Notice that the integral in the last line is analytic when $z \to 0$ and in particular is given by

$$\mathcal{F}_{\alpha_3,\alpha_4,\alpha_1-b/2} = \int_0^1 \cdots \int_0^1 \prod_{i=1}^N d\lambda_i \frac{\lambda_i^{m_4}}{(\lambda_i - 1)^{m_3}} \prod_{1 \leq i < j \leq N} (\lambda_j - \lambda_i)^{2\beta},$$
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we then get
\[
Z_{a=a_1-b/2}(z) = z^{-m_1/2}(1-z)^{-m_3/2} \times \int_{\tilde{C}_{a=a_1-b/2}} \prod_{i=1}^{N} du_i \, u_i^{m_1} (u_i - z)^{-\beta} (u_i - 1)^{m_3} \prod_{1 \leq i < j \leq N} (u_j - u_i)^{2\beta} \\
= z^{-m_1/2}(1-z)^{-m_3/2} \prod_{j=0}^{N-1} \frac{1}{\Gamma(1 + m_4 + j\beta)\Gamma(-m_4 - j\beta)} \\
\times \mathcal{F}_{\alpha_3,\alpha_4,a_1-b/2} \cdot 2F_1 \left[ \begin{array}{c} N\beta, 1 + m_4 + (N-1)\beta \\ -m_1 + \beta \end{array} ; z \right] \\
= z^{-m_1/2}(1-z)^{-m_3/2} \tilde{F}_{\alpha_3,\alpha_4,a_1-b/2} \cdot 2F_1 \left[ \begin{array}{c} N\beta, 1 + m_4 + (N-1)\beta \\ -m_1 + \beta \end{array} ; z \right].
\]

Let us now consider a second contour $\tilde{C}_{a=a_1+b/2}$ depicted in figure 7 with $N_1 = 1, N_2 = N - 1$. A similar calculation shows
\[
\int_{\tilde{C}_{a=a_1+b/2}} \prod_{i=1}^{N} du_i \, u_i^{m_1} (u_i - z)^{-\beta} (u_i - 1)^{m_3} \prod_{1 \leq i < j \leq N} (u_j - u_i)^{2\beta} \\
\sim \prod_{j=0}^{N-2} \left( 1 - e^{2\pi i(m_4+j\beta)} \right) \int_1^\infty \ldots \int_1^\infty \prod_{i=1}^{N-1} \int_0^z \left. du \right\{ u^{m_1}(u-z)^{-\beta}(u-1)^{m_3} \\
\times \prod_{i=1}^{N-1} u_i^{m_1}(u_i - z)^{-\beta}(u_i - 1)^{m_3}(u-u_i)^{2\beta} \prod_{1 \leq i < j \leq N-1} (u_j - u_i)^{2\beta} \right\} \\
\sim z^{1+m_1-\beta} \prod_{j=0}^{N-2} \frac{1}{\Gamma(1 + m_4 + j\beta)\Gamma(-m_4 - j\beta)} \int_0^1 \ldots \int_0^1 \prod_{i=1}^{N-1} d\lambda_i \int_0^1 d\lambda \\
\left\{ t^{m_1}(t-1)^{-\beta}(zt-1)^{m_3} \prod_{i=1}^{N-1} \lambda_i^{m_4}(1-z\lambda_i)^{-\beta}(1-\lambda_i)^{m_3}(zt\lambda_i-1)^{2\beta} \prod_{1 \leq i < j \leq N-1} (\lambda_i - \lambda_j)^{2\beta} \right\}. 
\]

Notice again that the final integral is analytic at the origin $z = 0$. Comparing with the basis of the solution to the hypergeometric equation we hence conclude
\[
Z_{a=a_1+b/2}(z) = z^{-m_1/2}(1-z)^{-m_3/2} \times \int_{\tilde{C}_{a=a_1+b/2}} \prod_{i=1}^{N} du_i \, u_i^{m_1} (u_i - z)^{-\beta} (u_i - 1)^{m_3} \prod_{1 \leq i < j \leq N} (u_j - u_i)^{2\beta} \\
= z^{1+m_1-\beta}(1-z)^{-m_3/2} \tilde{F}_{\alpha_1,\alpha_2,a_1+b/2} \cdot 2F_1 \left[ \begin{array}{c} 1 + m_1 + (N-1)\beta, -m_3 - (N-1)\beta \\ 2 + m_1 - \beta \end{array} ; z \right].
\]

Similarly, by comparing the analyticity property of the integral near $z = 0$ with the basis of solutions to the hypergeometric equation that the integral has to satisfy, we conclude that all other $Z_a = 0$. Therefore, comparing the above results with (7.4) and (A.1),
we see that the proposed relation between the matrix model blocks and the conformal blocks (7.6) indeed holds for the case when one of the insertions has the degenerate momentum $\alpha = -b/2$.
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