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INFORMATION OVERLOAD IN THE DIGITAL ERA

Information and communication technologies (ICTs) profoundly transformed science and everyday life. From the use of digital computers to big data, from re-shaping social interactions and significantly altering the formation and perception of the self.
(Zandbergen, 2011), it is not an overstatement to say that ICTs mark a revolution, the digital revolution. Specifically, technological developments in information and communication distribution and processing have increased the speed and amount of information shared. This has happened already in the past, in the shift from pre-history to history, and not to hyper-history. The information cycle of occurrence, transmission, process, management, and use of information underwent significant changes through time: in pre-history, we were not able to record information, with oral transmission of knowledge. The advent of writing made us enter a new phase, that of history. We live now in the zettabyte era. Digital technologies have changed the landscape, marking the beginning of hyper-history. However, the difference between history and hyper-history lies not merely in the quantity and speed of information that is transmitted, but mostly in how it is transmitted and processed. The hallmark of ICTs since the digital revolution is creating, using, and rediscovering connections (Floridi, 2014, 2015). Digital technologies allow for many more connections to be made, and it is in this sense the concepts such as “speed of evolution of knowledge” and “collective intelligence” (Lévy, 1997) or as “connective intelligence” (De Kerckhove, 1998) have been introduced.

It is often assumed that the amount of information circulating is the root cause of other problems, and notably of the quality of information circulating online. Some authors have challenged this premise (Altay et al., 2021). In this chapter, we don’t directly engage with this dispute about quantity vs quality of information. We take it that the sheer amount of information human internet users can handle poses important challenges for our material capacities in selecting and assessing it, also for time constraints. However, in this chapter, we focus on aspects related to the quality of online information. In particular, we focus on the handling of information internet users are confronted with, as well as currently available solutions or coping strategies (Wardle & Derakhshan, 2017). There is a wealth of research done and in progress about the notion of information overload and on how individuals react to it. Some studies model interactions among individuals in online spaces (Jones et al., 2004; White & Dorman, 2000); other studies focus on how information overload affects our experience as consumers (Li, 2017) or as health information seekers (Swar et al., 2017); yet others look at our social interactions and interpersonal trust (Beaudoin, 2008; Ellwart et al., 2015) or at the influence of information overload on how we see ourselves (Palfrey & Gasser, 2016) and our relationship to knowledge (Wardle & Derakhshan, 2017) and news consumption (Marwick & Lewis, 2017).

Ultimately the problem of online information quality is that it is difficult to establish what is true, and who or what is a reliable source, and this is the case whether we are overloaded with “good” or with “bad” information. While these are well-known and studied problems (Borg, 2019; Brave, n.d.; MMGA, 2019; Roetzel, 2019), in this paper we take a look at the problem of online information quality from the perspective of argumentation theory and artificial intelligence. In particular, we present and discuss an ongoing project to develop a glass-box AI engine called KRINO – from Greek, to judge, criticize, reason – capable of parsing written text on the discourse level and analyzing the arguments thereby contained. KRINO is designed to assist users with argument-checking, i.e., the process of
analyzing the characteristics of arguments in order to be able to apply domain and user-specific criteria for assessing them. We describe the set-up and basic features of KRINO and explain how it can assist human annotators in a project undertaken by the Dutch organization Internet Society Netherlands Make Media Great Again Working Group (shortened MMGA) that is aimed at improving the quality of online information in settings varying from online news outlets to social media. The joint project is motivated by the need to empower internet users to better analyze online information and to distinguish between “good” and “bad” information, or between information, mis- and dis- and mal-information. We explain the prospects and challenges of combining the KRINO and MMGA projects on argument-checking and discuss the societal and computational relevance of this project.

The chapter is structured as follows. In Section 2, we discuss fact-checking, a valuable activity often presented as the latest frontier to fight mis-, dis-, and mal-information. We explain why, while valuable, fact-checking is not enough to address the information overload and to improve upon the quality of online information. In Section 3, we introduce argument-checking as a distinct approach to argumentation, flexible and agile, able to be used in a variety of settings and by individuals with varying levels of education and expertise to check the quality of pieces of online information. In Section 4, we present work in progress to support the process of argument-checking with a glass-box AI engine called KRINO. The project of developing an AI able to analyze arguments is motivated by our specific take on the problem of poor quality of online information, and the prospects of argument-checking to address it. In Section 5, we conclude the chapter with a reflection on the societal relevance of argument-checking and of KRINO.

FROM FACT-CHECKING TO ARGUMENT-CHECKING

Fact-checking isn’t a new phenomenon, and can be rightly considered as a key journalistic action since at least the 1920s (Fabry, 2017); nowadays, we consider its mission to debunk false statements, especially in politics, but not only. There are several kinds of organizations involved in fact-checking, and world-wide. Fact-checking involves numerous professional figures, also outside journalism, and it is growing in proposing approaches and methods to select and then assess claims made in the public sphere.

As a process, fact-checking seeks to verify presented information (e.g. text, video, sound) in order to promote conformity to facts and correctness of reporting. Fact-checking can be conducted before (ex ante) or after (ex post) the information is published or otherwise disseminated. While ex ante fact-checking aims to identify errors so that the information can be corrected or even rejected before dissemination, ex post fact-checking is often followed by a written or visual report of inaccuracies. Internal fact-checking is part of the regular journalistic process and is done in-house by the publisher; in case the presented information is analyzed by a third party, the process is categorized as external fact-checking (Graves & Amazeen, 2019). Examples of organizations devoted to the latter are FactCheck.org and PolitiFact in the US and Full Fact in the UK. This type of fact-checking first emerged in the US in the early 2000s and, after it grew in relevance, started to spread to other countries (Graves & Amazeen, 2019).
Fact-checking and its methodologies are increasingly the subject of academic and non-academic evaluation. While generally considered a valuable activity, it has also been criticized, not only for employing questionable methodology regarding the selection of statements and the choice of criteria for evaluating them but also for its limited effectiveness in fighting mis- and disinformation (see, for instance, (Barrera Rodriguez et al., 2017; Nyhan & Reifler, 2010, 2012; Thorson, 2016; Uscinski & Butler, 2013; Wintersieck, 2017)).

To some extent, fact-checking indeed seems to correct perceptions among citizens (Drutman, 2020) although it depends on the way it is conducted (Clayton et al., 2020). The importance of fact-checking notwithstanding, its effectiveness is also under close scrutiny, with important considerations about whether the effects of debunking information last long enough, which groups are more or less susceptible to change their beliefs or not, etc. (Nyhan 2021; Porter and Wood 2021). As information overload is real, the risk of repeatedly being exposed to fake news is only to be expected. This can increase the perceived truthfulness of fake news (Pennycook et al., 2018). Actually, the mere fact that people encounter a specific fact-check frequently can create distorted memories of the veracity of false claims, the “illusion of truth” effect (Skurnik et al., 2005). Overall, the current status seems to be that the correctional impact of fact-checking on people’s beliefs is questionable because the effectiveness is influenced by preexisting beliefs, ideology, and knowledge on the side of the information receiver (Walter et al., 2020).

Apart from these criticisms, it has been observed there is a significant limitation of the scope of fact-checking in that it only evaluates the truth of isolated statements of fact. As Plug and Wagemans (2020, pp. 236–237) put it:

Independent of their being true or false, statements of fact may fulfill an argumentative function in the discourse, in which case they are put forward to establish or increase the acceptability of the arguer’s point of view. [ … ] [The] scope [of fact-checking] is relatively limited in that it only involves the assessment of the truth of an isolated statement of fact. It does not address the argumentative relationship between that statement and the claim it intends to support, nor any other aspects of the rhetorical design of the discourse.

Although we acknowledge the relevance and merits of fact-checking (and of the scholarship that studies it), we think it can be supplemented with argument-checking to drive a substantial change in improving the quality of online information. As anticipated above, fact-checking doesn’t cover all aspects of debunking misinformation and fake news. Statements of fact are often used to support the acceptability of other claims, which can be statements of fact, value or policy – see Plug and Wagemans (2020, pp. 245–49) for analyses of examples of the ways in which statements of fact can be embedded in arguments. Given this embeddedness, many problems regarding the quality of information remain outside of the limited scope of fact-checking: empirical statements expressing correct (or roughly correct) facts can be used in bad reasoning. All in all, in a good argument, there is more than correctness of the facts. For these reasons, verifying the quality of arguments themselves
ARGUMENT-CHECKING AND ONLINE INFORMATION

In this section, we present our approach to argument-checking, qua human annotation. Different from most formal logical approaches, our approach is suitable for individuals of varying educational levels and enables people to analyze and evaluate natural arguments, i.e., arguments expressed in natural language and encountered in their everyday lives, for instance on social media, websites, or any type of online platform.

The activity of argument-checking requires a set of skills or competencies for interpreting persuasive discourse, whether that is a single persuasive message or a complete text aimed at convincing the reader to believe something or to do something (Wagemans, Forthcoming). Among these competences are, first of all, “argument detection”, i.e., finding out what the main claim is that the author of the discourse wants to convey to their audience and which arguments have been put forward in support of that claim. Then, the reader or listener must find out how the argumentative elements contained in the discourse hang together, thus creating a structured picture of its argumentative fabric. This competence can be called “argument mapping”. Further, in order to be able to judge the quality of the argumentation, one would need to zoom in on the individual arguments on the map and study the relationships of support between the main claim and the chains of argument put forward in support of it. Guidelines for this activity of “argument type identification” have been developed in the so-called Argument Type Identification Procedure (ATIP) (Wagemans, 2021). Once it has become clear what types of arguments are represented in the text or discussion, “argument assessment” can take place by asking specific critical questions relevant to their evaluation. To assist the analyst in this final task, specific evaluation procedures have been developed such as the Comprehensive Assessment Procedure for Natural Argument (CAPNA) (Hinton & Wagemans, 2022).

The activity of argument-checking can thus be divided into a chain of smaller activities, with the output of the previous link in that chain functioning as the input of the next: subsequently, the arguments are detected, they are mapped, their type is identified, and they are evaluated. Each of the individual links in this sequence requires different competences. The level that can be reached in acquiring these competences may vary among individuals, relying on an interdependent cluster of factors: their ability to recognize reasoning expressed in language, their knowledge of rhetorical strategies for producing argumentative discourse, and the length and intensity of relevant experience in processing, understanding, and assessing the quality of such discourse. Our procedural approach to argument evaluation, however, enables the development of a fine-grained training program aimed at enhancing people’s competences in specific (sub)skills of argument-checking. Training in argument-checking can happen at various levels of education (for instance, students at various stages of education, early careers in research, etc.), and be tailored to specific domains of application (for instance, argumentation in legal settings, or compliance in the automotive sector, evidence assessment in the health domain, etc.). Moreover, the above procedures can be automated to a certain extent and
implemented into the design of argument technology. This is because ATIP and CAPNA, unlike other approaches in argument evaluation, are quasi-algorithmic procedures by design and do not work with predetermined forms of valid arguments (Wagemans, 2020; Hinton & Wagemans, 2022).

This brings us to the basic idea behind our joint project, which is that, indirectly and in the long term, we can improve the quality of online information by increasing the literacy of individuals. By providing them with training in argument-checking and tools to help them perform such checking, we aim to “immunize” people to low levels of information quality and enable them to (pro)actively contribute to a better online information exchange. More specifically, the project is aimed at:

i. Increasing the literacy of individuals (as online users) to make themselves immune against the negative effects of dis- and mis-information.

ii. Empowering individuals (as online agents) to intervene and block in appropriate ways episodes of dis- and misinformation, of trolling, or other.

iii. Teaching individuals (as online content producers) to share and disseminate high quality information online.

iv. Certifying the (increased) level of critical thinking via a Comprehensive Measure of Argumentation Skills (CMAS).

We aim to develop a CMAS precisely to be able to continuously tailor and fine-tune training on argument-checking to specific target groups, with varying degrees of educational levels and with different domains of expertise and background knowledge. The course “From fact-checking to argument checking” part of the Honors Programme run at the Institute for Interdisciplinary Studies at the University of Amsterdam, and offered for three academic years beginning in 2021–22, is a first concrete step in this direction.

For accomplishing these aims, we take inspiration and guidance from the field of critical pedagogy (Freire et al., 2014; Knight et al., 2020). Critical pedagogy promotes a specific approach to education, and notably one in which we strive to empower students, citizens, and, in our case, users and producers of online content. Applied to argument-checking, the idea is to empower users and producers of online information by awakening their critical consciousness, and also by providing them with tools that they can put to use: argument-checking as a critical pedagogy approach to digital literacy (Brave et al., 2022).

Developing a theoretical, practical, and pedagogical approach to argument-checking is also part of a collaboration with MMGA, within which we are designing training programmes on argument-checking, tailored to different audiences. MMGA is a blockchain-based annotation platform (with hundreds of registrants) in which screened and trained expert and/or critical thinking readers can annotate high-impact news sites such as NU.nl and AD.nl, two of the “Big Four” largest Dutch online news platforms. MMGA has set up a collaboration between publishers and a screened community of readers, viewers, and listeners to jointly counteract the effects of misinformation and improve the quality of
media. To achieve this goal, MMGA has built a transparent system for actionable suggestions from this community pool, which functions as an annotation platform and has been tested on NU.nl, a major Dutch news outlet with 7–8 million visitors. The test involved a group of critical and knowledgeable NU.nl readers (called “annotators”) who were motivated to critically assess journalism news articles; annotators received instructions and were checked for their capabilities before being allowed to annotate. They then offered suggestions to increase the journalistic quality through the balanced use of sources and clearer transfer of information (Brave, 2019, 2021).

The automatic detection of fake news through natural language processing, machine learning, and network analysis is high on the agenda of several tech enterprises (Islam et al., 2021). The main proposition is that autonomously working systems will be able to categorize information as “fake news” and help to decrease the probability of users encountering it (Pennycook & Rand, 2021). As we remarked above, the procedures for argument-checking can be (partially) automated and implemented into tools that can assist the human user in analyzing and evaluating the quality of online information. This is currently done in the KRINO project, which we present in the next section. In our view, the collaboration between MMGA, with its involvement of human annotators, and the developers of the KRINO AI engine strengthens the shared mission of reversing the trend of an increased amount of disinformation, fake news, and poor journalism that is progressively dividing the world and having more impactful societal and psychological consequences each day.

AUTOMATING ARGUMENT-CHECKING: THE KRINO PROJECT

The general aims of the collaboration between MMGA and KRINO are to develop argument-checking as a complementary activity to fact-checking, to have annotators rather than experts carry out this activity, and to help them do so by partially automating the process of analyzing and evaluating arguments (Nieman, 2020).

As we explained in Section 3, the activity of argument-checking requires various competences, some of which are more easily automatable than others. Moreover, in developing KRINO, we also consider the desirability of automation and the role of users in relationship to machines as a vital issue. In our view, even if some parts of the sequence of activities involved in argument-checking would be fully automatable, the user should always remain in the lead and the delegation of tasks or subtasks to the machine should never imply loss of control or a shift of responsibility. Nevertheless, the project of (partly) automating the process of argument evaluation has value. Notably, some steps in the normalization of arguments in natural language can be difficult for users with no formal or extensive training in linguistics, pragmatics, or argumentation theory, a task KRINO can assist with. Also, assuming that we are able to build a sufficiently comprehensive and accurate (domain-specific) knowledge base, KRINO can be of great help in assisting users to check the validity of arguments in this respect. We return to our stance about the relations between humans and machines in Section 5.

Here, we further elaborate on the following aspect. We want the user to remain in the lead because we strive to build KRINO as an inspectable, glass-box AI engine that
communicates with the user in natural language. It is not designed as a fully-autonomous engine, but rather as an aid for human agents in the analysis of written text and the disentanglement of critical aspects of the underlying argument structure.

Apart from being designed as an inspectable AI engine, KRINO is also designed to be use-case specific. It may help users carrying out a variety of activities falling under the umbrella of argument-checking, for instance:

1. Checking the logical consistency of technical documents such as software requirement specifications.
2. Assisting the analysis of legal reasoning, for instance by checking consistency between claims and jurisprudence.
3. Assisting doctors to find the correct diagnosis, for instance by checking the consistency between the proposed diagnosis and the available knowledge base, from an argumentative perspective.
4. Identifying fake news and conspiracy theories.
5. Analyzing and assessing arguments put forth in online discussions.

The logic of KRINO is based on the theoretical model combining the linguistic representation framework of Constructive Adpositional Grammars (Gobbo & Benini, 2011) and the argument classification framework of the Periodic Table of Arguments (Wagemans, 2016, 2019, 2020) into an integrated framework for representing linguistic and pragmatic aspects of argumentative discourse (Gobbo et al., 2019). The linguistic part allows parsing a human text into machine structures containing syntactic and semantic information. So the goal of the parsing is not just to recognize particular words and their classes (e.g., nouns, verbs, adjectives, etc.) but also to acquire semantic information carried by the text. Therefore, the parsing algorithm is based on the constructive dictionary which is defined in terms of Constructive Adpositional Grammars. In contrast to traditional dictionaries, the constructive dictionary contains the list of lexemes (i.e., morphemes referring to the real world) and the list of construction rules (including morphology, syntax, and phraseology). Therefore, the parsing is capable of recognizing grammatical aspects (e.g., suffixes, etc.) and through construction rules understand their semantic meaning (e.g. past tense, plural number, etc.). The result of such parsing is then a decomposition of the text into a tree structure containing morphemes and their structural and semantic attributes. The tree structure is then suitable for further processing by high-level algorithms. For instance, if the tree represents an argument, it can be transformed (without changing the meaning) into a normalized form tree intended for the argument evaluation. The constructive dictionary as well as the tree structure are language independent (i.e., the smallest lexical item for KRINO is a morpheme and not a word). Therefore, by providing lexemes and construction rules KRINO can be used with various languages. This, we think, is an important asset of KRINO from the perspective of linguistic justice (Van Parijs, 2011) and epistemic diversity (Gobbo & Russo, 2020).
The approach to argument-checking presented in Section 3 enables KRINO to recognize arguments which can be then evaluated and checked if they are consistent with the knowledge base. Then, using the linguistic part, KRINO can formulate the result (answer) in human language and is also able to provide the explanation of why it came to that conclusion (i.e., why the argument is acceptable or not). The argument evaluation is based on the theory of the Periodic Table of Arguments and the knowledge base (i.e., factual knowledge provided to KRINO). First, by using the knowledge base, it evaluates if the premise and conclusion clauses are true and find the chain of statements proving why they are true. Then it identifies the argument form and uses proving chains of premise and conclusion to find the relation (lever) between the conclusion and the premise. If the relation exists, the argument is evaluated as acceptable. We provide here a very simple example of how KRINO is set to analyze an argument, which will hopefully be useful to readers with relevant background in computer science and closely related fields. The example is taken from https://periodic-table-of-arguments.org/periodic-table-of-arguments/beta-quadrant/argument-from-analogy/, which contains information about its source, an explanation of how to reformulate the natural argument into its canonized form, and an analysis of its basic characteristics. Here, we focus on the way in which KRINO evaluates the argument.

Argument to evaluate:

Cycling on the grass is prohibited because walking on the grass is prohibited.

Knowledge-base:

Walking on the grass damages the grass.
Cycling on the grass damages the grass.
If an activity damages the grass then it is prohibited.

KRINO steps:

1. Argument form: a is X because b is X. a (Cycling on the grass) X (is prohibited) because b (walking on the grass) X (is prohibited).

2. Argument lever: Relationship of analogy between a (Cycling on the grass) and b (walking on the grass).

3. Premise clause “walking on the grass is prohibited” is true (according to the domain-specific items in the knowledge-base).

4. The lever, i.e. the relationship of analogy between a (Cycling on the grass) and b (walking on the grass) is sound (both damage the grass and that is relevant for being forbidden according to the domain-specific items in the knowledge-base).

5. Conclusion clause “Cycling on the grass is prohibited” is true (it is based on a true premise and a sound lever).
The step-wise procedure of this example illustrates how KRINO is able to find links between parts of the argument, if and when there is relevant and appropriate information in the knowledge base. The automatization of argument-checking is, by design, always dependent on some background knowledge that is constructed or validated by the user. This means that KRINO will be able to automatically extract new information from the analyzed text and propose to add items to the knowledge base but these self-learning algorithms remain fully inspectable by the user.

At the time of writing, KRINO is able to analyze simple arguments expressed in natural language, and we expect KRINO to be able to handle more complex arguments, and within a variety of specific contexts, in the near future.

With the aid of KRINO, we aim to make the verification of information, in terms of correctness and completeness of an argument, affordable and accessible to every competent user, resulting in a corroborated belief about analyzed arguments and decision-making. We also provide a tool which gives the user the possibility of enhancing, upgrading, or improving their cognitive environment (and the information they analyze) by making it more transparent, rational, and comprehensible. KRINO complies with standards of transparency because of the principles chosen for developing and designing AI algorithms. KRINO AI algorithms also comply with standards of explainability because they are designed as logic-based. This means that KRINO is designed to be capable of providing users with reasons why it came to a certain solution. For instance, combining KRINO with machine learning (neural network) can significantly improve the quality of AI results. KRINO and the results it produces are not an opaque box, and they also crucially depend on the user’s choices and domain-specific knowledge at various stages of the process, which includes evaluation and usage of the knowledge base, to be tailored to specific use cases.

To sum up: KRINO designed as an inspectable self-learning AI that will be capable of analyzing arguments in natural language and of forming the knowledge base needed for that purpose. We develop KRINO as an open-source project using the GitHub platform and so all its algorithms are publicly available and inspectable by anyone.

THE SOCIETAL RELEVANCE OF ARGUMENT-CHECKING

In this final section, we explain how the human annotation project of MMGA and the machine annotation project of KRINO can mutually reinforce one another and we discuss what the societal relevance of the combination of the two projects is.

To begin with, the whole project of improving the quality of information via argument-checking is premised on the idea that values such as collegiality or intellectual honesty and humility are the ones we wish to promote (Aberdein & Cohen, 2016; Dalglish et al., 2017; Kidd, 2016; Tanesini, 2021). With argument-checking, users, agents, and content producers do not act as draconian judges on the mess of online information, but contribute to the quality of information that is shared, distributed, and equally accessible to anyone. With this approach to argument-checking and its automated engine KRINO, we aim to adhere and enhance important ethical considerations. For instance, it is worth distinguishing contexts in which arguments are offered, types of
arguments, and the kind of moral implications that go with them. It matters why and how a given argument is used and it is important not to try to circumvent addressees or hide information.

Also, the project of developing procedures for argument-checking, in both the human and machine annotation variants, aims at improving the digital literacy of users, agents, and content producers, which is an important topic on the digital agenda world-wide. The potential of Human-AI collaboration to combat fake news has already been demonstrated by the project called Demaskuok, which means “debunk” in Lithuanian (see https://www.debunkeu.org/methodology). The AI was developed by the Lithuanian defence ministry in collaboration with Google’s Digital News Initiative and Delfi, a media group headquartered in Lithuania’s capital, which is able to detect within two minutes of its publication the “patient zeros of fake news” and sends those reports to human specialists for further analysis.

The road ahead of us is steep and we are fully aware of the many challenges faced by both projects. AI, in fact, other than being of potential help in addressing the problem of information quality, may also be a major spreader of fake news (Hao, 2020; Knight, 2021; Lyons, 2020). And so projects like KRINO may be like David in front of Goliath. One challenge of MMGA is that we will never reach enough websites or media platforms or have enough annotators. This is certainly true and this is why, next to projects and initiatives like ours, we also need systemic interventions, and these have to be at the level of education, promoted in public spaces and by public institutions. A challenge of KRINO is that it is not intended to be a fully automated AI, and so KRINO users always need some level of understanding of argumentation theory. KRINO is not a magic bullet to magically turn the internet into a basket of all good pieces of information. It is instead a tool to help, where help is needed. These two challenges, together, show the importance of digital literacy, as a necessary component of the education of newer and older generations. But more literacy on its own, will not do. Another challenge of KRINO is that, although it is accompanied with a thorough ethics chart, after all it is (and will be) open source. This means that we can’t anticipate and prevent all uses of KRINO. What we need is digital literacy and cultivation of epistemic and moral virtues in a digital environment. It is high time to reconnect ethics and science and technology in a constructive and productive way. In our view, ethics not a watchdog, or an exercise that happens “after the fact” only (Ratti & Stapleford, 2021; Russo, 2018). We strive to build an ethics stance into our practices, from the set up of training on argument checking to the design of KRINO, specifying, at each and every stage of both these processes, which values guide our practices.

Despite all these challenges, we think MMGA and KRINO projects are worth pursuing. The digital revolution has already happened. It is high time also to move beyond utopian or dystopian attitudes toward technologies (Russo, 2018). What we need more than anything else are projects that believe in the potential of technologies, and that pursue their design and implementations for the common good.

Finally, by combining KRINO and MMGA, we aim to promote a specific normative point of view about the relation between humans and machines, whereby machines
remain at the service of us humans in general, and specifically in this project to improve the quality of online information. We do not buy into the hype of full automation. The question is not posed at the technical but at the normative level. We believe in the value-based interaction between humans and machines, and it is in this sense that machines need us more than we do (Russo, 2022). In the footsteps of pioneer of cybernetics Norbert Wiener (1950), we think of technology in general, and AI specifically, as an applied morality, over and above the continuous development and improvement of technical capacities.
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