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The interplay of quantum statistics, interactions, and temperature is studied within the framework of the bosonic two-component theory with repulsive delta-function interaction in one dimension. We numerically solve the thermodynamic Bethe ansatz and obtain the equation of state as a function of temperature and of the interaction strength, the relative chemical potential, and either the total chemical potential or a fixed number of particles, allowing quantification of the full crossover behavior of the system between its low-temperature ferromagnetic and high-temperature unpolarized regime, and from the low coupling decoherent regime to the fermionization regime at high interaction.
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I. INTRODUCTION

The increasingly common experimental realization of interacting quantum systems using cold atoms has recently reignited interest in pushing our understanding of many-body physics beyond the traditional mean-field level \cite{1}. This aspect is most prominent in effectively one-dimensional realizations and particle energy coincide up to a sign \cite{28}. A fundamental interaction, in the sense that the equation for the ground state has a correspondence to a bosonic system with twice the strength \cite{2–6}, for which the whole crossover from weakly correlated systems, multicomponent (spinor) gases have been experimentally realized \cite{12–14}. This extension involves different hyperfine states which provide a pseudospin degree of freedom \cite{15–18}. Control of the intra- and interspecies interaction strength via Feshbach resonances or state-dependent potentials \cite{19–21} opens the way for realizing a variety of integrable models.

The main interest in pursuing the study of multicomponent systems is that they provide situations where important interaction and quantum statistics effects coexist. These two aspects are not unrelated, even in single-component systems: as a simple illustration, for a single bosonic species in one dimension, the limit of infinitely strong interactions (impenetrable bosons) causes a crossover from bosonic to effectively fermionic behavior \cite{22,23}, at least for physical quantities of density type. Considering more than one component, however, opens the door to much richer effects, such as the presence of spin-wave excitations, with the possibility of crossover to many more regimes than the one-component case.

The study of multicomponent integrable systems really begins with the spin-1/2 fermion problem \cite{24–28}. An interesting feature of this system is that the attractive case has a correspondence to a bosonic system with twice the interaction, in the sense that the equation for the ground state and particle energy coincide up to a sign \cite{28}. A fundamental step forward was thereafter achieved by Yang, who showed that the repulsive δ-function interaction problem admitted an exact solution irrespective of the symmetry requirement imposed on the wave function \cite{29}. For spin-1/2 particles, he showed that a generalized Bethe hypothesis in the form of what is today called a nested Bethe ansatz could provide the system’s wave functions, obtained the continuum equations for the ground state, and calculated the general bound-state S matrices \cite{30}. Sutherland \cite{31} generalized this to any irreducible representation of the permutation group, so that particularly systems of type (in his notation) $B^x F^y$ with $x$ species of bosons and $y$ species of fermions were amenable to an exact solution \cite{32}. The ground state and excitations of multicomponent fermionic systems were studied, both for repulsive and attractive interactions, by Schlottmann \cite{33,34}. This made extensive use of the “string hypothesis” for the solutions to the Bethe equations, yielding the various dispersion branches in the repulsive case, and the gapped color singlet ground states in the attractive one.

The bosonic multicomponent case has been less extensively studied. For two components and in contrast with the Fermi gas, the ground state is (pseudospin) polarized as expected from basic arguments \cite{32} or more formally from a general theorem valid when spin-dependent forces are absent \cite{35}. In pseudospin language, the ground state is thus ferromagnetic, and the excitations at large coupling correspond to those in an isotropic XXX ferromagnetic chain \cite{36}, revealing thermodynamic properties which are drastically different from those of the one-component Lieb-Liniger gas \cite{37,38}. Furthermore, recent studies of the ferromagnetic ground state revealed different dispersions for the charge and pseudospin excitations, which therefore exhibit a spin-charge separation \cite{39,40}. The regime of strong interaction is still not completely understood, and even if Girardeau’s Fermi-Bose mapping has been shown and used for the study of the one-dimensional (1D) spinor Bose gases \cite{41} leading to a paramagnetic Tonk-Girardeau regime \cite{36}, this approach fails to provide first correction terms to this fermionization regime since the discernability of the bosons is missing.

The purpose of our paper is to further stimulate the contact between integrability theory and experiments on multicomponent cold atoms by providing quantitative predictions for the equation of state and population densities of two-component...
interacting Bose gases (2CBG) as a function of temperature, interaction strength, and of either the available chemical potentials or the chemical potential difference and a fixed density of particles. This work broadens and extends our earlier paper [42]. The paper is organized as follows. In Sec. II, after defining our notations, we quickly review the construction of the eigenstates of the theory using the Bethe ansatz and how these can be used to obtain the thermodynamics of the system in the continuum limit via the solution of a (infinite) set of coupled integral equations. Section III outlines the method we have used to solve this system numerically, using two different approaches allowing cross-checking of the results. Section IV discusses the effect of the thermal fluctuation over the ferromagnetic ground state, whereas Sec. V provides results on the more challenging intermediate regimes. Section VI discusses the results in the decoherent regime of low coupling where we compare the numerical results with a perturbative working hypothesis. Since the total number of each type of string is conserved under time evolution, each string type represents a quasiparticle of the theory. In the thermodynamic limit, the distribution of all rapidities can be encoded into a set of smooth functions representing the densities of roots for each string type. The Bethe equations then become a set of coupled integral equations for (quasi-) particle and (quasi-) hole root distribution functions. We refer the reader who is unfamiliar with these to our summary of important formulas in Appendix A.

The thermodynamic Bethe ansatz (TBA) allows exploitation of the condition of thermal equilibrium [46,47] to obtain the Yang-Yang-Takahashi (YYT)–like equations [36,37,47] for \( \epsilon(k) \), the dressed energy, and \( \epsilon_n(k) \), length \( n \) string dressed energy, \( n = 1, 2, \ldots \).

\[
\epsilon(k) = k^2 - \mu - \Omega \to T a_2 \ln[1 + e^{-\epsilon(k)/T}] - T \sum_{n=1}^\infty a_n \ln[1 + e^{-\epsilon_n(k)/T}]
\]

\[
\frac{\epsilon_1(k)}{T} = f \ln[1 + e^{-\epsilon(k)/T}] + f \ln[1 + e^{\epsilon(k)/T}]
\]

\[
\frac{\epsilon_n(k)}{T} = f \ln[1 + e^{-\epsilon_n(k)/T}] + f \ln[1 + e^{\epsilon_n(k)/T}]
\]

with the standard convolution notation \( g * h(k) \equiv \int_{-\infty}^{\infty} dk' g(k-k')h(k') \), and the kernels \( a_n(k) = \frac{1}{n} \frac{\exp(2\gamma/k)}{(\sinh(\pi/k/2))^n} \). The set of coupled equations is completed with the asymptotic conditions

\[
\lim_{n \to \infty} \frac{\epsilon_n(k)}{n} = 2\Omega
\]

for high-level functions. From these can be derived the large-rapidity asymptotes

\[
\lim_{k \to \infty} \epsilon_n(k) \equiv \epsilon_n^\infty, \quad n = 1, 2, \ldots
\]

for the large-rapidity asymptotic values of the individual functions, where we have defined the numbers

\[
\epsilon_n^\infty = 2\Omega n + T \ln \left[ \frac{1 - e^{-\frac{\pi}{2}(n+1)}}{1 - e^{-\frac{\pi}{2}n}} \right]^2 - e^{-\frac{\pi}{2}n}.
\]

The thermodynamics of the system is provided by the solution set of dressed energies as a function of the temperature \( T \), the total chemical potential specific
to the \(i\)th component, and relative \(\Omega = (\mu_1 - \mu_2)/2\) chemical potential (see Appendix C concerning the \(c\) parameter). The Gibbs free energy per unit length is given by
\[
g = -\frac{T}{2\pi} \int_{-\infty}^{\infty} \ln[1 + e^{-\varepsilon(k)/T}] dk, \tag{7}
\]
while the linear density of the \(i\)th boson component is
\[
n_i = -\frac{1}{2} \left[ \frac{\partial g}{\partial \mu} + (-1)^{i-1} \frac{\partial g}{\partial \Omega} \right]. \tag{8}
\]
The entropy density is given by the standard thermodynamic identity
\[
s = -\frac{\partial g}{\partial T}, \tag{9}
\]
and the local density-density correlator \([48,49]\) is given (using the Hellman-Feynman theorem) by
\[
g^{(2)} = \sum_{i,j} \frac{\langle \Psi_i^\dagger \Psi_j \Psi_j \Psi_i \rangle}{(\sum_i \langle \Psi_i \Psi_i \rangle)^2} = \frac{-\varepsilon_n}{\pi n}. \tag{10}
\]

### III. Numerical Treatment

To solve the infinite system of transcendental coupled Eq. (II), we have developed two different numerical algorithms. We can then independently check the results by comparison. We first discuss the common approach for the numerical treatment. Afterward we describe and motivate the choices we made to build the two algorithms.

Two cutoffs are applied on the system (II) to implement a numerical process. First we reduce the number of functions for computing to \(n_{\text{max}}\), replacing for \(n > n_{\text{max}}\) these functions by their asymptotic value [limit \(n \to \infty\) in (4)]. Second, we reduce the range of integration of the convolution to a finite value. Supposing that as \(k \to \pm \infty\), \(\varepsilon(k) \sim k^2\), and that \(\varepsilon_n\) becomes \(\varepsilon_n^\infty\) (5), we limit the range of the \(k\) values to \([-\Delta_n : \Delta_n]\). Consequently, we estimate the solution by \(1 + n_{\text{max}}\) functions \([\varepsilon, \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n]\) and we evaluate them by \(N_i\) points over the interval \([-\Delta_i : \Delta_i]\) \((i = 0, \ldots, n_{\text{max}})\). To compute the solution we proceed by iterations, starting from the free bosons form of \(\varepsilon\) and the asymptotic values \(\varepsilon_n^\infty\).

The previous paragraph describes how to get the particle dressed energy \(\varepsilon(k)\) and consequently allows one to compute the Gibbs free energy (7), but in order to compute any other thermodynamic quantity involving a derivative of \(g\) [Eqs. (8)–(10)], we use the system for the corresponding set of functions \([\frac{\partial g}{\partial \varepsilon}, \frac{\partial g}{\partial \varepsilon_1}, \ldots] \) with \(\varepsilon \in [\mu, \Omega, T, c]\) [Eqs. (B1)–(B3)]. We achieve the numerical solutions by the same method of discretization introduced before and using the set \([\varepsilon, \varepsilon_1, \ldots, \varepsilon_n]\) solution of (II). It would be possible to numerically differentiate \(G\) or \(\varepsilon\) to compute these quantities. This method would, however, achieve much less accuracy for given computational effort.

#### A. Fixed density of particles

For physical interpretation of the results and for the identification of the different regime crossovers, results with fixed density of particles could be more convenient. For this purpose, we implemented a Newton’s method on top of our main algorithms that finds the chemical potential \(\mu\) corresponding to a desired density \(n_1 + n_2\).

#### B. Accuracy and precision

By using the method mentioned above to solve the system, we are confronted with two limitations on exactitude. The first comes from the numerical approximation of the system: discretization of the functions, limitation of the integration range, and the number of functions leads to imprecision regarding the results. Second, the fact that we solve the system by iteration approaching but not reaching the solution leads to inaccuracy.

The imprecision is limited as described hereafter. The discretization of the functions adds an error \(O(\frac{1}{N})\) in the convolutions (\(N\) being the numbers of points), which induces an imprecision that one can easily keep low. Concerning the range cutoff, all the thermodynamic quantities are \(\propto e^{-\varepsilon(k)/T}\), with \(\varepsilon(k) \sim k^2\) when \(k \gg 1\). Therefore we reduce this effect on the results by taking an appropriate \(k\) spacing such that \(\Delta^2/\pi \gg 1\). Finally, as we can see from Eqs. (3), (B1)–(B3), all the contributions of the \(n_{\text{max}}\) functions in \(\varepsilon(k)\) small by choosing \(\frac{\Delta_{\text{max}}}{\pi} \gg 1\). In the results shown in all plots, the precision of the results is estimated to always be much smaller than the width of the curves.

The problem is different for the accuracy. Supposing that the solutions \([\varepsilon, \varepsilon_1, \varepsilon_2, \ldots] \) \((\varepsilon \in [\mu, \Omega, T, c]\) exist, we suppose that by iteration we approach these solutions but the distance from the solution is nevertheless unknown. We estimate the accuracy empirically. By increasing the total number of iterations exponentially, we observe the convergence of the results and judge the accuracy value. In the following results, the accuracy is estimated to be of order of the linewidth and therefore globally is the higher limitation on exactitude of the results.

#### C. Fast-Fourier-transform–based algorithm

1. **Idea**

During the iterative process, the major part of calculation time is taken by the evaluation of each convolution. Indeed, by calculating the integrals by simple trapezoidal sums, this charge represents \(\sim O(N_{\text{max}}+1)^2\) operations for each function. Starting from this observation, the basic idea of this algorithm is to use the fast-Fourier transform (FFT) algorithm to calculate the convolution: \(f \ast g(x) = \text{FT}^{-1}[\text{FT}(f) \cdot \text{FT}(g)]\). The computing time of each convolution using FFT is thus only \(\sim O(N_n N_{\text{max}})\). The conditions of use of the FFT are that the functions \(f\) and \(g\) must be integrable and that the values of these functions must be zero outside \([-\Delta_n : \Delta_n]\). This could be easily achieved by treating the constant part of the function separately from the nontrivial part. Moreover, this method imposes the numerical constraints that all the points must be equally spaced and that the range and the numbers of points of each function must be the same.

2. **Practically**

As a consequence of this, we have a set of \(n_{\text{max}} + 1\) functions each to be evaluated on \(N\) points and within the
range \([-\Delta, \Delta]\). We start by setting up the system with three arbitrary parameters: \((D_0, \Delta_0, \sigma_0)\) with \(D = \frac{\Delta}{\Delta_0}\). During the convergence, we adjust them dynamically with the use of the following precision indicators. We first estimate the \(n\)th iteration precision with

\[
\sigma_n = -\frac{T}{2\pi G} \frac{2\Delta}{N} \sum_{i=1}^{N} \left[ 1 + \exp \left( -\frac{\varepsilon_{\text{max}}(k_i)}{T} \right) \right] - \ln \left[ 1 + \exp \left( -\frac{\varepsilon_{\text{max}}(k_i)}{T} \right) \right],
\]

(11)

with \(\varepsilon_{\text{max}}(k_i)\) being the value of \(\varepsilon(k_i)\) after \(n\) iterations. This formula has to be understood as the variation of the Gibbs free energy between two steps [see Eq. (7)]. We measure similarly how the parameters \(n_{\text{max}}\) and \(\Delta\) influence the precision with these two indicators:

\[
\sigma_{n_{\text{max}}} = -\frac{T}{2\pi G} \frac{2\Delta}{n_{\text{max}} G} \sum_{n=1}^{N} \left[ 1 + \exp \left( -\frac{\varepsilon_{\text{max}}(k_i)}{T} \right) \right] - \ln \left[ 1 + \exp \left( -\frac{\varepsilon_{\text{max}}(k_i)}{T} \right) \right],
\]

(12)

\[
\sigma_{\Delta} = -\frac{T}{2\pi n_{\text{max}} G} \sum_{n=1}^{N} \left[ \frac{1}{2} \ln \left\{ 1 + \exp \left( -\frac{\varepsilon_n(k_i)}{T} \right) \right\} \right. \\
\left. \times \left[ 1 + \exp \left( -\frac{\varepsilon_n(k_N)}{T} \right) \right] - \ln \left[ 1 + \exp \left( -\frac{\varepsilon_{\text{max}}(k_i)}{T} \right) \right] \right].
\]

(13)

During computation, if \(\sigma_{n_{\text{max}}} > \sigma_n\), \(n_{\text{max}}\) is increased and if \(\sigma_D > \sigma_n\), \(\Delta\) is lengthened. The precision related by the density of points \(D\) is hard to quantify but can be estimated by cross-checking with the second method, which has a nonuniform distribution of points. We then increase it step by step as one goes along the iterating process.

Once satisfactory values for \(\sigma_{n_{\text{max}}}^D, D^\text{sol}\) are achieved, we assume the solution has been reached and we calculate the Gibbs free energy from Eq. (7). The derivatives of the Gibbs free energy are computed using the derivative systems [Eqs. (B1)–(B3)], with the final \((\Delta, n_{\text{max}}, D^\text{sol})\) determined by the first iterative process, and we approximate the precision during the iterations by

\[
\sigma_{\text{var}} = \frac{1}{2\pi} \sum_{\mu, \Omega, T, c} \frac{\partial^2 \varphi(\mu, \Omega, T, c)}{\partial \sigma_{\text{var}} \partial \sigma_{\text{var}}} \left| \frac{\partial \varepsilon_{\text{sol}}(k)}{\partial \sigma_{\text{var}}} \right| \frac{\sigma_{\text{var}}(\mu, \Omega, T, c)}{1 + \exp \left( \frac{\varepsilon_{\text{sol}}(k)}{T} \right)}, \quad \text{var} \in \{\mu, \Omega, T, c\}.
\]

(14)

Since the arbitrary \(\sigma_{\text{var}}^{\text{sol}, \text{sol}}\) with \(D^\text{sol}\) are reached, we consider that we have a good evaluation of the solutions.

**D. Flexible-density method**

A second, completely independent implementation of the numerical solution to the coupled integral equations has been pursued as part of our work. Here we do not make use of the fast-Fourier transform, but rather maintain total flexibility in the choice (1) of density of sampling points within each function, (2) of the \(\Delta\) limits used at each level, (3) of the relative total number of points used at each level, and (4) of the total number of functions used. This advantage allows one to concentrate computational resources where they are needed, but comes at the cost of being able to perform only convolutions between, e.g., levels \(i\) and \(j\) at speed of order \(N_i N_j\), where \(N_i\) is the number of points used at level \(i\). This second algorithm performs more or less equally well as the first, and allows one to certify the results obtained.

In summary, this second algorithm works as follows. Depending on the physical parameters requested, an initial choice is made of the number \(n_{\text{max}}\) of functions to be considered and of the limits \(\Delta\) at each level. A dynamical parameter called the running precision is initialized, which estimates the numerical accuracy obtained in computing the free energy using the points configuration used. The coupled equations are then iterated (possibly using extrapolations) in order to achieve a certain degree of convergence, measured by the condition that the total rate of flow of all points as the iterations proceed becomes smaller than the running precision.

At this point, a cycle is initiated. This entails a number of steps, with the objective of increasing the accuracy, i.e., of decreasing the running precision achieved. First, each function is examined in turn, and points are added in regions with larger curvature. Second, the limits \(\Delta\) are extended (and points added) if the value of the function at the previous limit is not sufficiently close to its analytically determined asymptotic value \(\varepsilon_{\text{sol}}^\infty\). Third, new functions are added (i.e., \(n_{\text{max}}\) is increased) if the highest function is not sufficiently close to its asymptotic value throughout the \(k\) line. A new value of the running precision is then determined, based on the refinements just performed on the distribution of points. Finally, iterations are performed until the flow rate drops below this running precision.

For a specific set of physical parameters, a total allowed time is also given to the program. This second implementation then performs cycles one after the other, yielding increasingly accurate results, until the allowed time is exhausted. An estimate of the absolute accuracy of the whole procedure can thus be obtained by comparing the results from runs with different total allowed times.

**IV. QUANTUM STATISTICS VERSUS TEMPERATURE FLUCTUATIONS**

The SU(2) degree of freedom in combination with the bosonic statistics in 1D leads to a macroscopic behavior: polarization of the ground state. This phenomenon, which occurs in every bosonic system with no explicit component-dependent forces, has been already proven in the literature [35]. Here we give an interpretation in terms of the string structure of the Bethe solutions and provide a quantitative result for the persistence of this effect for nonzero temperature.

The polarization at zero temperature can be directly linked to the underlying string structure of the Bethe equation solutions. In Eq. (II), the \(\varepsilon(k)\) function depicts the charge degree of freedom and the \(\varepsilon_n(k)\) functions the spin degrees of freedom. Moreover, those latter functions express the dynamics of a quasiparticle forming a color 2 energetically disfavored state made of \(n\) particles. As the temperature of the system goes down, the contribution of these states in the equilibrium decreases.

We hereafter explain how at the limit \(T = 0\) there only remains one spin-gapped state gathering all particles in the
first component. In the YYT equations (II), where the $\varepsilon_n(k)$ are the dressed energies of an $n$ string, a phenomenological approach to $T = 0$ is possible. Taking the first line of (II) and approximating the values $\varepsilon_n(k) \approx 2n\Omega$, if one takes the limit $T \to 0$, $T \sum_{n=1}^{\infty} \ln[1 + \exp(-\frac{2n\Omega}{k_B T})] \to 0$ as $\Omega$ is defined positive. The contribution of the color-2 particles then disappears from the thermalized state, and this reveals that the color-1 component drives away all color-2 particles, forming a fully polarized spin-gapped state. (In the Bethe equations, only the second component part of the wave function is represented as quasiparticles). We show this expelling in Fig. 1, where we plot polarization curves (bottom set) as a function of $\mu$. As the chemical potential increases, the interaction parameter $\gamma (= \frac{\mu}{\Omega})$ decreases monotonically and the polarization persists to higher temperatures. In [40], Fuchs et al. revealed that the effective mass of an isospin wave above the polarized ground state is very high in the strong coupling regime. Furthermore, it is surprising to see that when $\mu$ increases, the polarized ground state is more resistant to thermal fluctuation, even though the isospin wave mass decreases.

In the context of spontaneous imbalance in binary mixtures [50–52], it has been shown that at zero temperature, a mixed gas is unstable and exhibits a spatial phase separation, but no quantitative predictions have been made for finite temperature in 1D. From Fig. 1 we see that the polarization remains at higher temperatures for high value of $\mu$. By qualitative identification of the ferromagnetic behavior with the spatial demixing, we can speculate that a phase separation would resist temperature variations better in the low-coupling regime than for $\gamma \gg 1$.

Figure 1 also shows polarization curves for fixed particle density, interaction strength, and fixed $\Omega$ as a function of the reduced temperature $\tau = T_\tau^*$, where $T_\tau = (n_1 + n_2)^2$ is the

\begin{figure}[ht]
\centering
\includegraphics[width=\textwidth]{fig1}
\caption{(Color online) The top graph shows polarization of the 2CBG, $(n_1 - n_2)/(n_1 + n_2)$, for fixed density of particles and interaction strength ($\gamma$) as a function of the reduced temperature ($\tau$). The set of curves for several $\Omega$ is compared to the curves of a free-spins paramagnet. The bottom plot shows the isobar polarization as a function of temperature for four different chemical potentials: $\{-100, 0, 100, 200\}$. In this latter graph, the density $\gamma$ and $\tau$ vary along the curves.
}
\end{figure}

\begin{figure}[ht]
\centering
\includegraphics[width=\textwidth]{fig2}
\caption{(Color online) For $\gamma \ll 1$ and $\tau \ll 1$, the 2CBG chemical potential follows Popov’s expression for the zero-temperature Lieb-Liniger case.
}
\end{figure}

degeneracy temperature [48]. We compare these results with the polarization of a free-spin paramagnet, which is $\frac{n_1 - n_2}{n_1 + n_2} = \tanh(\tau/\kappa_B T)$. The non-negligible difference which appears between the curves of the same $\Omega$ is the ferromagnetic effect, which is a consequence of the bosons interaction.

As $T$ approaches zero, the gas polarizes and the remaining component behaves like a Lieb-Liniger gas of chemical potential $\mu_1 = \mu + \Omega$. The results are then comparable to the results of Popov [53] for the density of the Lieb-Liniger gas at $T = 0$ and $\gamma \ll 1$:

$$\rho(\mu) = \frac{\mu}{2c} + \frac{\sqrt{\mu}}{\sqrt{2\pi}} + c \left( \frac{1}{2\pi^2} - \frac{1}{24} \right) + \cdots$$

(15)

\begin{figure}[ht]
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{(Color online) The specific heat of the 2CBG for fixed density of particles and interaction strength as a function of the reduced temperature. The different chemical potentials of each curve have a value close to $\gamma$. Similarly to a free 2CBG case, we see a peak in the specific heat whose position depends on $\Omega$.
}
\end{figure}
FIG. 4. (Color online) The specific heat of the 2CBG for fixed density of particles and interaction strength as a function of the reduced temperature. The different chemical potentials have a value $\Omega_1 \gg \gamma$. In the limit of high temperature, the gas becomes ideal and the specific heat takes the value $1/2$.

As shown in Fig. 2, by lowering the reduced temperature of the gas to $\tau \ll 1$, the total chemical potential corresponds to the zero-temperature low-coupling-regime formula. Moreover, in this particular regime, the corresponding polarization lines turn out to be almost constant along $\gamma$.

The specific heat capacity of the gas at fixed density of particles which is accessible via the entropy (9) provides a view of the thermal degrees of freedom of the system. Figure 3 shows that in a 2CBG at low temperature with strong $\Omega$, the heat capacity is similar to that of a Lieb-Liniger Bose gas contributed by phonons. If the relative chemical potential is lower or of order of the temperature, the two-component degree of freedom appears and creates peaks similarly to a paramagnetic spinor Bose gas [36]. The maximum in the specific heat moves in higher temperature as the relative chemical potential increases. The higher temperature results are shown in Fig. 4, where we can observe that the peaks are located when $\Omega \sim T$. At high temperature the gas becomes decoherent classical (see Sec. VI), and the specific heat converges to $1/2$, which is the value of the simple 1D ideal gas.

Experiments trapping $^4$He fluid into 1D nanopores [54] provide a possible realization of the 1D Bose gas and give access to measurement of the heat capacity of the unidimensional system. A similar realization with an isospin $1/2$ might be possible and could provide measurement of the 2CBG heat capacity.

FIG. 5. (Color online) Polarization of the 2CBG as a function of the interaction strength $\gamma$ for fixed values of $\Omega(=\mu_1-\mu_2)$ and for fixed ratios $\tau/\gamma^2$. 

033604-6
V. RESULTS IN THE INTERMEDIATE REGIME

In this section we will present the results that do not belong to a limit regime. Furthermore, in those parameter ranges, we give numerical results for the polarization of the 2CBG and the local pair correlator, where neither the thermal, the charge, nor the phase fluctuations dominate. They compete in the 2CBG state and therefore no perturbative approach but only the thermodynamic Bethe ansatz can predict a solution. We will discuss and describe as much as possible the changes in behavior that occur in these intermediate regimes.

The set of graphs in Figs. 5 and 6 show the behavior of the 2CBG as a function of $\gamma$ and any fixed value of $\Omega, T$. The values of $\Omega$ and $T$ are chosen such that in each case the ratio $T/\gamma$ goes from less to more than 1. Following the qualitative description of [48,49] for the single-component case, the regimes of the gas are identified by the two dimensionless parameters $\gamma = \frac{c}{\Omega_{1}}$ and $\tau = \frac{T}{\Omega_{1} n_{2}}$, respectively, the interaction strength and the reduced temperature. As results presented hereafter are made for the fixed interaction parameter $(c)$, the ratio $\frac{c}{\Omega_{1}} = \frac{c}{\tau}$ is then constant and the regime is identified by the position on the $\gamma$ axis. At the lowest value of $\gamma$, $\gamma \lesssim \tau \ll 1$ and the gas quasi-condenses in a Gross-Pitaevskii (GP) regime with thermal fluctuations. At the other end, where $\gamma > 1$, the regime is decoherent classical (DC) with $\tau \gg \max(1, \gamma^2)$. In the case of a quasicondensate, we see progressively the ferromagnetic effect with a completely polarized gas, whereas the polarization reaches the value of an ideal paramagnetic gas when the 2CBG becomes DC. From this simple view of the data, we can try to see how the temperature and the relative chemical potential modify these phenomena.

The first column of Fig. 5 shows the effects of temperature on the polarization. In the region where $\gamma > 1$ the linear density of each component is almost classical and the asymptotic value of the curves are given by $\frac{\sqrt{\pi \tau}}{\sqrt{\gamma}}$ (see Sec. VI). Here the charge and coherent fluctuations are large and hence the statistics and the interaction of the gas do not play a role (the observables depend only on the temperature and chemical potentials). In contrast, for $\gamma \ll 1$ the gas quasi-condenses and the charge fluctuations vanish. The ratio $\tau/\gamma^2$ being large, the temperature fluctuations exceed the phase fluctuations and we see that $T$ does not influence the polarization much.

The second column of data shows the variations of the polarization as a function of $\Omega$. The spontaneous ferromagnetism in the presence of the quasicondensate happens in high interaction strength when the relative chemical potential increases.

In the YTT equations (II), the effect of $\Omega$ on the strings appears through the asymptotic value of the contribution of the $n$ strings: $\tau \sum_{n=1}^{\infty} \ln[1 + \exp(-2\frac{\Omega}{\Omega_{1}})]$. When $\Omega$ increases, the color-2 spin-gapped state effect is suppressed and the polarization resists higher charge fluctuation (higher $\gamma$).

Figure 6 shows the local density-distribution correlation function as a function of $\gamma$ for different values of the relative chemical potential and temperature. On the top graph the ratio $T/\gamma^2$ is fixed; for $\gamma \ll 1$, the 2CBG is thus in a quasicondensate with important thermal fluctuations. In this regime the gas is ferromagnetic and $\Omega$ does not affect the correlation. On the other hand, for large values of $\gamma$, the gas is DC and the asymptotic value of $g^{(2)}$ follows from Wick’s theorem and the Boltzmann distribution, $g_0^{(2)} = 1 + \sum \epsilon^{2\beta \mu_i} \gamma$. The first-order corrections are calculated later (Sec. VI).

VI. DECOHERENT REGIMES

In the limit of the weakly interacting Bose gas ($\gamma \ll \min(\tau^2, \sqrt{\tau})$) or in the high-temperature regime ($\tau \ll \max(1, \gamma^2)$), the phase and density fluctuations are large. Therefore one can notice that in the YTT equations (II), the limit of either high temperature $T^{-1} = \delta \ll 1$ with finite $c$, or low coupling $c = \delta \ll 1$ with $T \neq 0$, one recovers the thermodynamics of two ideal Bose gases up to $O(\delta^2)$. In this limit the convolutions of a function $g$ with the kernels described in Eq. (II) become

$$a_n \ast g(k) = \int_{-\infty}^{\infty}dk' \frac{1}{\pi} \frac{nc/(\sqrt{2\tau})}{[n/(\sqrt{2\tau})]^2 + (k - k')^2} g(k') \sqrt{T}$$

$$= g(k) \sqrt{T} \quad \text{lim}_{\delta \to 0}$$

$$f \ast g(k) = \int_{-\infty}^{\infty}dk' \frac{\sqrt{T}}{\cosh\left[\frac{\sqrt{T}}{2}(k - k')\right]} g(k') \sqrt{T}$$

$$= cg(k) \sqrt{T} \quad \text{lim}_{\delta \to 0}$$

Figure 6. (Color online) The local pair correlation $g^{(2)}$ of the 2CBG as a function of the interaction strength $\gamma$ and for fixed values of $\Omega$ and for fixed ratio $T/\gamma^2$. 
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Furthermore, the Gibbs free energy resulting from this simplified system is

\[
\frac{G}{L} = -\frac{T}{2\pi} \int_{-\infty}^{\infty} \ln[1 + e^{-\tau(k)/T}] dk \\
= \frac{T}{2\pi} \int_{-\infty}^{\infty} \ln[(1 - e^{\mu_1 - k^2/\tau})/\tau] dk \\
+ \frac{T}{2\pi} \int_{-\infty}^{\infty} \ln[(1 - e^{\mu_2 - k^2/\tau})/\tau] dk,
\]

which is the sum of the Gibbs energy of two ideal Bose gases.

First-order corrections can then be effectively described using perturbation theory, and the reduced temperature \( \tau = T/(\hbar^2/\gamma a^2) \) allows one to distinguish between the decoherent quantum regime (DQ) for \( \sqrt{\gamma} \ll \tau \ll 1 \) and the DC regime with \( \tau \gg \max(1, \gamma^2) \).

We use Feynman diagrams to express the perturbed Gibbs free energy. An explicit expression is then calculated for the local pair correlation function \( g^{(2)} \) in the two decoherent regimes (DQ & DC) to first order.

The partition function of the 2CBG in the Feynman path integral formalism is

\[
Z = \int D(\bar{\Psi}, \Psi) e^{-S[\bar{\Psi}, \Psi]}
\]

\[
S[\bar{\Psi}, \Psi] = \int_0^\beta d\tau \int dr \sum_a \bar{\Psi}_a \partial_\tau \Psi_a - H(\bar{\Psi}, \Psi),
\]

where \( \Psi(r, \tau) \) is a space and imaginary time-dependent spin-1/2 field and \( H \) is the Hamiltonian density from Eq. (1).

At first order, the correction to the Gibbs free energy following from Wick’s theorem is \( G^{(1)} = 2c[n^{(2)} - n_0^2 n_1^2] + O(c^3) \), with the free linear density of the \( a \)th component \( n_0^a = \int \int d\mathbf{r} d\mathbf{r}' n_{\mathbf{r} \mathbf{r}'} \). The total free linear density \( n^0 = \sum_a n_0^a \). For the second order in \( c \), the diagrammatic representation gives five contributions shown in Fig. 7 that give the free-energy-density corrections

\[
G^{(2)} = -\frac{e^2}{2} \left[ 8 \frac{n_0^a}{n_0^b} \sum_b n_0^b \partial_\tau n_0^b + 4 n_0^{(2)} \sum_b \partial_\tau n_0^b \right] \\
+ 4 \sum_a \left( n_0^a \right)^2 \partial_\tau n_0^a + 2 \sum_{a=0,1} (P_{a,a} + P_{a,a} + P_{a,b} + P_{a,a}) \\
+ O(c^3),
\]

where the first three terms correspond to the diagrams (b), (a), and (d), where (c) and (e) provide the last terms containing the double-polarization bubbles which are defined as

\[
P_{a,b} = \sum_{m} \int_{-\infty}^{\infty} dk \left( \sum_{n} \int_{-\infty}^{\infty} dl \right) G_{a,m+n}(k+l)G_{a,n}(l) \\
\times \sum_{n'} \int_{-\infty}^{\infty} dl' G_{b,m+n'}(k+l')G_{b,n'}(l'),
\]

with the Green function \( G_{a,n}(l) = \frac{1}{i\hbar \omega_n - l^2 / 2\mu_a} \). The local pair correlation results from Eq. (10), and an analytic expression as a function of \( c, \tau, \mu_1 \) is given in the two decoherent regimes. In the DQ regime, \( \sqrt{\gamma} \ll \tau \ll 1 \) and \( \mu_1, \mu_2 \ll \tau \), by taking the leading order in the Bose occupation number, the free linear density is \( n^0 = \frac{1}{\sqrt{\pi} \tau_{a}} \), and the double-polarization bubble is \( P_{a,b} = \frac{n_0^a n_0^b n_0^{(2)} + n_0^a n_0^b}{n_{a}^0 n_{b}^0} \). For a compact notation we define the \( a \)th component reduced temperature by \( \tau_a = \frac{\hbar \omega_a}{\sqrt{\pi} \tau_{a}} \).

We thus find the local pair correlation to be

\[
g^{(2)} = \frac{n_0^{(2)} + \sum n_0^a n_0^b}{n_0^{(2)} + \sum n_0^a n_0^b} + 4\gamma \left[ \frac{2}{\tau_1 \tau_2} - \frac{1}{n_0^{(2)}} \left( \frac{n_0^0}{\tau_1} + \frac{n_0^0}{\tau_2} \right) \right] \\
- 4\gamma \frac{n_0^{(2)} + \sum n_0^a n_0^b}{n_0^{(2)} + \sum n_0^a n_0^b} \left[ \frac{4}{\tau_1 \tau_2} + \frac{1}{\tau_1 \tau_2} + O(\gamma^2) \right].
\]

In the DC regime, \( \tau \gg \max(1, \gamma^2) \) and \( \mu_1, \mu_2 \gg \tau \), the bosonic occupation number becomes the Boltzmann distribution, and

\[
n_0^a = \frac{\gamma}{\sqrt{\pi} \tau_a} \sqrt{\frac{\gamma}{2}} \cdot P_{a,b} = n_0^a n_{b}^0 \sqrt{\frac{\gamma}{2}} \frac{\sqrt{\pi} \tau_a}{\tau_a}.\]

The pair correlator becomes

\[
g^{(2)} = \frac{n_0^{(2)} + \sum n_0^a n_0^b}{n_0^{(2)} + \sum n_0^a n_0^b} \left( 1 - \frac{\sqrt{\pi} \tau_a}{\tau_1} \right) \left( 1 - \frac{\sqrt{\pi} \tau_a}{\tau_2} \right) + O(\gamma^2).
\]

In order to illustrate this result, we compare the value of \( g^{(2)} \) computed to the first order in \( \gamma \) [Eqs. (22) and (23)] with the numerical results using Eq. (10) in Fig. 8. The curves calculated at fixed particle density and reduced temperature show that the numerical results follow the analytical expansion nicely until either the thermal fluctuations become too strong for the DQ gas (\( \gamma \sim 10^{-3} \)) or the charge fluctuations become important in the DC regime when \( \gamma \sim 10 \). As the interac-
tion strength increases, we progressively switch to a high-temperature Tonks-Girardeau–like fermionization regime for the DC curves and to a ferromagnetic fermionization for the DQ case. It would be interesting as well to compare the results for a DQ gas in very low $\Omega$ such that the polarization is low and $g^{(2)}$ reaches the value 3/2, but this implies a calculation for a very high number of functions, $n_{\text{max}}$ with a large number of points. We then could not afford the number of iterations necessary to have a converged solution.

VII. TONKS-GIRARDEAU REGIME

In the extreme case of impenetrable particles ($\gamma \to \infty$), Girardeau [23] showed the correspondence between impenetrable Bose and Fermi wave functions. While the statistics of the bosons wave function remains symmetric, there is no more overlap between the neighbor particles. In the case of 2CBG, the charge part of the wave function behaves like a one-component free fermion gas and noninteracting distinguishable spin-1/2 since any spin-spin exchange vanishes [36,41,46]. In both 1CBG and 2CBG, the local density-density correlation function then naturally vanishes since there is no double-space occupancy.

In the strong coupling regime [$\gamma \gg \max(1, \sqrt{\tau})$] with quantum degeneracy ($\tau \ll 1$), the finite-temperature corrections are markedly different in a Lieb-Liniger gas [48] and the spinor Bose gas [36] with a different exponent. In Fig. 9 (bottom part) we represent this analytical result at zero temperature (thin line) next to numerical results with decreasing temperature for fixed density of particles. We observe that for $\gamma \gg 10$, the value of $g^{(2)}$ decreases with $\tau$ and converges to this $T = 0$ analytical result where the 2CBG is ferromagnetic and does not depend on $\Omega$. For a high-temperature fermionization ($\gamma^2 \gg \tau \gg 1$), Kheruntsyan et al. [48] give the first order correction in $\tau/\gamma^2$ for $g^{(2)}$ for a Lieb-Liniger gas. However, the approach of free fermions with a $1/\gamma$ perturbation is not applicable in the two-component case; therefore the corrections to the fermionization regime are unknown. In Fig. 9 (top part) we show next to the one-component asymptotic curve the decay of $g^{(2)}$ for a fixed reduced temperature and various relative chemical potentials. As $\Omega$ reaches 100, the 2CBG polarization is saturated and the correlator decays like a Lieb-Liniger gas.

VIII. CONCLUSION

In conclusion, we have studied the equilibrium thermodynamic properties of exactly solvable interacting one-dimensional two-component Bose gas systems as a function of their external canonical or grand canonical parameters (either temperature, interaction strength, and total and relative chemical potential, or temperature, interaction strength, density of particle, and relative chemical potential). Our method was based on the solution of thermodynamic Bethe ansatz equations and yields quantitative predictions which should be experimentally accessible using cold atomic systems. We particularly would like to clarify that solving the nonlinear integrable equations is possible with a very good control of numerical precision.

Note. Recently a different but equivalent set of equations was proposed in [56]. While this set of equations is at first sight more economical, we find and demonstrate here that the solution of the infinite set of TBA equations is feasible and practical, robust and reliable. The TBA dressed energies in Eq. (II) are relatively smooth functions of a real variable,
while the functions of [56] are of a complex variable. The computational effect required by the two methods are thus probably comparable. On the other hand, the fact that results from this alternate method coincide with our results here (and our earlier summary [42]) interestingly confirms that the string hypothesis can be trusted when computing equilibrium thermodynamic results, as expected from general arguments based on the structure of the Bethe equations [57].
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\[
e^{i k, L} = \prod_{n=1}^{N} \frac{k_j - k_i + ic}{\Lambda_{\alpha}^n - \frac{ic}{2}} \prod_{n=1}^{N} \frac{k_j - k_i - ic}{\Lambda_{\alpha}^n + \frac{ic}{2}}
\]

\[
\prod_{i=1}^{N} \frac{k_p - \Lambda_{\alpha}^n + \frac{ic}{2}}{k_p - \Lambda_{\alpha}^n - \frac{ic}{2}} = (-1)^{\delta/J_{\alpha}} \prod_{m, \beta} \left( e_{\alpha}(\Lambda_{\alpha}^n - \Lambda_{\beta}^m) \right) \prod_{m, \beta} \left( e_{\alpha}(\Lambda_{\beta}^m - \Lambda_{\alpha}^n) \right)
\]

\[
\frac{1}{L} \sum_{j=1}^{N} \phi_j(k_j - k_i) = \frac{1}{L} \sum_{n=1}^{N} \phi_n(k_j - \Lambda_{\alpha}^n)
\]

\[
\frac{1}{L} \sum_{p=1}^{N} \phi_n(k_p - \Lambda_{\alpha}^n)
\]

\[
\frac{1}{L} \sum_{p=1}^{N} \phi_n(k_p - \Lambda_{\alpha}^n) = \frac{1}{L} \frac{2\pi J_{\alpha}}{L} + \frac{1}{L} \sum_{m=1}^{\infty} \sum_{\beta=1}^{\infty} \phi_{n-m}(\Lambda_{\alpha}^n - \Lambda_{\beta}^m) + \phi_{n-m+2}(\Lambda_{\alpha}^n - \Lambda_{\beta}^m)
\]

1. Thermodynamic limit

In the limit \( N, L \to \infty \) with the ratio \( \frac{N}{L} \) kept constant, the sets of rapidities \( \{k_j\} \) and \( \{\Lambda_{\alpha}^n\} \) and quantum numbers \( \{I_j\} \) and \( \{J_{\alpha}^n\} \) are replaced by continuous functions of particle root densities in real parameter space:

\[
\rho(x) = \frac{1}{L} \sum_j \delta \left( x - \frac{I_j}{L} \right), \quad \rho'(k) = \frac{1}{L} \sum_j \delta \left( k - k_j \left( \frac{I_j}{L} \right) \right)
\]

\[
\sigma^n(y) = \frac{1}{L} \sum_j \delta \left( y - \frac{J_{\alpha}^n}{L} \right), \quad \sigma^n(\Lambda') = \frac{1}{L} \sum_j \delta \left( \Lambda - \Lambda_{\alpha}^n \left( \frac{J_{\alpha}^n}{L} \right) \right), \quad \forall n.
\]

APPENDIX A: THERMODYNAMICS FROM BETHE ANSATZ

We model the system of two-component bosons with SU(2) bosonic fields evolving in a 1D continuum space of length \( L \) with a \( \delta \)-function interaction. The Hamiltonian is then

\[
H = \int_0^L dx \sum_{\alpha=\pm1} \partial_x \Psi_{\alpha}^d(x) \partial_x \Psi_{\alpha}(x) + c \sum_{\beta, \epsilon=\pm} \Psi_{\beta}^d(x) \Psi_{\epsilon}(x) \Psi_{\beta}(x) \Psi_{\epsilon}^d(x)
\]

with \( c = \frac{\rho_0 \sigma_0^2}{\Lambda_{\alpha}} \), \( \Lambda_{\alpha} \) being the 1D coupling constant and \( m \) the mass of the bosons.

Integrating the string structure \( \lambda_{\alpha, \beta}^n = \lambda_{\alpha}^n + \frac{\pi}{L} (n + 1 - 2j) \), \( j = 1, \ldots, n \) in the scattering equations in (2) and defining \( e_{\alpha}(\Lambda) = \frac{\ln(\Lambda_{\alpha}/\rho_0^2)}{L \ln(2)} \), the scattering equations become

\[
j_k = 2\pi I_j / L - \frac{1}{L} \sum_{i=1}^{N} \phi(k_i - k_j) + \frac{1}{L} \sum_{n=1}^{\infty} \phi_n(k_j - \Lambda_{\alpha}^n)
\]

Hole densities \( \rho_h, \sigma_h^x \) are similarly defined from the complementary sets \( \{I_j\}, \{J_{\alpha}^n\} \) and the total root densities are \( \rho_0 = \rho_0(k) + \rho_h(k) \) and \( \sigma_0^x = \sigma_0^x(k) + \sigma_h^x(k) \). The thermodynamic limit allows one to replace the discrete sum by an integral over a continuum,

\[
\rho(x) = \frac{1}{L} \sum_{I \in \{I_j\}} \delta \left( x - \frac{I}{L} \right) \int_{-\infty}^{\infty} dx' \delta(x - x') = 1, \quad \sigma^n(y) \to 1, \quad \forall n.
\]
zero. Physically, they represent the solutions with low entropy. Finally, under the thermodynamic limit Eq. (A3) becomes

$$k(x) = 2\pi x - \int_{-\infty}^{\infty} \phi_2(k-k')\rho(k')dk' + \sum_{m=1}^{\infty} \int_{-\infty}^{\infty} \phi_m(k-\Lambda)\sigma^m(\Lambda)d\Lambda$$

$$\int_{-\infty}^{\infty} \phi_n(k-\Lambda)\rho(k)dk$$

$$= 2\pi y + \sum_{m=1}^{\infty} \int_{-\infty}^{\infty} \sigma^m(\Lambda)d\Lambda \left\{ \begin{array}{ll}
2\phi_2(\Lambda-\Lambda') + \cdots + \phi_{2n}(\Lambda-\Lambda'), & m = n \\
\phi_{|n-m|}(\Lambda-\Lambda') + \cdots + \phi_{n+m}(\Lambda-\Lambda'), & m \neq n.
\end{array} \right.$$  \hspace{1cm} (A6)

### 2. YTT equations

Following the method of Yang and Yang \[47\], the equilibrium state is determined by minimization of the Gibbs free energy in the grand canonical ensemble. With $G$ the Gibbs free energy, $E$ the internal energy, and $S$ the entropy, we have

$$G = E - TS - \mu_1 N_1 - \mu_2 N_2$$

$$E = \int_{-\infty}^{\infty} d\rho(k)k^2$$

$$\frac{S}{L} = \int_{-\infty}^{\infty} dk \left[ (\rho + \rho_h)\ln(\rho + \rho_h) - \rho\ln(\rho) - \rho_h\ln(\rho_h) \right]$$

$$+ \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} dk \left[ (\sigma^n + \sigma^n_h)\ln(\sigma^n + \sigma^n_h) - \sigma^n\ln(\sigma^n) - \sigma^n_h\ln(\sigma^n_h) \right] \mu_1 n_1 + \mu_2 n_2 = \int_{-\infty}^{\infty} d\Omega (\rho - 2\sum_n \sigma^n) + \mu\rho$$

with $L$ the length of our system, $n_i = \frac{N_i}{L}$ the density of the $i$th component particles, and $\mu = \frac{\mu_1 + \mu_2}{2}, \Omega = \frac{\mu_1 - \mu_2}{2}$. The condition of equilibrium is then

$$\frac{\partial G}{\partial \rho} + \delta \rho_h \frac{\partial G}{\partial \rho_h} + \sum_n \delta \sigma^n \frac{\partial G}{\partial \sigma^n} + \delta \sigma^n_h \frac{\partial G}{\partial \sigma^n_h} = 0 \bigg|_{\rho, \sigma^* \text{solution of BE}}$$  \hspace{1cm} (A8)

from which one derives

$$\epsilon(k) = k^2 - \mu - \Omega - TA_2 * \ln(1 + e^{-\epsilon/T}) - \sum_n T a_n * \ln(1 + e^{-\epsilon_n/T})$$

$$\epsilon_n(k) = 2n \Omega + T a_n * \ln(1 + e^{-\epsilon/T}) + T \sum_m T_m * \ln(1 + e^{-\epsilon_m/T}), \hspace{0.5cm} n = 1, 2, \ldots$$  \hspace{1cm} (A9)

with

$$T_{mn}(\Lambda) = \left\{ \begin{array}{ll}
2a_2(\Lambda) + 2a_4(\Lambda) \cdots a_{2n}(\Lambda), & m = n \\
a_{|n-m|}(\Lambda) + 2a_{|n-m|+2}(\Lambda) \cdots a_{n+m}(\Lambda), & m \neq n
\end{array} \right.$$  \hspace{1cm} (A10)

$$\epsilon(k) = T \ln \left( \frac{\rho_h(k)}{\rho(k)} \right)$$  \hspace{1cm} (A11)

$$\epsilon_n(k) = T \ln \left( \frac{\sigma^n_h(k)}{\sigma^n(k)} \right).$$  \hspace{1cm} (A12)

The term $T_{mn}$, which implies a coupling between every $\epsilon_n(k)$, would severely slow any numerical solving, but following the development of Takahashi \[45,46\], the system is partially decoupled and this term disappears:

$$\epsilon(k) = k^2 - \mu - \Omega - T \left( a_2 * \ln \left( \frac{1 + \exp \left( -\frac{\epsilon}{T} \right) \right) \right)$$

$$- T \sum_{n=1}^{\infty} \left( a_n * \ln \left( 1 + \exp \left( -\frac{\epsilon_n}{T} \right) \right) \right)$$

$$\epsilon_n(k) = \frac{T}{2c} \left( f * \left( \ln \left( 1 + \exp \left( \frac{\epsilon_n+1}{T} \right) \right) + \ln \left( 1 + \exp \left( \frac{\epsilon_n-1}{T} \right) \right) \right) \right) \left( k \right), \hspace{0.5cm} \left( n \neq 1 \right)$$  \hspace{1cm} (A13)

$$\epsilon_n(k) = \frac{T}{2c} \left( f * \left( \ln \left( 1 + \exp \left( \frac{\epsilon_n+1}{T} \right) \right) + \ln \left( 1 + \exp \left( \frac{\epsilon_n-1}{T} \right) \right) \right) \right) \left( k \right), \hspace{0.5cm} \left( n \neq 1 \right)$$  \hspace{1cm} (A14)
\[ \epsilon_1(k) = \frac{T}{2e} \left\{ f * \left[ \ln \left( 1 + \exp \left( \frac{\epsilon_1}{T} \right) \right) + \ln \left( 1 + \exp \left( -\frac{\epsilon_1}{T} \right) \right) \right] \right\} (k) \] (A15)

with the convolution notation: \((f * g)(k) = \int f(k - k')g(k')dk'\), \(a_0(k) = \frac{1}{\pi} \frac{ne^2}{(n^2/2)^{1/2}}\), \(f(k) = 1/\cosh(\frac{k}{T})\).

We can easily calculate the two asymptotic limit similarly to the results for the isotropic spin chain of Takahashi [46]:

\[ \lim_{n \to \infty} \frac{\epsilon_n(k)}{n} = 2\Omega \] (A16)

\[ \lim_{k \to \infty} \epsilon_n(k) = 2\Omega n + T \ln \left[ \left( \frac{1 - \exp \left( -\frac{2\Omega}{T} (n + 1) \right)}{1 - \exp \left( -\frac{2\Omega}{T} \right)} \right)^2 - \exp \left( -\frac{2\Omega}{T} n \right) \right] \] (A17)

**APPENDIX B: DRESSED ENERGY DERIVATIVES**

The derivatives of \(\epsilon(k)\) and \(\epsilon_n(k)\) are useful for calculation of free-energy derivatives. Differentiating Eqs. (II) and (A17) by \(\nu = \mu, \Omega\), we get

\[ \frac{\partial \epsilon}{\partial \nu}(k) = -1 + \left( a_2 * \frac{\partial \epsilon}{\partial \nu} \right) (k) + \sum_{n=1}^{\infty} \left( a_n * \frac{\partial \epsilon_n}{\partial \nu} \right) (k) \]

\[ \frac{\partial \epsilon_n}{\partial \nu}(k) = \frac{1}{2e} \left\{ f * \left[ \frac{\partial \epsilon_{n+1}}{\partial \nu} + \frac{\partial \epsilon_{n-1}}{\partial \nu} \right] \right\} (k), \quad (n \neq 0) \]

\[ \frac{\partial \epsilon_1}{\partial \nu}(k) = \frac{1}{2e} \left\{ f * \left[ \frac{\partial \epsilon_2}{\partial \nu} - \frac{\partial \epsilon_0}{\partial \nu} \right] \right\} (k) \]

\[ \lim_{n \to \infty} \frac{\partial \epsilon_n / \partial \Omega}{n} = 2 \]

\[ \frac{\partial \epsilon_n}{\partial \Omega} = \frac{2 \left[ 1 - \exp \left( -\frac{2\Omega}{T} (n + 1) \right) \right]}{1 - \exp \left( -\frac{2\Omega}{T} n \right)} \frac{1 - \exp \left( -\frac{2\Omega}{T} (n + 2) \right)}{1 - \exp \left( -\frac{2\Omega}{T} n \right)} \]

\[ \times \left\{ n - n \exp \left[ -\frac{2\Omega}{T} (n + 2) \right] + (n + 2) \exp \left[ -\frac{2\Omega}{T} (n + 1) \right] - (n + 2) \exp \left[ -\frac{2\Omega}{T} n \right] \right\} \] (B1)

with the derivatives of the asymptotes for \(\nu = \mu\) being identically zero. Differentiating by \(T\) gives

\[ \frac{\partial \epsilon}{\partial T}(k) = \frac{\epsilon(k) - k^2 + \mu + \Omega}{T} + \left( a_2 * \frac{\partial \epsilon}{\partial T} - \frac{\epsilon}{T} \right) (k) + \sum_{n=1}^{\infty} \left( a_n * \frac{\partial \epsilon_n}{\partial T} - \frac{\epsilon_n}{T} \right) (k) \]

\[ \frac{\partial \epsilon_n}{\partial T}(k) = \frac{\epsilon_n(k)}{T} + \frac{1}{2e} \left\{ f * \left[ \frac{\partial \epsilon_{n+1}}{\partial T} - \frac{\epsilon_{n+1}}{T} \right] + \frac{\partial \epsilon_{n-1}}{\partial T} - \frac{\epsilon_{n-1}}{T} \right\} (k), \quad (n \neq 0) \]

\[ \frac{\partial \epsilon_1}{\partial T}(k) = \frac{\epsilon_1(k)}{T} + \frac{1}{2e} \left\{ f * \left[ \frac{\partial \epsilon_2}{\partial T} - \frac{\epsilon_2}{T} \right] - \frac{\partial \epsilon_0}{\partial T} - \frac{\epsilon_0}{T} \right\} (k) \]

\[ \lim_{n \to \infty} \frac{\partial \epsilon_n / \partial T}{n} = 0 \]

\[ \frac{\partial \epsilon_n}{\partial T} = \ln \left[ \left( \frac{1 - \exp \left( -\frac{2\Omega}{T} (n + 1) \right)}{1 - \exp \left( -\frac{2\Omega}{T} \right)} \right)^2 - e^{-\frac{2\Omega}{T} n} \right] \]

\[ + \frac{2\Omega}{T} 2 \exp \left( -\frac{2\Omega}{T} \right) \frac{\left[ 1 - \exp \left( -\frac{2\Omega}{T} (n + 1) \right) \right]^2}{\left[ 1 - \exp \left( -\frac{2\Omega}{T} \right) \right]^2} - 2(n + 1) \exp \left( -\frac{2\Omega}{T} n \right) - 2(n + 1) \exp \left( -\frac{2\Omega}{T} (n + 1) \right) \frac{1 - \exp \left( -\frac{2\Omega}{T} (n + 1) \right)}{\left[ 1 - \exp \left( -\frac{2\Omega}{T} \right) \right]^2}, \] (B2)
And by $c$:

$$
\frac{\partial \varepsilon(k)}{\partial c} = -T \left[ \frac{\partial a_n}{\partial c} * \ln \left[ 1 + \exp \left( -\frac{\varepsilon}{T} \right) \right] \right] (k) - T \sum_{n=1}^{\infty} \left[ a_n * \frac{\partial \varepsilon_n}{\partial c} \right] \left( 1 + \exp \left( \frac{\varepsilon_n}{T} \right) \right) (k),
$$

$$
\frac{\partial \varepsilon_2(k)}{\partial c} = \frac{T}{2c} \left[ \left( \frac{\partial f}{\partial c} - \frac{f}{c} \right) * \ln \left[ 1 + \exp \left( \frac{\varepsilon_2}{T} \right) \right] + \ln \left[ 1 + \exp \left( \frac{\varepsilon_2}{T} \right) \right] \right] (k),
$$

$$
\frac{\partial \varepsilon_1(k)}{\partial c} = \frac{T}{2c} \left[ \left( \frac{\partial f}{\partial c} - \frac{f}{c} \right) * \ln \left[ 1 + \exp \left( \frac{\varepsilon_1}{T} \right) \right] + \ln \left[ 1 + \exp \left( \frac{\varepsilon_1}{T} \right) \right] \right] (k),
$$

$$
\lim_{n \to \infty} \frac{\partial \varepsilon_n}{\partial c} = 0,
$$

$$
\frac{\partial \varepsilon_c}{\partial c} = 0.
$$

**APPENDIX C: COVARIANCE UNDER THE PARAMETER C**

The thermodynamics of the system depend on four parameters: $(c, \mu, \Omega, T)$. Or we can easily deduce from Eq. (II) so that they are covariant under renormalization by $c$, i.e.,

$$
G(c, \mu, \Omega, T) = c^2 G \left( \frac{1, \mu, \Omega, T}{c^2}, \frac{T}{c^2} \right), \quad n_i(c, \mu, \Omega, T) = cn_i \left( \frac{1, \mu, \Omega, T}{c^2}, \frac{T}{c^2} \right), \quad i = 1, 2.
$$

This allows one to reduce our parameter space to $\{\mu, \Omega, T\}$ and put $c = 1$ by default.

---