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A B S T R A C T

We study the tails of closing auction return distributions for a sample of liquid European stocks. We use the stochastic call auction model of Derksen et al. [1] to derive a relation between tail exponents of limit order placement distributions and tail exponents of the resulting closing auction return distribution and we verify this relation empirically. Counter-intuitively, large closing price fluctuations are typically not caused by large market orders, instead tails become heavier when market orders are removed. The model explains this by the observation that limit orders are submitted so as to counter existing market order imbalance.
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1. Introduction

During the trading day, most securities change hands in continuous double auctions, in which buy and sell orders are immediately matched if possible. However, to determine opening and closing prices, call auctions are often conducted. In a call auction, orders are aggregated for an interval of time, after which all possible transactions are conducted against a single clearing price that maximizes trading volume. In this paper we study the tails of closing auction return distributions.

Nowadays it is widely recognized that distributions of (stock) price changes exhibit heavy tails: extreme price changes (of e.g. more than three standard deviations) are much more likely than in a Gaussian model or other models with exponentially decaying tails. This issue was first addressed by Mandelbrot [2] in his analysis of cotton prices, where he proposed Lévy stable distributions to model price fluctuations. It is generally assumed that the tails follow a power law asymptotically. That is, the distribution of a return \( X \) over some time interval satisfies

\[
P(X > x) \sim Cx^{-a}, \quad \text{as } x \to \infty,
\]

where \( C > 0 \) is a constant (sometimes also replaced by a slowly varying factor \( L(x) \)) and \( a > 0 \) is the tail exponent, determining how heavy the tail is. In early work [3], the exponent \( a \) was believed to be below 2 for stock prices (in line with the stable distributions of Mandelbrot [2]). However, subsequent analyses have shown that the exponent is more likely to be around 3 on intraday time scales (see e.g. [4–8], among many others). Although it is generally accepted to model the tails as power laws, the exact functional form is also subject of debate. For example, Malevergne et al. [9] conclude that the tails decay slower than stretched exponential distributions, but somewhat faster than power laws. In this paper, we do not aim to answer this question, but use power laws because they describe the tails in enough detail for our analysis. Theoretically, the functional form in Eq. (1) is justified by extreme value theory, in the Fréchet (heavy tailed) case (see e.g. [10]).

* Corresponding author at: Deep Blue Capital B.V., Amsterdam, The Netherlands.
E-mail address: mike.derksen@deepbluecap.com (M. Derksen).

1 Here, \( \sim \) denotes asymptotic equivalence defined as \( f \sim g \iff \lim_{x \to \infty} \frac{f(x)}{g(x)} = 1. \)
Although most part of the relevant literature focuses on description of the tails of stock price return distributions, some effort has gone towards explanations of this tail behaviour. Gabaix et al. [11,12] argue that large price fluctuations are due to large orders submitted by large market participants. However, Farmer and Lillo [13] study the issue on the microscopic level and present evidence that fluctuations in volume alone cannot explain large price fluctuations. In the same direction, Farmer et al. [14] and Weber and Rosenow [15] find that large returns are not due to large transactions, but instead are caused by big gaps in the order book, i.e. fluctuations in liquidity. Closely related to these ideas is the literature on price impact, i.e. the relation between volume and price change, see [16] for an exhaustive discussion and [17] for more recent work on the subject. Finally, several models have been proposed to explain the observed tail behaviour. Mike and Farmer [18] propose a simulation based model for continuous trading, which suggests heavy tails in return distributions are caused by market microstructure effects, such as heavy tails in limit order placement and long memory in order flow. More theoretically, Bak et al. [19] and Cont and Bouchaud [20] propose models linking heavy tails to herd behaviour.

In this paper, we use the model of Derksen et al. [1] to study the distribution of returns in the closing auction. In the model, limit orders are submitted to the auction randomly, with a limit price that is sampled from an order placement distribution $F_A$ (for sell orders) or $F_B$ (for buy orders). We study the closing auctions of liquid European stocks listed on Euronext exchanges and find that both return distributions and order placement distributions exhibit heavy tails, with different tail exponents. Zovko and Farmer [21] conclude ‘It seems that the power law for price fluctuations should be related to that of relative limit prices, but the precise nature and the cause of this relationship is not clear.’ Here, we solve this problem in the context of the closing auction: we provide analytical relations between the tails of order placement distributions and the tails of the closing price return distribution. In a version of the model without market orders, the tails of the closing price distribution behave as the product of the tails of the order placement distributions $F_A$ and $F_B$. When we incorporate market orders, this relation changes, depending on a proportionality relation between market order and limit order imbalances. We empirically verify the relations between tail exponents of order placement and auction return distributions predicted by the model.

In theory, large market orders are a possible cause of large price fluctuations. We show however that this is typically not the case in closing auctions, which is our second important result. Somewhat counter-intuitively, the empirical study shows that closing auction return distributions would have heavier tails if market orders are removed, suggesting that market orders have a stabilizing effect on price formation in closing auctions. Theoretically, we show (for the right tail) that this (initially perhaps somewhat puzzling) empirical fact can only arise whenever

$$0 \leq \frac{M_B - M_A}{N_A - N_B} \leq \frac{a_B}{a_A}. \tag{2}$$

under the assumption that $F_B$ and $F_A$ have heavy right tails with tail exponents $a_B$ and $a_A$ satisfying $a_B > a_A > 0$. Here, $N_A$ is the sell limit order volume, $N_B$ the buy limit order volume and $M_A$ and $M_B$ denote the sell and buy market order volume. This equation poses two conditions that should be fulfilled to make it theoretically possible that tails of closing auction return distributions are heavier without market orders. First, limit order imbalance and market order imbalance should be of opposite signs (when $M_B > M_A$, it should hold that $N_A > N_B$ and vice versa) and limit order imbalance $N_A - N_B$ should be larger in absolute value than market order imbalance $M_B - M_A$, meaning that limit orders overcompensate for market order imbalance. Second, $a_B$ should not be too large, i.e. the right tail of the buy limit order placement distribution needs to be sufficiently heavy. We show that Eq. (2) is indeed satisfied on average empirically, which is explained by the chronology of the closing auction: most of the market orders are submitted in the first seconds, revealing early in the auction the market order imbalance. This leads to strategic behaviour in which limit orders are placed against the direction of the market order imbalance: when there are more buy than sell market orders, one can submit a (possibly large) sell order without adversely impacting the price. Our results suggest that large closing price fluctuations are not caused by large market orders (at least, not directly), but by placement of limit orders, in accordance with the intraday results of Farmer et al. [14]. Weber and Rosenow [15]. Also, our results suggest that heavy tails are market microstructure effects and that the tail exponents vary between different stocks and different market mechanisms, in line with the view of Mike and Farmer [18].

The remainder of this paper is structured as follows. Section 2 provides a brief description of the closing auction mechanism used on Euronext exchanges. In Section 3 the model is described and theoretical results are derived. Then in Section 4 the empirical results are presented and the relations that are predicted by the model are verified. Concluding remarks are made in Section 5. Proofs of the mathematical theory are collected in the Appendix.

2. Closing auctions on Euronext

In this section, we will briefly discuss the closing auction mechanism used on Euronext exchanges (see [22] for the Euronext rulebook). On Euronext, intraday continuous trading stops at 5:30 pm, after which the call phase of the closing auction starts. During the call phase, market participants can submit orders, which are aggregated without giving rise to transactions, which is the main difference with continuous trading, where matching orders are executed immediately. Much as for continuous trading, market participants can basically submit two types of orders: limit orders (orders to buy/sell a specified quantity of the stock for a price not higher/lower than the specified limit price) or market orders (orders to buy/sell a specified quantity of the stock against any price). Orders can be entered, modified and cancelled,
A stochastic model of the call auction

In the standard call auction, orders are aggregated over an interval of time and then matched to transact at a clearing price that maximizes the total transacted volume. Suppose $N_A$ sell limit orders and $N_B$ buy limit orders are submitted to the auction (all orders have unit size). We assume market participants on both sides of the market formulate their orders independently, according to certain order placement distributions $F_A$ and $F_B$. Here, $F_A$ denotes the distribution of sell orders and $F_B$ the distribution of buy orders. That is, we model the sell order prices $(A_1, \ldots, A_{N_A})$ as an i.i.d. sample from $F_A$ and the buy order prices $(B_1, \ldots, B_{N_B})$ as an i.i.d. sample from $F_B$.

For convenience we consider the log return axis instead of the real price axis. We assume there is some reference price $x_0$ (for example the last traded price before the auction starts or a volume weighted averaged version thereof) and all prices are expressed as log returns relative to this reference price. So $F_A$ and $F_B$ are distributions on $(-\infty, \infty)$ and $F_A(x)$ or $F_B(x)$ denotes the probability that a sell or buy order price is below $x_0 e^x$. Given $(N_A, N_B)$, we denote by $F_A$ and $F_B$ the empirical distribution functions corresponding to the samples $(A_1, \ldots, A_{N_A})$ and $(B_1, \ldots, B_{N_B})$, meaning

$$F_A(x) = \frac{1}{N_A} \sum_{i=1}^{N_A} 1_{[A_i \leq x]}. \quad F_B(x) = \frac{1}{N_B} \sum_{i=1}^{N_B} 1_{[B_i \leq x]}$$

Furthermore, we define the (monotone increasing) supply curve,

$$D_A(x) = N_A F_A(x)$$

and the (monotone decreasing) demand curve,

$$D_B(x) = N_B (1 - F_B(x))$$

The supply curve denotes for every $x \in \mathbb{R}$ the number of sell orders below $x_0 e^x$, the demand curve gives for every $x \in \mathbb{R}$ the number of buy orders above $x_0 e^x$. Given all buy and sell orders, the clearing price is the price that maximizes the transactable volume in the auction, which is the price where supply and demand curves cross. That is, the clearing price $\bar{X}$ is defined as the solution to the market clearing equation,

$$D_A(\bar{X}) = D_B(\bar{X}).$$

This definition of $\bar{X}$ may give rise to problems with uniqueness and existence of solutions to Eq. (3), as illustrated in Fig. 1. To solve these issues, consider the following definition.

**Definition 3.1.** For given supply curve $D_A$ and demand curve $D_B$, the lower clearing price is defined by

$$\underline{X} = \inf\{x \in \mathbb{R} : D_A(x) \geq D_B(x)\}$$

and the upper clearing price is defined by

$$\overline{X} = \sup\{x \in \mathbb{R} : D_A(x) \leq D_B(x)\}$$

The interval $[\underline{X}, \overline{X}]$ is the interval of all possible clearing prices.

2 Of course these assumptions are not all realistic. In reality, orders have different sizes and market participants may react to each other’s orders. Despite these simplifying assumptions, the model provides a reliable stochastic description of auction price formation (see [1]).
Fig. 1. Two examples of the supply curve $D_A(\cdot)$ (the increasing (red) step function) and the demand curve $D_B(\cdot)$ (the decreasing (blue) step function). Left panel: a situation in which there is no unique point of intersection, but an interval $[X, \bar{X}]$ of possible clearing prices. Right panel: a situation in which there is a unique intersection point $X = \bar{X}$.

Remark 3.2. Euronext’s closing auction rules say that when there are more possible clearing prices, the price closest to the last traded price is taken ([22], Rule 4401/3, see also Section 2). This means that when there is a large positive return, the closing price is equal to the lower clearing price $X$. So in order to study the right tail of the closing price return distribution, we should study $X$. The same reasoning implies that for the left tail we should consider $\bar{X}$. Note that the model is symmetric when the roles of $X$ and $\bar{X}$ and the sides of the market are interchanged. That is, the left tail of the distribution of $X$ behaves the same as the right tail of the distribution of $\bar{X}$, when $F_A$ and $F_B$ and $N_A$ and $N_B$ are interchanged. So without loss of generality we focus on the right tail of $X$.

The distribution of the lower clearing price, conditional on $(N_A, N_B)$, has an analytically tractable distribution function, given in the following theorem (see [1], theorem 2.3).

**Theorem 3.3 (Lower Clearing Price Distribution).** The distribution of the lower clearing price $X$, conditional on $(N_A, N_B)$, is given by its survival function,

$$P(X > x | N_A, N_B) = \sum_{k=0}^{N_A} \sum_{l=\max(k-\Delta+1,0)}^{N_B} \binom{N_A}{k} \binom{N_B}{l} (1 - F_A(x))^{N_A-k} F_A(x)^k (1 - F_B(x))^l F_B(x)^{N_B-l}. \quad (6)$$

In the situation described above, only limit orders are submitted to the auction. However, market participants also have the possibility to submit market orders. We define the (possibly stochastic) market order imbalance by $\Delta = M_B - M_A$, where $M_B$ is the number of buy market orders and $M_A$ is the number of sell market orders. Note that market orders only play a role through $\Delta$, as matching market orders are executed against each other without affecting the price formation process. When market order imbalance $\Delta$ is taken into account, the market clearing Eq. (3) becomes

$$D_A(X) = D_B(X) + \Delta$$

and the definitions of $X$ and $\bar{X}$ change accordingly. A positive (negative) value of $\Delta$ means there is more buy (sell) market order volume than sell (buy) market order volume, possibly pushing the price up (down). The market order imbalance alters the clearing price distribution as in the following proposition (a special case of proposition 2.8 in [1]).

**Proposition 3.4 (Lower Clearing Price Distribution in Case of Market Order Imbalance).** When market order imbalance $\Delta$ plays a role, the lower clearing price distribution as computed in Theorem 3.3 modifies into

$$P(X > x | N_A, N_B, \Delta) = \sum_{k=0}^{N_A} \sum_{l=\max(k-\Delta+1,0)}^{N_B} \binom{N_A}{k} \binom{N_B}{l} (1 - F_A(x))^{N_A-k} F_A(x)^k (1 - F_B(x))^l F_B(x)^{N_B-l}. \quad (7)$$

3.2. Limit order auctions

Next we concentrate on the right tail of the lower clearing price return distribution, as a function of the tails of the order placement distributions $F_A$ and $F_B$, initially without market orders. We make the following assumption on the tails of $F_A$ and $F_B$. 


**Assumption 1.** Assume $F_A$ has a heavier right tail than $F_B$. That is, there exists functions $T_A, T_B$ such that

$$1 - F_A(x) \sim T_A(x), \quad 1 - F_B(x) \sim T_B(x), \quad \text{as } x \to \infty$$

and

$$\lim_{x \to \infty} \frac{T_B(x)}{T_A(x)} = 0.$$ 

This assumption is intuitively reasonable and empirically verified in Section 4.1. Furthermore, we will assume that $(N_A, N_B)$ follows a distribution $P_{N_A, N_B}$ on

$$\mathcal{N} = \{1, \ldots, N\} \times \{1, \ldots, N\},$$

for some $N \in \mathbb{N}$, with probability mass function $p_{N_A, N_B}$ assigning positive probability to any point in $\mathcal{N}$ (we exclude the possibilities that $N_A = 0$ or $N_B = 0$, which describe failing auctions in which clearing prices do not exist).

In the following proposition we first derive an expression for the right tail of the lower clearing price distribution, conditional on $(N_A, N_B)$. Finding an expression for the tail of the clearing price distribution amounts to finding the slowest decaying term in the double sum of Theorem 3.3. This is made formal in the following proposition, the proof of which is found in the Appendix.

**Proposition 3.5.** Under Assumption 1, we have

$$P(\Delta x > x|N_A, N_B) \sim N_B T_B(x)T_A(x)^{-N_A}, \quad \text{as } x \to \infty. \quad (7)$$

When the conditional result of Proposition 3.5 is summed with respect to the distribution of $(N_A, N_B)$, the unconditional tail of $\Delta x$ is discovered again by selecting the slowest decaying term. This leads to the main result of this subsection, a relation between the tail of the closing price return distribution and the tail of the order placement distributions in a setting without market orders (its proof is again postponed to the Appendix).

**Theorem 3.6 (Right Tail of the Lower Clearing Price Distribution).** Under Assumption 1 we have

$$P(\Delta x > x) \sim CT_A(x)T_B(x), \quad \text{as } x \to \infty,$$

where $C = \sum_{n=1}^{N} n P_{N_A, N_B}(1, n) = \mathbb{E}[N_B 1_{(N_A=1)}] > 0$.  

### 3.3. Market orders

In this subsection we incorporate market orders in the derivation of Section 3.2. First consider the following assumption for the market order imbalance $\Delta$.

**Assumption 2.** We assume that $\Delta \in (-N_B, N_A)$ with probability one.

This assumption is necessary, because otherwise the clearing prices attain the values $\pm \infty$ with non-zero probability. Under this assumption, the right tail of the conditional lower clearing price distribution is given by the next proposition (the proof is again postponed to the Appendix and $x_+ = \max(x, 0)$ and $x_- = \max(-x, 0)$ denote the positive and negative part of $x \in \mathbb{R}$).

**Proposition 3.7.** Under Assumptions 1 and 2, we have

$$P(\Delta x > x|N_A, N_B, \Delta) \sim K(N_A, N_B, \Delta - 1)T_B(x)^{(\Delta - 1)-}T_A(x)^{N_A-(\Delta-1)+}, \quad \text{as } x \to \infty,$$

where

$$K(N_A, N_B, \Delta) = \begin{cases} \binom{N_A}{\Delta} & \text{if } \Delta > 0 \\ \binom{N_B}{-\Delta} & \text{if } \Delta \leq 0. \end{cases}$$

This proposition shows that market orders potentially influence the tails heavily: if $\Delta$ is positive and large (close to $N_A$) the influence of the faster decaying term $T_B(M)$ is erased and only the slower decaying term $T_A(M)$ is left, possibly leading to very heavy tails. On the other hand, if $\Delta$ is negative, the influence of the faster decaying term $T_B$ grows, leading to less heavy tails. However, which combinations are possible depends on the joint distribution of $(N_A, N_B, \Delta)$. Until now, the tails $T_A$ and $T_B$ were unspecified and few assumptions were made on the distribution of $(N_A, N_B)$. To work towards an empirically testable theory, we will make the following assumptions on the distribution of $(N_A, N_B, \Delta)$ and the tails of $F_A, F_B$. Empirically, these assumptions are verified in Section 4.

**Assumption 3.** Assume $(N_A, N_B, \Delta)$ follows a distribution $P$ on $\{1, \ldots, N\} \times \{1, \ldots, N\} \times [-N, \ldots, N]$, with probability mass function denoted by $p$, for some $N \in \mathbb{N}$. Furthermore, assume that market order imbalance $M_B - M_A$ is proportional to limit order imbalance $N_A - N_B$ (in the opposed direction), that is,

$$\Delta = M_B - M_A = c(N_A - N_B), \quad (9)$$
almost surely for some \( c \in (0, 1) \) and \( P(\Delta = 0) = 0 \) (as the case \( \Delta = 0 \) is already considered in Section 3.2). Finally, assume that all possible combinations have positive probability, i.e.

\[
p(n, m, d) > 0, \text{ for all } n, m \in \{1, \ldots, N\}, d \in \{1, \ldots, N\} \text{ such that } d = c(n - m).
\]

Eq. (9) states that limit order imbalance points in the opposed direction of market order imbalance, which resembles that limit order submitters adjust their orders to the market order imbalance. This assumption ensures Assumption 2 holds and allows us to incorporate a relation between market and limit order imbalance which is shown in Section 4 to hold approximately in reality (see Fig. 6). The assumption is ultimately justified by good agreement between resulting theoretical tail coefficients and the tails of real-world data, cf. Table 3.

**Assumption 4.** Assume \( F_A, F_B \) both have power law right tails, that is,

\[
1 - F_A(x) \sim L_A(x)x^{-a_A}, \quad 1 - F_B(x) \sim L_B(x)x^{-a_B}, \quad \text{as } x \to \infty,
\]

for tail exponents \( a_B > a_A > 0 \) and slowly varying functions \( L_A, L_B : \mathbb{R} \to (0, \infty) \).

Under Assumptions 3 and 4, the following theorem (which is proved in the Appendix) describes the tail behaviour of the clearing price distribution in terms of the parameters \( c \) (controlling the relation between market and limit order imbalance) and \( a_A \) and \( a_B \) (controlling the heaviness of the tails of the buy and sell limit order placement distribution).

**Theorem 3.8 (Right Tail of the Lower Clearing Price Distribution with Market Orders).** Under Assumptions 3 and 4, there exists a slowly varying function \( L : \mathbb{R} \to (0, \infty) \), such that

\[
P(X > x) \sim \frac{1}{2}L(x)x^{-2a}, \quad \text{as } x \to \infty,
\]

where

\[
a = \min\left(\frac{(c + 1)a_A}{c}, a_A + 2a_B\right).
\]

Note that without market order imbalance \( \Delta \) we have by Theorem 3.6 \( a = a_A + a_B \). This theorem makes testable predictions about the relation between the tails of the closing price return distribution, the tails of the limit order placement distributions and the limit and market order imbalance. In the next section we will investigate this relation empirically.

4. **Empirical results**

In this section we investigate empirically the relation between the tails of the closing auction return distributions and the tails of the limit order placement distributions. In order to do so, we obtain detailed order-by-order data over 2018 and 2019, for 100 liquid European stocks (with market capitalization above EUR 1 bn) listed on Euronext exchanges in Amsterdam, Paris, Brussels or Lisbon.

Estimating the tails of a distribution comes with a couple of problems. First, the power law of Eq. (1) is not assumed to hold for all values of \( x \), but only for the tail. This necessarily involves a starting point \( x_{\text{min}} \) such that the power law holds for all \( x > x_{\text{min}} \) (see [23] for a discussion). Unfortunately, the eventual estimate for the tail exponent will depend on this cut-off point: if \( x_{\text{min}} \) is taken too small, the bulk instead of the tail will determine the estimates. Then the second problem arises, because the cut-off eliminates most of the available data, leaving only a small fraction of the data available for estimation. Finally, models are often designed to describe only 'generic' situations well and are not intended to explain extreme events. It is a noteworthy advantage of the call auction model of Section 3 that it is suitable to model both the bulk of the data (as in [1]) and extreme events, as in the current paper.

In the past years, considerable progress has been made regarding the validation of power laws and the estimation of tail exponents, using methods based on the Hill estimator (see e.g. [24]). These methods are designed to estimate the tail exponent for real power law behaviour in ideal situations and validation of the power law model through goodness-of-fit tests is an important part of these methods. Although auction return distributions display almost ideal power law behaviour (see Fig. 4), the same cannot be said of order placement distributions for individual stocks (see Figs. 2 and 3).

Order placement distributions are clearly heavy tailed, but do not display the idealized tail behaviour that standardized estimation methods require. The power law model in its idealized form is misspecified for order placement distributions, and consequently, robustness of said estimation methods cannot be guaranteed in these circumstances. Instead, we apply simple estimation methods for tail exponents based on visual inspection and linear fits on double logarithmic plots, to give a reasonable description of the decay of the tails.

Concerning the amount of data relevant for the tails, in every closing auction a large amount of orders is submitted, so the tails of order placement distributions can be studied per stock. Unfortunately, this is not possible for the closing auction return distribution: per stock, we have only around 500 trading days (two years of around 250 trading days per stock) and thus only that many closing auction returns, which is far insufficient to examine the tails. For example, if we take the 0.05-quantile for the cut-off point \( x_{\text{min}} \), only about 25 data points reside in the tail, which is too few for
meaningful statistical analysis. So to investigate the tails of the closing auction return distribution, we merge together the closing auction returns of all stocks in the sample.

In the entire section, the reference price $x_0$ will be the volume weighted average price over the last five minutes of continuous trading. Closing auction returns will be measured in log returns with respect to $x_0$. Following [21,25], limit order prices are measured in the number of ticks away from the reference price $x_0$.

4.1. Tails of order placement distributions

The mechanism of the call auction makes it possible to study both tails of both order placement distributions. In Fig. 2, both tails of the sell limit order distribution $F_A$ and the buy limit order distribution $F_B$ are shown in log–log plots, for four stocks that are representative for the sample. Let us first focus on the right tails, i.e. the upper panels (a) and (b) of Fig. 2. The plots of the right tails of $F_A$ show apparent power law behaviour in the range between 10 and 1000 ticks above the reference price. After circa 1000 ticks the tails decay faster for a while, but starting around 5000 ticks a new part of the distribution seems to start. The plot is cut-off at 10 000 ticks, but some even reach until 100 000 ticks. These extremes do not contribute to price formation in the auction at all. We focus on the interval of the price axis where price formation occurs: the intersection of the supports of $F_A$ and $F_B$. For the right tail that means $F_B$ provides the effective upper bound (note that the closing price can never take a value above the highest buy order). The support of $F_B$ ranges until around 1000–2000 ticks above the reference price so that is the region we use in our analysis, roughly in line with the intraday results from [21].

Power law behaviour is less clear for $F_B$, but in the range of 100 until 1000 ticks power law behaviour can be recognized for the liquid stocks ASML and Saint Gobain. For the less liquid stocks Signify and Ubisoft it stops earlier around 500 ticks, but this can also be due to smaller volumes of available data. The lower panels (c) and (d) of Fig. 2 show the left tails of the order placement distributions. These are very similar to the right tails, when the roles of $F_A$ and $F_B$ are switched. Also, on the left side there is a real cut-off point, corresponding to price 0, which is found somewhere between 2000 and 10 000 ticks. In Fig. 3 we zoom in on the right tails of $F_B$ and $F_A$ until around 1000 tick sizes above the reference price and provide linear fits as

---

3 The sell orders (far) above this region can be thought of as coming from another distribution describing patient sellers not relevant to the auction result. To sketch how irrelevant those orders are: the tick size of a stock is normally between 1 and 5 basis points. Assuming a tick size of 2.5 basis points, 2000 ticks correspond to a return of 50%, while a closing auction return in the order of 1% is already high.
Fig. 3. Log–log plots of the right tails of the order placement distributions for 4 stocks (ASML Holding NV, Compagnie de Saint Gobain SA, Signify NV, Ubisoft Entertainment SA). The x-axes show the number of tick sizes above the reference price \( x_0 \). Linear fits are also plotted, fitted on the 0.05-quantile of \( F_B \) until the 0.001-quantile of \( F_B \), to estimate \( a_B \) and \( a_A \).

The tails of closing auction return distributions

For every stock \( i \) and day \( 1 \leq d \leq n \) we have a closing auction return \( X_{i,d} \), defined as

\[
X_{i,d} = \log(C_{i,d}) - \log(x_{0,i}^{i,d}),
\]

where \( C_{i,d} \) is the closing price of stock \( i \) on day \( d \) and \( x_{0,i}^{i,d} \) is the reference price of stock \( i \) on day \( d \). Following e.g. [4] we standardize the returns per stock. That is, we divide for every stock \( i \) the return sample \( \{X_{i,d} : 1 \leq d \leq n\} \) by its standard deviation and obtain a sample of standardized returns of size \( n \approx 500 \). These samples are all merged together into one large sample to study the tails of the closing auction return distributions. In Fig. 4 the right and left tails of the return distribution are shown in log–log plots, showing clear power law behaviour from 2 up to 10 standard deviations for both tails. Linear least square fits are also shown (starting the fit at 2 standard deviations), giving tail exponents \( a = 5.28 \) for the left tail and \( a = 4.74 \) for the right tail.

This suggests closing auction returns are less heavy tailed than intraday returns over short time intervals, for which a tail exponent \( a \approx 3 \) is widely supported in the literature (see e.g. [4]). This difference might be explained in qualitative terms by the large transacted volumes in the closing auctions. It is known that tails of return distributions become thinner when longer time intervals are considered, an effect that is known as aggregational Gaussianity (the empirical fact that return distributions converge to normal distributions when the interval length increases, see e.g. [26]). This is theoretically supported by the call auction model: the clearing price distribution approaches a normal distribution, when the number of orders tends to infinity (see [1], theorem 3.1). Moreover, the empirical effect is known to be stronger if time intervals

### Footnote

4 These choices are somewhat arbitrary, but cut-off choices need to be made in any practical tail analysis (see [23]) and moreover, results do not change substantially when we extend the fit to e.g. the 0.0001-quantile, or e.g. start the fit at the 0.01-quantile.
are measured in trade time [27]. In Europe nowadays around 30% of the daily volume is transacted in the closing auction, which makes the duration of the closing auction in trade time similar to approximately half a day of continuous trading.  

In order to compare auction returns with continuous trading returns, Fig. 5 shows log–log plots of the right tails of two different intraday return distributions: the distribution of returns over the last five minutes of continuous trading (for comparison in physical time) and the distribution of returns over the last interval of continuous trading in which the transacted volume is equal to the auction volume (for comparison in transaction time). As before, returns are first standardized per stock and then merged together. Aggregational Gaussianity is indeed observed, as the tail for the volume-based interval clearly differs from a clean power law, while the five minute return distribution has a clear power law tail. Comparison with the right tail in Fig. 4 makes clear that the closing auction return distribution has a less heavy tail than the last five minute intraday return distribution, but a heavier tail than the distribution of returns over intervals with volume equal to the auction volume. Hence, the large volumes that are transacted in the closing auction may indeed explain in part why closing auction return distributions are less heavy tailed than intraday five minute return distributions. However, the analysis shows that this volume-based explanation cannot account for all differences between closing auction returns and continuous trading returns, which are undoubtedly also due to differences in their underlying microstructure.

4.3. The effect of market orders

Before we study the influence of market orders on the tail behaviour of closing auction return distributions, we first investigate the relation between the market order imbalance and the limit order imbalance. In Fig. 6 the market order imbalance \( \Delta = M_B - M_A \) in every closing auction is plotted against the limit order imbalance \( N_A - N_B \) in that closing auction, for the four stocks that were also studied in Section 4.1 (note that all these quantities are measured in total volume of orders, not number of orders as in the model, where all orders have unit size). The figure shows that the proportionality relation between \( \Delta \) and \( N_A - N_B \) introduced in Eq. (9) holds approximately, with values of \( c \) in the range 0.2–0.4, estimated using linear least square regression. This means that limit order imbalance is generally in the opposite direction of market order imbalance. An explanation for this lies in the chronology of the closing auction. We observe in auction data that the vast majority of market orders is submitted in the first seconds of the closing auction, revealing the market order imbalance early in the auction (during the accumulation phase of the auction, information on the imbalance and an indicative price is released, so it is possible to act on this information, see also Section 2). Subsequently, limit orders are placed against the direction of the market order imbalance, reflecting strategic behaviour: when there is a large positive

---

5 The fraction of daily transacted volume that is transacted in closing auctions has increased greatly over the past years, especially since the introduction of MiFID II, see [28].
market order imbalance (more buy market orders than sell market orders), one can submit a (possibly large) sell order without adversely affecting the price.

Next, we will investigate the effect of market orders on the tail exponents. Consider Fig. 7, where two auction results are shown. Supply and demand curves are represented by the solid lines and the point of intersection is the closing price, indicated by the black star. When market orders are removed, translated supply and demand curves (plotted by the dashed lines) lead to an alternative closing price, represented by the black square. The upper panel shows a situation in which a large positive closing auction return is caused by a high market order imbalance. When the market order imbalance would be removed, the closing price would be much lower (black square). The lower panel shows a very different situation: a small positive closing auction return, but a strongly negative market order imbalance. If in this case the market order imbalance would be removed, the closing auction return would get much higher (black square).

The two scenarios presented in Fig. 7 raise the question which is more common: are large closing auction returns caused by large market order imbalances or is this potential effect cancelled by limit order imbalance and are limit orders usually the driver of large returns? To answer this question, we also investigate the tails of the return distribution of the alternative closing price, defined as the intersection point of the supply and demand curves when the market orders are removed (black squares in Fig. 7). So, for every stock $i$ and day $d$ we have an alternative closing auction return $\tilde{X}_{i,d}$, defined as

$$\tilde{X}_{i,d} = \log(\tilde{C}_{i,d}) - \log(x_{0,d}^d),$$

where $\tilde{C}_{i,d}$ is the alternative closing price of stock $i$ on day $d$. We again standardize these returns per stock, giving for every stock around 500 alternative closing auction returns, which are merged to study the tails. In Fig. 8 the tails of the alternative closing price return distribution are shown, together with the tails of the real closing price return distribution from Fig. 4. The figure shows that the tails become heavier when market orders are removed. For the right tail we document a tail exponent $a = 3.75$ without market orders, compared to $a = 4.74$ with market orders. For the left tail, the tail exponent becomes $a = 3.9$ when market orders are removed, compared to the value $a = 5.28$ when market orders are included.

It is thus concluded that large closing price fluctuations are in general not caused by a large market order imbalance (at least, not directly). The explanation for this counter-intuitive result lies in the chronology of the auction and the placement of limit orders: when the market order imbalance is positive (negative), there are more sell (buy) limit orders submitted (cf. Fig. 6). Theorems 3.6 and 3.8 give the model's view on the matter and state that without market orders the tail exponent is equal to $a_A + a_B$ and with market orders it is equal to $\min\left( \frac{|c+1|a_A}{c}, a_A + 2a_B \right)$. This means that tails get
Fig. 6. The difference $N_A - N_B$ plotted against the market order imbalance $\Delta$, showing limit order imbalance goes against the direction of market order imbalance. The dashed red line is the result of linear least square regression, to estimate the value of $c$ in Eq. (9), which is the slope of the dashed red line (outliers of more than four standard deviations away from the mean are removed).

The difference $N_A - N_B$ plotted against the market order imbalance $\Delta$, showing limit order imbalance goes against the direction of market order imbalance. The dashed red line is the result of linear least square regression, to estimate the value of $c$ in Eq. (9), which is the slope of the dashed red line (outliers of more than four standard deviations away from the mean are removed).

heavier without market orders, whenever

$$c \leq \frac{a_A}{a_B}. \quad (11)$$

This equation in fact resembles two conditions that should be fulfilled to make it possible that tails are heavier without market orders (see also Eq. (2)). First, $c$ should be small and positive, reflecting that the abovementioned strategic behaviour is strong: when there is a large market order imbalance, in general the limit order difference overcompensates for this. Second, $a_B$ should not be too large compared to $a_A$. This is a condition on the right tail of the buy limit order distribution. Without market orders, the highest buy limit order serves as an upper bound for the closing price. So to obtain heavier tails without market orders, the right tail of $F_B$ should be sufficiently heavy (small $a_B$). It turns out that condition (11) is indeed satisfied for most of the stocks: for example, for ASML we obtained estimators $a_B \approx 2.37$, $a_A \approx 1.07$, $c \approx 0.329$ (cf. Figs. 3 and 6), satisfying the condition in Eq. (11). Indeed, Theorems 3.6 and 3.8 imply that the tail exponent for closing auction returns of ASML is $a_A + a_B = 3.44$ without market orders and $\frac{c}{a_A + a_B} = 4.32$ with market orders. In the next subsection we will verify the theoretical results on the whole sample consisting of 100 stocks.

4.4. Model-predicted and realized tail exponents compared

In this subsection the relations predicted by the model are tested over the whole sample of 100 stocks. For every stock we estimate the tail exponents of the order placement distributions ($a_A$ and $a_B$) and the value of the parameter $c$ (as in Eq. (9)). The results are shown in Table 1 (for 50 stocks with the lowest market capitalizations) and Table 2 (for 50 stocks with the highest market capitalizations). To estimate the parameter $c$, we use linear least squares regression and to estimate the values of $a_A$ and $a_B$ we use the method described in Section 4.1: for every stock, we make linear least square fits on double logarithmic plots as in Fig. 3, on the interval between the 0.05- and 0.001-quantiles of $F_B$. The absolute values of the resulting slopes are the estimators for $a_A$ and $a_B$. For example, for ASML we obtain in this way estimators
Two closing auction results. Solid lines are the supply (red) and demand (blue) curves of the particular closing auction, including market orders (for convenience sell [buy] market orders are placed just below [above] the lowest sell [highest buy] limit order). Dashed lines show the supply and demand curves without market orders. The black dot denotes the reference price $x_0$, the black star denotes the closing price and the black square denotes the alternative price when only limit orders are considered.

For Ubisoft we find $a_B \approx 3.63$, $a_A \approx 0.58$, cf. Fig. 3. In Tables 1 and 2 the results are shown for all stocks in the sample, the columns $a_B(r)$ and $a_A(r)$ give the estimated tail exponents for the right tails of $F_B$ and $F_A$. For the left tails, the same method applies when the roles of $F_B$ and $F_A$ are interchanged. On the left side, $F_B$ has a heavier tail and $F_A$ provides the effective lower bound.

In Fig. 9 the left tails of the order placement distributions are shown for ASML and Ubisoft, as well as the linear least square fits, showing that for the left tails $a_A \approx 2.50$, $a_B \approx 1.17$ for ASML and $a_A \approx 2.81$, $a_B \approx 0.87$ for Ubisoft. In Tables 1 and 2 the columns $a_B(l)$ and $a_A(l)$ give the estimated tail exponents for the left tails of $F_B$ and $F_A$. Estimates for $a_A$, $a_B$ and $c$ give rise to an estimate for the tail exponent $\alpha$ for the return distribution of that particular stock. With market orders $\alpha = \min\left(\frac{c+1}{c}, a_A + 2a_B\right)$ (cf. Theorem 3.8) and without market orders $\alpha = a_A + a_B$ (cf. Theorem 3.6). Ideally, we would test these predictions against the realized tail exponents of the return distribution for every stock. However, as noted in the beginning of this section, this is not possible, because we only have around 500 closing auction returns per stock. Instead, we can verify the predictions over groups of stocks, by comparing estimated tail coefficients with the model’s average predicted values.

Note that for the left tails the roles of $a_A$ and $a_B$ need to be interchanged (see also Remark 3.2).
First, consider the whole sample of 100 stocks. In Fig. 8 it was shown that the right tail of the closing price return distribution has an estimated tail exponent of $\alpha = 4.74$, which changes to $\alpha = 3.75$ if market orders are removed. If we take the average of the model's predictions over all 100 stocks, we find an average predicted tail exponent of 4.89 with market orders (column 'q(r) MO' in Tables 1 and 2) and 3.89 without market orders (column 'q(r) no MO' in Tables 1 and 2). Furthermore, Fig. 8 shows that the left tail of the closing price return distribution has an estimated tail exponent of $\alpha = 5.28$, which changes to $\alpha = 3.90$ if the market orders are removed. For the left tail, the average predicted tail exponent over all 100 stocks equals 5.01 with market orders (column 'q(l) MO' in Tables 1 and 2) and 3.72 without market orders (column 'q(l) no MO' in Tables 1 and 2). The predicted tail exponents vary a lot between the different stocks, suggesting that the heaviness of the tails depends on the stock. To additionally test if these per stock predictions give information about the real tail exponents, we split our sample into 50 stocks with the lowest market caps (those in Table 1) and 50 stocks with the highest market caps (Table 2). In that way, the groups are kept large enough to examine the tails of the closing auction return distributions.

In Fig. 10 the tails of the closing auction return distribution for the 50 small caps and the 50 large caps are shown in double logarithmic plots, again with and without market orders (similar to Fig. 8). The linear fits to the double logarithmic plots are the realized tail exponents for the both groups, which can again be compared to the average predicted values in Tables 1 and 2. The results are summarized in Table 3, showing first of all that the model's predicted exponents are
Table 1

Table of results, for the 50 stocks in our sample with the lowest market cap. The column Exch. displays the exchange the stock is traded on (Amsterdam, Paris, Brussels or Lisbon) and the column Mcap shows the market capitalization of the stock in billions of euros (in October 2020). Then, $a_{(l)}$ and $a_{(r)}$ are the estimated tail exponents of sell and buy limit order distributions, for the left ($l$) and right ($r$) tail. $c$ is the estimator for the constant in Eq. (9) and $\theta = a_{(l)} + 2a_{(r)}$ with market orders (MO), and $\theta = \min(\frac{a_{(l)} + 2a_{(r)}}{2}, a_{(l)} + 2a_{(r)})$ for market orders (NO), both displayed for left ($l$) and right ($r$) tails.

<table>
<thead>
<tr>
<th>Stock</th>
<th>Exch.</th>
<th>Mcap</th>
<th>$a_{(l)}$</th>
<th>$a_{(r)}$</th>
<th>$a_{(l)}$</th>
<th>$a_{(r)}$</th>
<th>$a_{(l)}$</th>
<th>$a_{(r)}$</th>
<th>c</th>
<th>$g(l)$ NO</th>
<th>$g(l)$ MO</th>
<th>$g(r)$ NO</th>
<th>$g(r)$ MO</th>
</tr>
</thead>
<tbody>
<tr>
<td>SODEXO PAR</td>
<td>2.8</td>
<td>3.43</td>
<td>1.47</td>
<td>1.07</td>
<td>2.420</td>
<td>0.13</td>
<td>4.919</td>
<td>8.362</td>
<td>3.437</td>
<td>5.857</td>
<td>5.857</td>
<td>5.857</td>
<td>5.857</td>
</tr>
<tr>
<td>ACCOR</td>
<td>5.9</td>
<td>2.384</td>
<td>0.677</td>
<td>0.404</td>
<td>3.079</td>
<td>0.129</td>
<td>2.504</td>
<td>4.038</td>
<td>3.735</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
</tr>
<tr>
<td>VEOLIA</td>
<td>3.8</td>
<td>1.476</td>
<td>0.838</td>
<td>0.495</td>
<td>3.903</td>
<td>0.128</td>
<td>2.849</td>
<td>4.328</td>
<td>4.295</td>
<td>3.471</td>
<td>3.471</td>
<td>3.471</td>
<td>3.471</td>
</tr>
<tr>
<td>Coltivator</td>
<td>5.3</td>
<td>2.384</td>
<td>0.677</td>
<td>0.404</td>
<td>3.079</td>
<td>0.129</td>
<td>2.504</td>
<td>4.038</td>
<td>3.735</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
</tr>
<tr>
<td>SIMMONS</td>
<td>7.4</td>
<td>2.384</td>
<td>0.677</td>
<td>0.404</td>
<td>3.079</td>
<td>0.129</td>
<td>2.504</td>
<td>4.038</td>
<td>3.735</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
</tr>
<tr>
<td>ACCOR (r)</td>
<td>5.9</td>
<td>2.384</td>
<td>0.677</td>
<td>0.404</td>
<td>3.079</td>
<td>0.129</td>
<td>2.504</td>
<td>4.038</td>
<td>3.735</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
</tr>
<tr>
<td>VEOLIA (r)</td>
<td>3.8</td>
<td>1.476</td>
<td>0.838</td>
<td>0.495</td>
<td>3.903</td>
<td>0.128</td>
<td>2.849</td>
<td>4.328</td>
<td>4.295</td>
<td>3.471</td>
<td>3.471</td>
<td>3.471</td>
<td>3.471</td>
</tr>
<tr>
<td>Coltivator (r)</td>
<td>5.3</td>
<td>2.384</td>
<td>0.677</td>
<td>0.404</td>
<td>3.079</td>
<td>0.129</td>
<td>2.504</td>
<td>4.038</td>
<td>3.735</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
</tr>
<tr>
<td>SIMMONS (r)</td>
<td>7.4</td>
<td>2.384</td>
<td>0.677</td>
<td>0.404</td>
<td>3.079</td>
<td>0.129</td>
<td>2.504</td>
<td>4.038</td>
<td>3.735</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
<td>6.461</td>
</tr>
</tbody>
</table>

A quite close to the realized exponents. Given that estimation of tails (and tail exponents in particular) is generally thought of as a difficult statistical problem, the congruence is quite remarkable. Second, based on the modelling assumption in Eq. (9), the model predicts correctly that the tails get heavier if market orders are removed, and by how much. The theoretical predictions are especially accurate for the case without market orders, which is not surprising: Theorem 3.6 holds very generally and follows directly from the mechanics of the closing auction. For the case with market orders, more assumptions were made (see Assumption 3). Most importantly, we assumed Eq. (9) holds true, which of course in reality holds only approximately (see also Fig. 6). When looking at Tables 1 and 2, the predictions for the case with market orders vary strongly between the stocks. We do not claim that the most extreme values that are predicted are close to reality, but we have shown that, on average, model predicted and realized tail exponents match remarkably well.
In this paper we study the tails of closing auction return distributions, both from a theoretical and empirical point of view, focusing on large closing price fluctuations. Using the stochastic call auction model of Derksen et al. [1], we relate tail exponents of order placement distributions and tail exponents of the return distribution. Empirical analysis supports the model's predictions. In theory, large market orders could be a cause of large closing price fluctuations, but this potential effect is cancelled by limit orders that are submitted against the direction of the market order imbalance. Instead, limit order placement appears to be the primary cause of observed heavy tails in closing auction return distributions.

5. Conclusions
Fig. 10. Log–log plots of the tails of the closing auction return distributions for the 50 small cap stocks of Table 1 (upper panel) and 50 large cap stocks of Table 2 (lower panel). Blue dots show the tails for the real closing auction return distribution, red dots the tails for the alternative closing auction returns that emerge when market orders are removed.
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Table 3
Average predicted tail exponents compared to realized tail exponents. Predicted exponents are averages over Tables 1 and 2, realized exponents are the results of the linear fits in Figs. 8 (all stocks) and 10 (small and large caps), for the cases with (MO) and without (No MO) market orders.

<table>
<thead>
<tr>
<th></th>
<th>MO</th>
<th>MO</th>
<th>No MO</th>
<th>No MO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predicted</td>
<td>Realized</td>
<td>Predicted</td>
<td>Realized</td>
</tr>
<tr>
<td>All stocks</td>
<td>5.01</td>
<td>5.28</td>
<td>3.72</td>
<td>3.90</td>
</tr>
<tr>
<td>Small caps</td>
<td>5.76</td>
<td>5.26</td>
<td>4.14</td>
<td>4.11</td>
</tr>
<tr>
<td>Large caps</td>
<td>4.25</td>
<td>5.39</td>
<td>3.29</td>
<td>3.75</td>
</tr>
</tbody>
</table>

**Appendix. Proofs**

**Proposition 3.5.** Under Assumption 1, we have

\[ \mathbb{P}(X > x | N_A, N_B) \sim N_B T_B(x) T_A(x)^{N_A}, \text{ as } x \to \infty. \]  

**Proof.** The expression for the conditional distribution of \( X \) in Eq. (6), implies

\[
 \lim_{x \to \infty} \frac{\mathbb{P}(X > x | N_A, N_B)}{T_B(x) T_A(x)^{N_A}} = \sum_{k=0}^{N_B} \sum_{l=k+1}^{N_A} \lim_{x \to \infty} \binom{N_A}{k} \binom{N_B}{l} \left( \frac{1 - F_A(x)}{T_A(x)} \right)^{N_A} \left( 1 - F_A(x) \right)^{-k} \times \left( \frac{1 - F_B(x)}{T_B(x)} \right) \left( 1 - F_B(x) \right)^{l-1} \\
= \sum_{k=0}^{N_B} \sum_{l=k+1}^{N_A} \lim_{x \to \infty} \binom{N_A}{k} \binom{N_B}{l} \left( \frac{1 - F_B(x)}{1 - F_A(x)} \right)^{k} \left( 1 - F_B(x) \right)^{l-1-k} \\
= \sum_{k=0}^{N_B} \sum_{l=k+1}^{N_A} \lim_{x \to \infty} \binom{N_A}{k} \binom{N_B}{l} \left( \frac{T_B(x)}{T_A(x)} \right)^{k} \left( 1 - F_B(x) \right)^{l-1-k} \\
= N_B,
\]

where the last line follows because all terms are 0, except when \( l = 1, k = 0 \). □

**Theorem 3.6 (Right Tail of the Lower Clearing Price Distribution).** Under Assumption 1 we have

\[ \mathbb{P}(X > x) \sim C T_A(x) T_B(x), \text{ as } x \to \infty, \]

where \( C = \sum_{n=1}^{N_B} \mathbb{E}[N_A | N_A = n] = \mathbb{E}[N_B 1_{\{N_A = 1\}}] > 0. \)

**Proof.** The result of Proposition 3.5 implies

\[
\lim_{x \to \infty} \frac{\mathbb{P}(X > x)}{C T_A(x) T_B(x)} = \lim_{x \to \infty} \frac{EN_B T_B(x) T_A(x)^{N_A}}{C T_A(x) T_B(x)} \\
= \lim_{x \to \infty} \sum_{i=1}^{N} \sum_{j=1}^{N} P_{N_A, N_B}(i, j) T_B(x) T_A(x)^{j} \\
= \sum_{i=1}^{N} \sum_{j=1}^{N} i P_{N_A, N_B}(i, j) \lim_{x \to \infty} T_A(x)^{j-1} \\
= \frac{\sum_{j=1}^{N} i P_{N_A, N_B}(1, j)}{C} = 1,
\]

where the last line follows by the fact that all terms in the sum are 0, except for \( i = 1 \). □
Proposition 3.7. Under Assumptions 1 and 2, we have
\[ \Pr(X > x | N_A, N_B, \Delta) \sim K(N_A, N_B, \Delta - 1) T_B(x)^{\Delta - 1} - 1 T_A(x)^{N_A - (\Delta - 1)}+. \] 
for \( x \to \infty \), where
\[ K(N_A, N_B, \Delta) = \begin{cases} \binom{N_A}{k} \binom{N_B}{l} (1 - F_A(x))^{N_A} & \text{if } \Delta > 0 \\ \binom{N_B}{l} & \text{if } \Delta \leq 0. \end{cases} \]

Proof. Suppose first that \( \Delta - 1 > 0 \). Then
\[ \lim_{x \to \infty} \Pr(X > x | N_A, N_B, \Delta) \]
\[ = \sum_{k=0}^{N_A} \sum_{l=0}^{N_B} \lim_{x \to \infty} \binom{N_A}{k} \binom{N_B}{l} \left( \frac{1 - F_A(x)}{T_A(x)} \right)^{N_A - k} \times (1 - F_A(x))^{\Delta - 1 - k} (1 - F_B(x))^l \]
\[ = \binom{N_A}{\Delta - 1}. \]
where the last line follows because all terms are 0, except when \( k = \Delta - 1, l = 0 \).

Now let \( \Delta - 1 < 0 \), then
\[ \lim_{x \to \infty} \Pr(X > x | N_A, N_B, \Delta) \]
\[ = \sum_{k=0}^{N_A} \sum_{l=k+1}^{N_B} \lim_{x \to \infty} \binom{N_A}{k} \binom{N_B}{l} \left( \frac{1 - F_A(x)}{T_A(x)} \right)^{N_A - k} \times T_A(x)^{-k} \left( \frac{1 - F_B(x)}{T_B(x)} \right)^l T_B(x)^{l - \Delta} \]
\[ = \binom{N_B}{1 - \Delta}. \]
where the last line follows because all terms are 0, except when \( k = 0, l = 1 - \Delta \). \( \Box \)

Theorem 3.8 (Right Tail of the Lower Clearing Price Distribution with Market Orders). Under Assumptions 3 and 4, there exists a slowly varying function \( L : \mathbb{R} \to [0, \infty) \), such that
\[ \Pr(X > x) \sim L(x)x^{-a}, \text{ as } x \to \infty, \]
where
\[ a = \min \left( \frac{(c + 1)a_A}{c}, a_A + 2a_B \right). \] (10)

Proof. Under Assumptions 3 and 4, Proposition 3.7 transforms into,
\[ \Pr(X > x) \sim \sum_{n=1}^{N} \sum_{m=1}^{N} \sum_{d=-N}^{N} \left[ K(n, m, d - 1) L_B(x)^{d - 1} - 1 L_B(x)^{n - (d - 1)}+ \right] \times \binom{a_A(n - d + 1) + (a_B - a_A)\max(-d + 1, 0)}{p(n, m, d)} \]
as \( x \to \infty \). Here, we used that \( \max(-x, 0) - \max(x, 0) = -x \), for all \( x \in \mathbb{R} \). By noting that \( K(n, m, d) \) is bounded from above and below (by \( \binom{a_A}{n} \) and 1) and that \( L_B(x)^{d - 1} - 1 L_B(x)^{n - (d - 1)}+ \) is slowly varying for every possible combination of \( n, d \), we see that the statement of the theorem holds true, for
\[ a = \min_{n, d : p(n, d) > 0} (a_A(n - d + 1) - (d - 1)(a_B - a_A)1_{[d < 1]}), \]
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where the minimum is taken over all \( n, d \) such that \( p(n, d) = \sum_{m} p(n, m, d) > 0 \). Now note that the function \( F(n, d) := a_d(n - d + 1) - (d - 1)(a_d - a_B)I_{d<1} \) is increasing in \( n \), for every \( d \). So the minimum is attained for the lowest \( n \) with positive probability. Recall that we assumed \( \Delta = c(N_A - N_B) \) and \( N_B \in \{1, \ldots, N\} \), so \( p(n, d) = 0 \) for \( n < \frac{d}{c} + 1 \), so the lowest \( n \) with positive probability is \( \hat{n}(d) = \max(\frac{d}{c} + 1, 1) \), for given \( d \). Inserting into \( F \) leads to

\[
F(\hat{n}(d), d) = \begin{cases} a_A - (d - 1)a_B & \text{if } d \leq -1 \\ a_A((\frac{1}{c} - 1)d + 2) & \text{if } d \geq 1, \end{cases}
\]

which is minimal for \( d = \pm 1 \), proving that

\[
a = \min\left( a_A\left(\frac{1}{c} + 1\right), a_A + 2a_B \right) = \min\left(\frac{(c + 1)a_A}{c}, a_A + 2a_B \right).
\]

\( \square \)
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