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ABSTRACT
Strong-lensing images provide a wealth of information both about the magnified source and about the dark matter distribution in the lens. Precision analyses of these images can be used to constrain the nature of dark matter. However, this requires high-fidelity image reconstructions and careful treatment of the uncertainties of both lens mass distribution and source light, which are typically difficult to quantify. In anticipation of future high-resolution data sets, in this work we leverage a range of recent developments in machine learning to develop a new Bayesian strong-lensing image analysis pipeline. Its highlights are (a) a fast, GPU-enabled, end-to-end differentiable strong-lensing image simulator; (b) a new, statistically principled source model based on a computationally highly efficient approximation to Gaussian processes that also takes into account pixellation; and (c) a scalable variational inference framework that enables simultaneously deriving posteriors for tens of thousands of lens and source parameters and optimizing hyperparameters via stochastic gradient descent. Besides efficient and accurate parameter estimation and lens model uncertainty quantification, the main aim of the pipeline is the generation of training data for targeted simulation-based inference of dark matter substructure, which we will exploit in a companion paper.
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1 INTRODUCTION
Gravitational lensing has found application in a wide range of cosmological problems. As can be inferred from the name, it is of great aid in observations of the most distant objects in the Universe like the once most distant known galaxy EGSV8p7 (Zitrin et al. 2015). It is an important component in the analysis of the cosmic microwave background (CMB; Planck Collaboration VIII 2020) and, perhaps, the only alternative to kinematics for measuring the mass of distant galaxies and clusters (proposed first by Zwicky 1937). At the same time, the effect known as microlensing has been used to detect objects as small as planets (Tsapras 2018) and to look for mountain-mass primordial black holes (Niikura et al. 2019). Finally, the time delay induced by lensing is being used to give a straightforward and independent of local and CMB measurements estimate of the Hubble constant (Wong et al. 2020).

Dark matter (DM) is a well-established hypothetical component of the Universe that interacts with particles of the Standard Model predominantly gravitationally and only very weakly (if at all) through other means (Bertone & Hooper 2018). Of particular interest in constraining models of warm dark matter is the distribution of DM structures on sub-galactic scales. In that context gravitational lensing is a powerful tool since it directly encodes the gravitational field of DM (which is its defining characteristic) into signatures in electromagnetic images.

Naturally, the objects of interest in substructure studies are galaxy-scale lenses, preferentially in one of two lens-source configurations: multiply (quadruply) imaged point sources and (again multiply imaged) extended arcs or Einstein rings (occurring near critical lines). In the former case, the ratios between fluxes of the source projections are used, together with strong assumptions about a ‘macroscopic’ (smooth) lens mass distribution, to rate the marginalized statistical likelihood of the presence of substructure with a given low-mass cut-off. Recent studies using this method (Gilman et al. 2020; Hsieh et al. 2020) derive an upper limit $M_{\text{dm}} \lesssim 10^{3.5} M_\odot$, roughly corresponding to constraints from other methods. On the other hand, techniques analysing extended sources aim, usually, at localizing and characterizing individual subhaloes, whose (non-)detection allows conclusions on the mass function to be drawn based on the statistical power of the used technique (Vegetti et al. 2010, 2012; Hezaveh et al. 2016; Ritondale et al. 2019). An alternative is to add a ‘correction’ potential on top of a smooth extended lens and from it extract information about the DM model (Birrer, Amaral & Refregier 2017; Bayer et al. 2018). These studies employ a ‘classical’ approach to statistical testing by utilizing Monte Carlo (MC) simulations and comparing their outcome (possibly through the use of a test statistic) to the observation. Although statistically straightforward and robust to correlations, this approach is extremely time-consuming, necessitating the exploration of a very high-dimensional parameter space, especially if any of ‘pixellated’ (i.e. highly resolved) lens or source model is used.

Strong-lensing source reconstruction. The main endeavour in modelling strong gravitational lenses is disentangling the effects
of the lens from surface brightness inhomogeneities of the source. The two are largely (and, without priors, completely) degenerate. The degeneracy can be broken if multiple projections of the same source are identified. One can then expect that a macroscopic mass distribution accounts for mapping the multiple images to the same location in the source plane, while smaller dark matter structures only introduce local variations in one of the projections.

Existing methods fall roughly into four categories: (i) low-dimensional parametric models, (ii) regularized pixellation of the source plane, (iii) source modelling through basis functions attached to the source plane, and (iv) source regularization through neural networks. The computationally fastest approach is to use simple parametric functions, including Gaussian and Sérsic profiles (e.g. Bussmann et al. 2013; Spilker et al. 2016). In that case, the small number of parameters can be analysed using standard sampling techniques. This approach is, however, not suitable for capturing the complex light distribution of galaxies observed with high angular resolution.

In order to account for the complexity of observed galaxies, pixellation-based techniques treat the source as an unknown image to be reconstructed together with the lens parameters. These methods combine a non-linear (Monte Carlo) exploration of lens parameters with solving a linear inversion problem for the source image at each step (Warren & Dye 2003). In this semi-linear approach the source reconstruction is typically ill-defined, and its intensity needs to be regularized, e.g. by bilinear penalty terms in the likelihood function that restrict the source intensity, its gradient, and/or its curvature. The strength of the regularization affects the reconstructed source image and is determined by hyperparameters, which can be optimized in a Bayesian setting via the marginal likelihood of a given image (Suyu et al. 2006). Regularization can also be phrased in terms of the sparsity of a multiscale (wavelet) transformation of the image, in which case the hyperparameters can be related to the statistical significance of the reconstruction (Galan et al. 2021).

It was quickly realized that a simple Cartesian pixellation of the source plane is not optimal, since it does not account for variations of the source magnification (Dye & Warren 2005). Pixellation of the source plane using Delaunay triangulation based on the projected image pixel positions was proposed by Vegetti & Koopmans (2009) and is now used in many works. This automatically increases the number of pixels in regions of the source that are magnified by the lens. Reconstruction results depend in general on the adopted regularization and pixellation choices. Strategies for selecting the right source pixellation and regularization hyperparameters were recently studied and newly addressed in the automated approach of Nightingale, Dye & Massey (2018), which allows for up to 14 hyperparameters (using fewer is possible as well) that are non-linearly optimized through nested sampling techniques.

Other approaches that address the problem of source regularization make use of basis sets like shapelets, defined in the source plane (Birrer, Amara & Refregier 2015; Birrer & Amara 2018). Determining a maximum order of the shapelet coefficients based on the Bayesian evidence is complicated, and so it is instead usually set by hand (Tagore & Jackson 2016), similarly to the number of Gaussian process layers in our approach.

Recently, source regularization using neural networks trained on observed galaxy images has been proposed, based on recurrent inference machines (Morningstar et al. 2019) and variational auto-encoders (Chianese et al. 2020). These approaches do not rely on explicit regularization hyperparameters but instead derive a regularization scheme from data, which comes with its own set of choices to make: for example relating to network architectures and complexity of the latent representation. They also require prolonged training in order to handle complex lens models and detailed sources observed at high resolution, as needed for DM substructure inference.

**Computer science developments.** The recent widespread success of deep learning is due in large part to the advent of automatic differentiation (AD) frameworks that enable efficient gradient-based optimization of large numbers of network weights: see Günes Baydin et al. (2017) for an overview. Differentiable programming provides an abstraction layer for programming languages that treats programs – whether neural networks or not – as flexible building blocks for potential solutions, which are then optimized using gradient descent. Usually, AD is implemented through libraries and extensions of common programming languages like PYTHON or JULIA. Nevertheless, stand-alone implementations exist as well: for example, DIFFTAICHI (Hu et al. 2020) is an independent new differentiable programming language tailored for building physics simulators.

Physics simulators that incorporate AD can be seamlessly coupled to neural networks and thus benefit directly from advances in deep learning (Cranmer, Brehmer & Louppe 2020). Still, the use of AD in the physical sciences is in its infancy: examples can be found in computational quantum physics (Torlai et al. 2020), while Baydin et al. (2020) discusses the advantages and challenges of using AD in the context of high-energy physics. In a previous work (Chianese et al. 2020), we presented the first autodifferentiable strong-lensing image analysis pipeline.

Probabilistic programming elevates probability densities and random sampling to first-class citizens of the programming language. In this paradigm, probability density estimation (required for inference) and sampling (required for simulation) are usually done with the same code. This enables practitioners to focus on writing simulator code, and the subsequent statistical analysis is then performed automatically. Various probabilistic programming languages (PPLs) exist, often as libraries and extensions, e.g. STAN (Carpenter et al. 2017) and PYRO (Bingham et al. 2018). The latter integrates with AD and deep learning frameworks and thus combines the advantages of deep learning, AD, and variational inference.

**Variational inference** (VI) allows the approximation of extremely high-dimensional Bayesian posteriors with simple proposal distributions by solving an optimization problem (for a review see Zhang et al. 2017). The idea of VI is not new, but an efficient implementation requires a differentiable simulator. Accordingly, it regained traction in the context of deep neural networks when Kingma & Welling (2013) introduced the very well-known variational auto-encoders (VAEs), which are now increasingly used also in physics both for parameter inference and as generative models (e.g. Otten et al. 2019; Green, Simpson & Gair 2020). With the advent of powerful general AD frameworks that can differentiate through physics simulators, VI has the potential to drastically improve the analysis of high-dimensional (in particular, image) data. It allows one, often with little overhead above simple maximum a posteriori (MAP) estimation, to derive meaningful posteriors for thousands or millions of parameters in situations where sampling methods would utterly fail.

In the case of strong-lensing image analysis with detailed source models (e.g. pixellation schemes and the approach proposed in this paper), the number of parameters can in fact be of the order of the number of image pixels (in our case $O(10^6)$). As mentioned, inference of the lens parameters is non-linear, and hence the whole problem becomes intractable. This necessitates approximate inference, but sampling techniques do not scale well to extremely large numbers of parameters. Indeed, existing pixellated source reconstruction pipelines only derive MAP estimators for source parameters. VI, on the other hand, enables quantifying the uncertainties...
of source and lens parameters simultaneously and thus collapses lens modelling into a single fully Bayesian stage.

Gaussian processes (GPs) are excellent non-parametric models for uncertain functional dependences (Murphy 2021). In GP models, the source regularization scheme is directly expressed through the covariance kernel, which effectively connects flux, gradient, curvature, and higher mode regularization. In the astronomy and physics communities, GPs have been used for instance in the contexts of component separation for 21 cm lines (Mertens, Ghosh & Koopmans 2018), Ly α absorber detection (Garnett et al. 2017), light-curve classification (Revsbech, Trotta & van Dyk 2018), particle physics bump hunting (Frake et al. 2017), radio image analysis (Arras et al. 2021), and time-series analyses (Foreman-Mackey et al. 2017).

Numerous machine learning libraries for GP regression exist. However, they usually focus on stationary kernels and simple correlation structures, which makes them unsuitable for modelling the correlations in strong-lensing images.

In this paper, we present a fully end-to-end differentiable GPU-accelerated strong-lensing image analysis pipeline embedded in the probabilistic programming language Pyro. We propose a new method for modelling the sources in strong-lensing images inspired by GP regression. However, we formulate it as an equivalent mixture model, which allows us to replace time-consuming GP optimization with fast approximate VI. Our approach accounts both for the intrinsic correlation structure of the source surface brightness and for correlations induced by integrating it over extended overlapping pixel areas in the source plane. The resulting pipeline enables us to quickly infer and constrain the parameters of the main lens, as well as the amount of intrinsic source inhomogeneity at various length scales, and obtain estimates for the uncertainties of the reconstructed source. We believe that the proposed methods can be beneficial for a large variety of image analysis problems in astronomy. Yet, our main motivation is to use the approximate posterior predictive distribution of the fitted model to draw examples for the targeted training of inference networks for dark matter substructure. We briefly demonstrated this approach in Coogan, Karchev & Wenziger (2020) and will present a more thorough exposition in a companion paper (Coogan et al., in preparation).

The rest of this paper is structured as follows. The overall framework is introduced, and a brief description of strong gravitational lensing is given in Section 2. The source model is elaborated and related to Gaussian process regression in Section 3. Variational inference and variational GP optimization are discussed in Sections 3.6 and 3.7. Finally, the application of the framework to mock observations is presented and discussed in Section 4, with more examples shown in Appendix A.

2 OVERVIEW OF THE MODEL AND GRAVITATIONAL LENSING

We model observational data (a single-channel telescope image) that represents surface brightness using a pipeline of three components: a source, which will be discussed in the next section, a lens, and an instrument (i.e. telescope). In this work, we model the instrumental effects as simply imbuing the observation with Gaussian noise that is constant across all pixels and independent for each of them, but

\[ \mathbf{Z} = \mathcal{N}(\mathbf{f}(\mathbf{d} + \epsilon), \mathbf{E}) \]

Figure 1. Graphical representation of the model (see Table 1 for descriptions of the variables). Nodes without borders (only \( \bar{p} \)) are (non-stochastic) input, while the shaded circular node (\( d \)) is the data. Parameters (collectively labelled \( \Theta \), or \( \Xi \) for hyperparameters, and depicted as shaded boxes) have the priors listed in Table 2 (except \( \theta \), as indicated) and are inferred variationally using a proposal posterior (\( q \), see Section 4.2 and Table 3 for a list of its parameters \( \Phi \)). In this work, we fix the kernel size hyperparameter \( \sigma \), so it is depicted as an input. The source model, represented as a plate, is replicated (independently) \( N_s \) times, with the outputs of those ‘layers’ then summed to produce the modelled flux, to which noise is added to simulate the observation. Notes: The solid lines indicate deterministic relations, except when they ‘flow’ through a distribution (for \( \Theta \) and \( d \)). The direction of the arrows indicates the order of operations in a forward (generative) pass through the model.

Table 1. Summary of the variables involved in the model. We use small bold letters to denote ‘arrays’ (ordered sets) and an arrow to indicate spatial vectors. A bold variable with an arrow indicates an array of vectors, and indexing it returns, naturally, a single vector. Bold capital letters are used for matrices operating on arrays, and a double underscore denotes a matrix that operates on spatial vectors. The variable \( \mathbf{Z} \) is an array of spatial matrices.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi_{0,x}, \xi_{0,y}, q )</td>
<td>main lens location, position angle, and axial ratio</td>
</tr>
<tr>
<td>( \theta_{\mu}, \gamma )</td>
<td>Einstein radius and power-law slope of SPLE main lens</td>
</tr>
<tr>
<td>( \gamma_1, \gamma_2 )</td>
<td>external shear components</td>
</tr>
<tr>
<td>( \bar{p}, \bar{p} )</td>
<td>pixel centre positions in the image- and source-plane and</td>
</tr>
<tr>
<td>( \hat{\alpha} )</td>
<td>the lensing displacement field relating them through equation (2)</td>
</tr>
<tr>
<td>( \mathbf{Z} )</td>
<td>source-plane pixel shape covariance matrices (Section 3.2)</td>
</tr>
<tr>
<td>( \mathbf{T} )</td>
<td>‘transmission matrix’ (Sections 3.3 and 3.4)</td>
</tr>
<tr>
<td>( \sigma, \alpha )</td>
<td>hyperparameters of source: kernel size and (root) variance</td>
</tr>
<tr>
<td>( \theta )</td>
<td>‘source parameters’ of GP (Section 3.3)</td>
</tr>
<tr>
<td>( \mathbf{f} )</td>
<td>underlying ‘flux’ (predicted by the source)</td>
</tr>
<tr>
<td>( d, \epsilon )</td>
<td>(simulated) data and instrumental uncertainty</td>
</tr>
</tbody>
</table>

Technically called ‘radiance’. Since we are also given a noise level for the same quantity to act as scale, the data could also represent radiant intensity. We will, however, call it simply ‘flux’.

The framework can seamlessly be extended to account for a point spread function (PSF), a varying observational uncertainty, and for correlations between different colour channels in an image, all of which will be important for analysing telescope data. We present a graphical overview of the model in Fig. 1 and summarize the involved quantities in Table 1.
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Figure 2. Thin lens geometry. The lensing mass $M$ located at $\vec{\xi}'$ bends the light ray (thick line) emanating from the point $\vec{x}$, so that to the observer it looks like it is coming from the direction of $\vec{\xi}$. General relativity predicts the deflection angle $\vec{\alpha}'$ as viewed from the image plane based on the mass $M$ and the impact parameter $b = \vec{\xi} - \vec{\xi}'$. It then has to be rescaled by $D_{LS}/D_{S}$ to obtain the displacement field $\vec{\alpha}$ (as viewed by the observer) for use in equation (2). Angles are all assumed to be small enough that they can be used for Euclidean calculations. The horizontal dashed line is the optical axis perpendicular to the planes and connects the origins of the coordinate systems for each plane.

2.1 The physics of strong lensing

The general theory of relativity (GR) allows for solving for the propagation of light through arbitrary spacetimes, but this can, accordingly, be arbitrarily difficult. Usually, therefore, when considering ‘ordinary’ non-extreme systems like galaxies and clusters one adopts a weak-gravity approximation which assumes that mass densities are low enough and that relativistic effects can be ignored, so that the Newtonian approximation to GR can be used; i.e. one assumes the metric can be fully described by a scalar gravitational potential $\psi$. Furthermore, usually there is a clear separation of scales in the system, with the lensing mass being located much further from the observer and the source of light than the size of the gravitating object. This set-up lends itself to the thin lens approximation in which all the mass is assumed to lie in a single plane (the image plane), while all the light is assumed to be coming from a source plane (see Fig. 2).

We will be using $\vec{x}$ and $\vec{\xi} = (\xi_x, \xi_y)$ as general angular coordinates in the source and image plane, respectively, labelling with $z$ the coordinate perpendicular to the planes. Since the deflections involved in a weak-gravity setting are small, we can use the angular measures as a Cartesian coordinate system in the two planes.

The configuration, then, is determined by two fields: the distribution of surface brightness in the source plane, $\beta(\vec{x})$, and the distribution of mass in the image plane, described by the projected potential:

$$\Psi(\vec{\xi}) = \int_{-\infty}^{\infty} \beta(\vec{x}, \xi_z, z) \, dz.$$  \hspace{1cm} (1)

Under these assumptions, the image-plane and source-plane coordinates of a light ray are related by the simple ray-tracing equation (Meneghetti 2021):

$$\vec{x} = \vec{\xi} - \vec{\alpha}(\vec{\xi}).$$  \hspace{1cm} (2)

The (reduced) displacement field $\vec{\alpha}$ is determined by the projected potential:

$$\vec{\alpha}(\vec{\xi}) = \frac{D_{LS}}{D_{S}} \frac{2}{c^2} \frac{\vec{\nabla}_\xi \Psi(\vec{\xi})}{D_L},$$  \hspace{1cm} (3)

where the gradient is taken in the image plane and should have dimensions of inverse length, whence the introduction of the observer–lens distance $D_L$. The additional factor $D_{LS}/D_{S}$ is geometric (as illustrated in Fig. 2) and motivates the ‘reduced’ qualification.

From a computational standpoint, it is more convenient to represent equation (3) as an integral. This is accomplished through the use of the Poisson equation $\nabla^2 \psi = 4\pi G \rho$ and setting appropriate boundary conditions (Meneghetti 2021):

$$\vec{\alpha}(\vec{\xi}) = \frac{D_{LS}}{D_{S}} \frac{4G}{c^2 D_L} \int \Sigma(\vec{\xi}') \frac{\vec{\xi} - \vec{\xi}'}{|\vec{\xi} - \vec{\xi}'|^2} \, d^2(D_L \vec{\xi}'),$$  \hspace{1cm} (4)

where the integral is performed over the image plane. Here, $\Sigma$ is the projected (surface) mass density related to the 3D mass density by an integration along $z$:

$$\Sigma(\vec{\xi}) = \int_{-\infty}^{\infty} \rho(\vec{x}, \xi_z, z) \, dz,$$  \hspace{1cm} (5)

similarly to the expression for the projected potential.

In fact, equation (4) can be interpreted as a properly rescaled sum of the well-known contribution $4GM/hc^2$ (which Dyson, Eddington & Davidson 1920 confirmed) from infinitesimal point masses $M = \Sigma d^2(D_L \vec{\xi}')$ to the deflection of a ray with impact parameter $b = \vec{\xi} - \vec{\xi}'$. This is an expression of the linearity of thin weak-gravity lensing, which allows the lensing effects of arbitrary mass distributions to be trivially superposed by summing their respective contributions to the displacement field.

The expression in equation (4) is simplified by introducing the critical surface density for lensing and the closely related convergence:

$$\Sigma_{cr} \equiv \frac{c^2}{4\pi G} \frac{D_S}{D_{LS}}, \quad \kappa(\vec{\xi}) = \frac{\Sigma(\vec{\xi})}{\Sigma_{cr}}.$$  \hspace{1cm} (6)

The former is a bound above which a lens can form multiple images. It only depends on the relative strength of gravity ($G$) to the speed of light ($c$) and dictates that further sources are more easily lensed (for a fixed distance to the lens) since the deflections required are smaller. The multiple images condition is equivalently stated as $\kappa > 1$ [see Meneghetti (2021), section 3.6 for discussion and illustration].

The lens equation can be viewed as a coordinate transformation and then characterized through its Jacobian, which can be shown to take the form

$$\frac{d\vec{x}}{d\vec{\xi}} = \begin{pmatrix} 1 - \kappa & 0 \\ 0 & 1 - \kappa \end{pmatrix} - \begin{pmatrix} \gamma_1 & \gamma_2 \\ \gamma_2 & -\gamma_1 \end{pmatrix},$$  \hspace{1cm} (7)

conveniently split into an isotropic and a shear part. The (inverse) Jacobian defines the magnification

$$\mathcal{M} = \left| \frac{d\vec{x}}{d\vec{\xi}} \right| = \left| (1 - \kappa)^2 - \gamma_1^2 + \gamma_2^2 \right|^{-1},$$  \hspace{1cm} (8)

which can be interpreted as the overall scaling of the area of small patches of the source plane after lensing. The magnification can take any real value, with negative magnification signifying a flipped image. It can also become extremely large (positive or negative)

3 All distances considered in lensing are, naturally, angular diameter distances. We use the routines from the ASTROPHY package (Astropy Collaboration 2013, 2018) and the flat cosmology implied by Planck Collaboration XIII (2016) to calculate them.

4 The weak-gravity regime is not to be confused with weak lensing. Even in the Newtonian limit (weak gravity) the deflections can be large in comparison to the system size (strong lensing).
where the argument in brackets is close to zero. The regions where this occurs are called caustics and critical lines in the source and image planes, respectively. The magnitude of magnification differentiates strong from weak lensing: for the former $\kappa$ and $\gamma$ are comparable to (and/or even exceed) unity, and so sources are strongly magnified.

It is important to note, however, that lensing does not create or destroy photons (and thus, conserves energy\(^5\)). Thus, the amount of light arriving at the observer is proportional to the area in the image plane that the source subtends, which effectively acts as a collecting area for light that is then simply rerouted just as with conventional lenses. This means that lensing conserves surface brightness around infinitesimal points, and thus the surface brightness registered by the observer (in the absence of other sources) is

$$\beta(\xi) = \beta(\hat{\xi}).$$

(9)

It is obvious from this expression that the lens and the source are entirely degenerate: for any observation, there is for every deflection field (that does not form multiple images!) a surface brightness configuration that can reproduce the observation. The reverse (that one can find deflection fields that map distinct sources to the same image) is also sometimes true, giving rise to the mass-sheet (Falco, Gorenstein & Shapiro 1985) and source-position degeneracies (Schneider & Sluse 2014) (the latter being more general but approximate). As a consequence, the spatial scale of the source cannot be conclusively determined (in the absence of time-delay data or additional constraints on the lens mass profile) since a sheet of constant mass density could be magnifying it uniformly by an arbitrary amount (Kuijken 2003).

2.2 Lens model

Our framework admits the use of an arbitrary combination of mass distributions as the lens model due to the aforementioned linearity of thin weak-gravity lensing. Ultimately, we are interested in investigating the statistical properties of the overall distribution on different size (and mass) scales. As a first step, it is usual to split the lensing mass into a macroscopic smooth component, which is constrained by the need to converge the multiple observed images of the source on to the same location in the source plane, and a ‘substructure’ component. For simplicity, at present we do not consider substructure and defer all investigation into and discussion about it to upcoming works.

Almost exclusively, the smooth component is realized using an analytical model giving the displacement as a (relatively) easily computable expression. While in computation-driven studies the singular isothermal sphere or ellipsoid (SIS/SIE) model seems to dominate due to its simplicity (Hezaveh, Perreault Levasseur & Marshall 2017; Brehmer et al. 2019), analyses of observational data (e.g. Bolton et al. 2008) require further flexibility and hence often resort to the singular power-law ellipsoid (SPLE) model, which is an extension of the SIS/SIE. Furthermore, the SPLS model is known to be a more adequate representation of the combined DM and baryon mass distribution in the inner regions of galaxies, to which strong lensing is most sensitive (Suyu et al. 2009).

A (spherical) power-law lens is parametrized by its 3D density exponent $\gamma$ (or slope) and an Einstein radius $\theta_E$. In terms of a general (2D) radial coordinate $R(\xi)$, its surface density is

$$\Sigma(\xi) = \kappa(\xi) = \frac{3 - \gamma}{2} \left( \frac{\theta_E}{R(\xi)} \right)^{\gamma-1}.$$  \hspace{1cm} (10)

An ellipticity can be induced by first transforming from Cartesian, ($\xi, \eta$), to elliptical coordinates, ($R, \phi$). The transformation is controlled by a scale factor $q$, and, for generality, a rotation through an angle $\varphi$, and an overall translation, $\xi_0$:

$$\begin{pmatrix} R \\ R \end{pmatrix} = \begin{pmatrix} \sqrt{q} & 0 \\ 0 & 1/\sqrt{q} \end{pmatrix} \begin{pmatrix} \cos \varphi & -\sin \varphi \\ \sin \varphi & \cos \varphi \end{pmatrix} \begin{pmatrix} \xi - \xi_0,1 \\ \eta - \xi_0,2 \end{pmatrix},$$

(11)

$$\tan \phi = \frac{R_1}{R_2}.$$  \hspace{1cm} (12)

The SPLS displacement field has a closed form expression in the complex notation, in which $\alpha = \alpha_1 + i\alpha_2$ (Tessore & Metcalf 2015; O’Riordan, Warren & Mortlock 2021):

$$\alpha^{\text{SPLS}}(R, \phi) = \theta_E \frac{2\sqrt{q}}{1 + q} \left( \frac{\theta_E}{R(\xi)} \right)^{-\gamma/2} \frac{\Gamma(1,\frac{\gamma-1}{2};\frac{5 - \gamma}{2};\frac{1 - q \sin^2 \varphi}{1 + q})}{\Gamma(1,\frac{\gamma-1}{2};\frac{5 - \gamma}{2};\frac{1 - q}{1 + q})} e^{i\phi}.$$  \hspace{1cm} (13)

Here, $\phi$ is the elliptical angular coordinate (and not the ellipse orientation $\varphi$!), and $\Gamma(1,\frac{\gamma-1}{2};\frac{5 - \gamma}{2};\frac{1 - q \sin^2 \varphi}{1 + q})$ is the hypergeometric function.\(^6\) In the circular ($q = 1$) isothermal ($\gamma = 2$) case, this reduces to $\alpha = \theta_E e^{i\varphi}$, i.e. is an isotropic constant, as is well known. The function $\Gamma(1,\frac{\gamma-1}{2};\frac{5 - \gamma}{2};\frac{1 - q \sin^2 \varphi}{1 + q})$, however, is not implemented in PYTORCH,\(^7\) let alone in an autodifferentiable fashion, so we instead use the procedure described in full in Chianese et al. (2020, Appendix A), which relies on pre-tabulating the angular part of equation (13) (through an alternative formulation) and interpolating at runtime. This results in very fast code with negligible output degradation.

Additionally, we include a displacement field component due to an externally caused shear:

$$\vec{\alpha}^{\text{ext. shear}}(\vec{\xi}) = \vec{\gamma} \cdot \vec{\xi},$$  \hspace{1cm} (14)

in analogy with equation (7). It represents the combined weak lensing effect of all unmodelled lenses along the light path (assumed constant across the image). As discussed in Section 2.1, an overall magnification is degenerate with scaling the source plane, so it is not modelled explicitly.

Over all, the lens model has eight trainable parameters that we collect in a vector $\Theta_lens: \vec{\xi}_{0,1}, \vec{\xi}_{0,2}, q, \varphi, \theta_E, \gamma$ from the SPLS and $\gamma_1, \gamma_2$ for external shear.

3 MODELLING THE SOURCE LIGHT

In this section, we present a new source model that aims to be flexible enough to enable fits to the lensed image at the level of image noise but also statistically rigorous enough to not overfit in areas where the observed details could be due to lensing substructure. We, furthermore, require that it is fast both in fitting the image and in producing posterior samples to use in training inference networks.

Our model is inspired by common non-parametric Gaussian process (GP) regression, whose usual application is precisely statistically justified interpolation of arbitrary data: refer to Rasmussen & Williams (2006, henceforth, RW06) for a comprehensive overview. However, we rephrase it as an optimization task in the context of

---

\(^5\)At least for stationary (non-rotating) spacetimes. The interested reader is referred to the effect of superradiance (Brito, Cardoso & Pani 2015) as an example of extraction of energy by ‘very strong gravitational lensing’.


\(^7\)As of version 1.10.
variational inference in order to avoid costly operations present in the traditional approach to GP regression, which proves too slow for the high-resolution data sets we are considering, even if optimized algorithms for e.g. matrix inversion and determinant calculation are used. Furthermore, we consider image pixels not as points but as areas on the sky, from which light is collected. When projected onto the source plane, these assume different sizes and shapes, which leads to complicated non-local correlations that are rarely accounted for in conventional applications of GPs. Still, in certain limits, our model does reduce to standard GP regression.

3.1 Overview of Gaussian processes

From a mathematical perspective a (Gaussian or not) process is a distribution over functions: \( f(\vec{x}) \sim \text{GP} \). In the simplest case, the functions may be the possible surface brightness profiles of the source galaxy (but see Section 3.2 for how this is modified by pixellation). The assumption of Gaussianity then directly provides the likelihood of observing some data \( d \) with observational covariance \( S \), marginalized over the possible values of the function \( f \) (RW06, chapters 2 and 5):

\[
\log p(d | \mathbf{Σ}_\text{GP}) = d^\top \left( \mathbf{K}_\text{GP} + S \right)^{-1} d + \log \left| \mathbf{K}_\text{GP} + S \right| .
\]

Here, \( \mathbf{Σ}_\text{GP} \) stands for the hyperparameters of the model. The process is entirely defined \(^9\) by the prior covariance matrix of the function values, \( \mathbf{K} \) (we drop the subscript for clarity):

\[
K_{ij} \equiv \text{cov}(f_i, f_j).
\]

This matrix is usually assumed to arise from a covariance function applied to the positions \( \vec{x}_i \) and \( \vec{x}_j \), at which \( f_i \) and \( f_j \), respectively, are evaluated, in which case it is called stationary. Although a variety of covariance functions can be used (refer to Chapter 4 in RW06), we will restrict ourselves to the most common one, the Gaussian radial basis function (RBF). It is given by

\[
k(\vec{x}_1, \vec{x}_2) = \sigma^2 \exp \left( -\frac{(\vec{x}_1 - \vec{x}_2)^\top \Sigma^{-1} (\vec{x}_1 - \vec{x}_2)}{2} \right)
\]

and has hyperparameters \( \sigma^2 \) for the overall variance and \( \Sigma \) as a covariance kernel.

Often one aims to infer a single kernel best fitting the data. However, in galaxy images there may be a number of different relevant scales, like the scale of the whole galaxy and that of dust lanes and individual stellar clumps, and so a single kernel is usually not optimal for modelling them. Furthermore, one usually can get an estimate of the appropriate kernel size by e.g. first fitting a smooth analytical source model. Hence, we model the covariance using a sum of \( N \) Gaussian RBFs as in equation (17):

\[
k_\mathbf{Σ}_\text{GP}(\vec{x}_1, \vec{x}_2) = \sum_{k=1}^{N} k_{\text{G}}(\vec{x}_1, \vec{x}_2),
\]

assigning to each an isotropic kernel \( \sum_{k} \rightarrow \sigma_{k}^2 \mathbf{Σ} \), where \( \mathbf{Σ} \) is the identity, and an overall variance \( \sigma^2_{\text{GP}} \), which together form the set of GP hyperparameters, \( \mathbf{Σ}_\text{GP} \). Due to the linearity of Gaussian processes, this is equivalent to considering a number of linearly superimposed independent (a priori) GP sources, which we call layers.

We do not vary the length scales \( \sigma_{\text{GP}} \) but fix them, along with the total number of layers, based on an initial fit so that all relevant correlation scales are covered (see Section 4). On the other hand, the variance hyperparameters are optimized variationally by maximizing the model evidence (see Section 3.6). In a multilayer GP, they act as weights for the layers and can suppress and enhance the modelled source variations on the relevant scales as determined from the data. In the following, we will usually omit the layer subscripts and instead imply that the descriptions apply to each layer individually and independently.

The GP marginal likelihood serves the purpose of the figure of merit in Bayesian regularized pixellated models. However, our approach differs in spirit from other works in two major respects. First, it is based on the notion of a distribution of functions (a process), and hence, the hyperparameters directly control the properties of the modelled function instead of properties of the reconstruction scheme (see Section 3.5 regarding this). Thus, regularization emerges as a natural consequence of hyperparameter optimization: the covariance kernel functions akin to gradient-based penalties, while the overall variance controls the total flux strength. Secondly, by modelling the data as extended pixels, we additionally reduce the need for explicit regularization since pixel overlaps from multiple projections (see below) introduce constraints for the source reconstruction.

3.2 Approximate pixellated Gaussian processes

Whereas a GP models a continuous function, data is usually pixellated so that observed values are related to its integral within a pixel’s ‘light’-collecting area. In the context of lensing, however, the surface brightness is defined in the source plane, whereas the data are pixellated in the image plane. When projected on to the source plane (where the integration is naturally performed), the pixel grid assumes a complicated geometry, which has two main ramifications. First, due to the varying magnification, the (source-plane) lightcollecting areas of different pixels have different sizes and, therefore, different intrinsic variances. Secondly, in multiply lensed systems, pixels projected on to the source plane can overlap (see Fig. 3), which leads to correlations between their observed values.

\[8\] It is important to distinguish the observation (data) and the values of the underlying function, which the GP models. The difference between them is the noise and other effects introduced by instrumentation, codified in \( S \), which in this work we restrict to simple uncorrelated noise, i.e. \( S \rightarrow \sigma^2 \mathbf{Σ} \). We will, however, where possible, keep to the general notation so as to include the possibility of, e.g. a point spread function.

\[9\] We assume a zero-mean process. A prior belief that the data should have some dependence on position can be encoded into a mean function \( \mu(\vec{x}) \), which would also require a trivial modification to the marginal likelihood equation: \( d \rightarrow d - \mu(\vec{p}) \).
To model pixelated data in the GP framework, we introduce a set of indicator functions $w_i(\tilde{x})$, each being non-zero only within the source-plane light-collecting area for the respective pixel, so that

$$f_i = \int_{\text{source plane}} d\tilde{x} w_i(\tilde{x}) \beta(\tilde{x}),$$

(19)

where $f_i$ are the integrated pixel fluxes, and $\beta(\tilde{x})$ is the surface brightness, modelled by a GP. Accordingly, we assume that the covariance from equation (18) applies to the underlying surface brightness:

$$\text{cov}(\beta(\tilde{x}_1), \beta(\tilde{x}_2)) = k_{\text{GP}}(\tilde{x}_1, \tilde{x}_2),$$

(20)

instead of directly to the observed values. Then the GP covariance matrix from equation (16), calculated for the integrated fluxes defined in equation (19), using equation (20), becomes

$$K_{ij} = \iint_{\text{source plane}} d\tilde{x}_1 d\tilde{x}_2 w_i(\tilde{x}_1) k(\tilde{x}_1, \tilde{x}_2) w_j(\tilde{x}_2),$$

(21)

which corresponds to combining the covariance from all pairs of points within the light-collecting areas. The dependence on $Z_{\text{GP}}$ is again implied and omitted for clarity. Note that this covariance is not generally stationary since it is not just a function of the projected positions $\tilde{p}_i$ and $\tilde{p}_j$ of the pixels but also of the their projected shapes. Calculating this integral exactly is infeasible even if the projected pixels are assumed to be polygonal (which is not necessarily true).

For certain shapelet-based sources, one can evaluate it iteratively after triangulation (Tagore & Jackson 2016), but this approach is contingent on the source model. In general, the integral can be approximated by oversampling the image plane and projecting multiple points from within each pixel (‘sub-gridding’) (Nightingale et al. 2018). Even though this scheme is asymptotically exact, it significantly increases the number of deflection field and source flux evaluations required. Alternatively, one can integrate in a Monte Carlo fashion, raytracing a randomly chosen point from within the pixel at each step of the optimization: a strategy that we defer for future work.

In this paper, we opt for a simplified approximation scheme that we have found sufficiently accurate for detailed source reconstruction in typical lensing set-ups. Furthermore, since it leads to an analytical result for the integral in equation (21), it can be seamlessly integrated into the overall differentiable GP framework. We start by approximating the indicator functions to Gaussians located at the pixel centres:

$$w_i(\tilde{x}) = \mathcal{G}(\tilde{x} - \tilde{p}_i, Z_\text{pix})$$

$$= [2\pi Z_\text{pix}]^{-\frac{1}{2}} \exp \left[ -\frac{(\tilde{x} - \tilde{p}_i) \cdot Z_\text{pix}^{-1}(\tilde{x} - \tilde{p}_i)}{2} \right].$$

(22)

The covariance matrix of the Gaussian is determined in accordance with the conservation of surface brightness (as described in Appendix C), which demands that

$$\iint_{\text{source plane}} d\tilde{x} w_i(\tilde{x}) = 1,$$

(23)

$$\iint_{\text{source plane}} d\tilde{x} w_i^2(\tilde{x}) = A_i^{-1}.$$  

(24)

The first requirement simply means that the indicator function acts as a ‘contribution density’ and is satisfied by any properly normalized Gaussian function. The second condition, where $A_i$ is the projected pixel area, or an estimate thereof, mandates that the indicator function is similar in size to the pixel and ensures that the variance of a pixel’s brightness scales inversely with its light-collecting area. In the same appendix, we show that this is satisfied when the ‘pixel shape covariance matrix’ is

$$Z = \frac{\hat{a}_i \hat{a}_j^\top + \hat{b}_i \hat{b}_j^\top}{4\pi}$$

(25)

with $\hat{a}_i$ and $\hat{b}_i$ the axes of the pixel (depicted as $\hat{A} \hat{A}'$ and $\hat{B} \hat{B}'$ in Fig. 3).

Using equation (22), we can easily solve the integral in equation (21). For clarity, we write it in the single-layer case (otherwise, the same expression has to be summed over layers):

$$K_{ij} = \alpha^2 \sqrt{2\pi|\Sigma|}$$

$$\times \iint_{\text{source plane}} d\tilde{x}_1 d\tilde{x}_2 \mathcal{G}(\tilde{x}_1 - \tilde{p}_i, Z) \mathcal{G}(\tilde{x}_2 - \tilde{p}_j, Z) \mathcal{G}(\tilde{x}_1 - \tilde{p}_j, Z) \mathcal{G}(\tilde{x}_2 - \tilde{p}_i, Z)$$

$$= \alpha^2 \sqrt{2\pi|\Sigma|} \mathcal{G}(\tilde{p}_i - \tilde{p}_j, Z) \mathcal{Z}.$$  

(26)

Reassuringly, in the limit $Z \rightarrow 0$, in which pixels are treated as points, this covariance reduces to that of the surface brightness (equation 17). A similar construction was considered in the Gaussian process literature by Paciorek & Schervish (2003).

To test the approximation, we apply it to a pixel grid deformed by a realistic lens configuration as in Section 4 and compare it to the exact calculation according to equation (21) with ‘hard’ indicator functions, i.e. non-negative only within the polygon formed by the projected pixel corners. We directly compare the approximated covariance matrix elements in Fig. 4 and verify that for the majority of pixel pairs that would be considered for fitting (see Section 4 for the ‘masking’ procedure) the approximation is adequate, with 95 per cent of the entries reproduced to within a factor of 2. As evident from the figure, where significant deviations occur, either one or both of the pixels in the pair have a very elongated shape, as quantified by a shape index related to the area-to-perimeter ratio of the pixel projection.

Lastly, we note that the Gaussian approximation leads to a biased estimate of the pixel variances, $K_{ii}$, since in equation (24) we chose to normalize for the case of a vanishing kernel size. Thus, Gaussian indicator functions are more concentrated (‘smaller’) than the polygons they approximate and hence end up having a slightly bigger variance. This effect is of the order of $\ll 10$ per cent in typical cases, and we do not expect it to have a noticeable effect on the final results.

### 3.3 Formulation as a generative model

In general, the positions $\tilde{p}$ at which observations are made are a function of other parameters in the overall model. In the case of lensing studies, they depend on the lens configuration. Thus, a way

11In the actual implementation only the pixel centres are projected to the source plane. This makes it impossible to use the mid-segments as illustrated. Instead, the axes $\hat{a}$ and $\hat{b}$ are calculated as half the distance between the centres of the two adjacent pixels along the respective axes of the grid.

12This definition sometimes leads to ‘invalid’ geometry against the critical curves/caustics where parts of the pixel may be flipped and/or sent to infinity. We exclude such cases from this test.

---

10Some effort can be spared by interpolating the deflection field, but it is not trivial to interpolate the GP without incurring an $O(N^3)$ penalty due to the covariance matrix.
to optimize the lens parameters is to perform gradient descent on the marginal likelihood of equation (15), for which they act as hyperparameters. However, this would require performing expensive matrix inversion and determinant calculations, both of which have a complexity scaling as $O(N^3)$ with the number of observations. Even though software like PYTORCH (Gardner et al. 2018) improve on naïve implementations by using the conjugate gradient method (section 10.6 of Press et al. 1992), it still needs to be performed at each step of parameter optimization. Furthermore, the method of calculating the determinant presented in Gardner et al. (2018) is stochastic and can sometimes introduce noise comparable with the effects of substructure (1–2 per cent). This renders typical GP regression suboptimal for lensing studies and particularly so for substructure searches.

Instead, we propose a GP-inspired source model that reduces to a GP in ideal situations but circumvents expensive matrix operations and allows other model parameters to be fit via gradient descent simultaneously with the optimization of the source hyperparameters. Furthermore, the fitting procedure produces a simple analytic posterior for the GP, which can be used to marginalize out the source directly or to obtain training samples for subsequent analysis using inference networks (Coogan et al. 2020, in preparation).

The source model relies on the framework of variational inference (VI), which will be discussed shortly. A key component of it is a generative model that produces mock data according to the prior. A generative description of a GP as above is

$$d \sim \mathcal{N}(f, S), \quad f \sim \mathcal{N}(0, K).$$

which upon marginalization of $f$ indeed gives equation (15). Sampling $f$ can further be expressed as

$$f = T \theta, \quad \theta \sim \mathcal{N}(0, \alpha^2 \Sigma)$$

as long as $T$ satisfies

$$K = \alpha^2 TT^\top.$$

Here, we introduced the set of source parameters $\theta$, which we optimize by ELBO maximization as presented in Section 3.7 in order to approximate the exact GP solution. This procedure shifts the complexity of the GP into calculating $T$ appropriately and so requires only sampling with diagonal (or, otherwise, constant) covariance and one matrix–vector multiplication. Crucially, all operations have complexity $O(N^2)$ at worst and efficient standard GPU implementations. A slight caveat is that, if there are as many source parameters as pixels in the observation, the matrix $T$ becomes too large to store at once in memory, without necessarily being sparse. To circumvent this, we instead implement directly the product $T \theta$ via the PYKEOPS library (Charlier et al. 2021), which enables on-demand compilation of symbolically defined (e.g. as in equation 30) matrices to extremely efficient reduction routines optimized for graphical processing units. Crucially, PYKEOPS fully integrates into the PYTORCH ecosystem by also supporting automatic differentiation of these operations.

Our source model can also be understood in terms of Bayesian linear regression on to a set of basis functions defined by the transmission matrix $T$ and shifted to the positions $\vec{p}$ associated with the observations. What we term ‘source parameters’ play the role of the weights, over which a normal prior is placed. Our expressions can be translated into those found in RW06, Section 2.1 by substituting $\theta \rightarrow w, \alpha^2 \Sigma \rightarrow \Sigma_p, T \rightarrow \Phi^\top$, and $d \rightarrow y$.

### 3.4 Factorization of the covariance matrix

Given a covariance matrix $K$, linear algebraic methods like the Cholesky decomposition (section 2.9 of Press et al. 1992) can produce the required factorization, generally in $O(N^3)$ time, which, as discussed, is to be avoided. Instead, motivated by the fact that a matrix product is analogous to a convolution, and the convolution of two Gaussian functions is again a Gaussian, we approximate the

---

13Assuming a single GP layer. A multilayer model generates $f = \sum f_i$ with covariances $K_i$.
14Barring, in the general case, the final data sampling $d \mid f, S$, which, however, is trivial for uncorrelated noise or requires one matrix inversion per data set for a general covariance matrix. In some cases (as for a PSF), this final step can even be split into a deterministic ‘post-processing’ of the fluxes (a convolution with the PSF) and an uncorrelated sampling step.
(Gaussian) covariance matrix from equation (26) as the product of two other (‘transmission’) matrices of the same form

\[ T_{ij} = A_k \mathcal{G}(\tilde{p}_i - \tilde{q}_k, \tilde{Z} + \Sigma) \],

where \( \tilde{q} \) are a set of ‘inducing’ points, and \( A_k \) are a set of normalization constants which, along with \( \tilde{Z} \) and \( \Sigma_i \), are determined by requiring that

\[
\frac{K_{ij}}{\sigma^2} = \sum_k T_{ik} T_{kj} = \sum_k A_k^2 \mathcal{G}(\tilde{p}_i - \tilde{q}_k, \tilde{Z} + \Sigma) \mathcal{G}(\tilde{p}_j - \tilde{q}_k, \tilde{Z} + \Sigma) \\
\approx \int d\tilde{x} n_\tilde{x}(\tilde{x}) A^2(\tilde{x}) \mathcal{G}(\tilde{p}_i - \tilde{x}, \tilde{Z} + \Sigma) \mathcal{G}(\tilde{p}_j - \tilde{x}, \tilde{Z} + \Sigma) \\
= A_i^2 \mathcal{G}(\tilde{p}_i - \tilde{p}_j, \tilde{Z} + 2\Sigma + \tilde{Z}),
\]

where \( n_\tilde{x}(\tilde{x}) \) is the density of inducing points \( \tilde{q} \) around \( \tilde{x} \), and \( A^2 = n_\tilde{x}(\tilde{x}) A(\tilde{x}) \) is set to be independent of \( \tilde{x} \). The approximation becomes an equality as the inducing points become infinitely dense and cover the whole space. Comparing with equation (26), we can identify

\[
\tilde{Z} = \Sigma/2, \\
\tilde{Z} = \Sigma_i, \\
A(\tilde{q}_k) = A_k = \frac{\sqrt{2\pi\Sigma}}{\sqrt{n_\tilde{x}(\tilde{q})}}.
\]

This derivation is akin to the one presented by RW06, p. 84, and relates to the well-known fact that the squared-exponential covariance function corresponds to Bayesian linear regression on to an infinite linear combination of Gaussian basis functions.

3.5 Aside: source reconstruction and inducing points

As discussed, our source model can be interpreted as a regression on to a finite set of Gaussian basis functions each with kernel \( \Sigma = \Sigma/2 \) located at the inducing points and weighted by the source parameters. Intuitively, this corresponds to treating the source as a collection of (a finite number of) Gaussian ‘blobs’ attached to the inducing points and free to scale in intensity and with size fixed by the kernel. Thus, once the source parameters / weights (and hyperparameters) have been determined, the source surface brightness can be reconstructed at arbitrary locations \( \tilde{x} \) by evaluating all the basis functions at \( \tilde{x} \) and summing their contributions. This is succinctly expressed in matrix notation by simply replacing \( \tilde{p}_i \rightarrow \tilde{x} \) in equation (30) and then evaluating equation (28):

\[
\beta(\tilde{x}) = \sum_k T_k(\tilde{x}) \theta_k = \sum_k A_k \mathcal{G}(\tilde{x} - \tilde{q}_k, \Sigma/2) \theta_k.
\]

Note that here we do not include the ‘pixel shapes’ \( \tilde{Z} \), since we are directly evaluating the underlying surface brightness. Alternatively, we can assume that, in contrast to observational data, the source reconstruction is evaluated on a high-resolution regular grid for which the point approximation is adequate. This equation in fact defines a posterior distribution over the functions \( \beta(\tilde{x}) \), arising from the inferred posterior distribution of the source parameters, as appropriate for a process model. Furthermore, for fixed inducing points and covariance hyperparameters, this distribution will be Gaussian.

3.5.1 Reconstructed uncertainty

A well-known problem of basis function regression, and one of the main advantages of the full GP treatment, is that it is not well-suited for making predictions away from the inducing points, especially in the case of decaying bases like the squared exponential. It is plain to see from equation (35) that sufficiently far away from the data a source model as we describe, however trained, predicts unfaithfully \( f_s = 0 \), i.e. \( f \mid \emptyset \sim \delta(f) \), where \( \emptyset \) denotes the absence of data. Even though this is not unreasonable when it comes to the mean — indeed, the GP predictive mean also reverts to the prior (which is null in our case) away from data – it also paradoxically predicts with vanishing uncertainty, which is in stark contrast to the expected regularised way to the prior covariance of a true GP.

This is not a problem either for our stated goal of training a model that is then able to produce further training samples for substructure inference or for plotting the reconstruction in the image plane since these will only require evaluations at the same points as the model was trained. However, in plotting high-resolution source reconstructions (in the source plane), the uncertainty will be concentrated ‘unnaturally’ around the inducing points, an artefact further concealed by the integration over pixel areas during training (and when generating image-plane reconstructions). One solution might be to only evaluate the posterior at the inducing point locations and then perform mesh interpolation or kernel interpolation using the Gaussian indicators as kernels. However, this would defeat the philosophy of using processes for interpolation, and hence in figures, we still present the mean of the source reconstruction as derived from equation (35) while mesh interpolating only the predicted variance.

3.5.2 Choice of inducing points

Note also that the basis functions are entirely defined at the inducing points, without reference to the observational data: \( \tilde{Z} \) appear in equation (30) only to account for the integration over the pixel indicator functions and should in fact be regarded as part of the instrumental component of the model. This means that, even layer by layer, the inducing points, and crucially, their number, can be chosen freely. If, for example, only a small number (fewer than the image pixels) of inducing points is used, the model may be solvable exactly because of the reduced complexity of the inversion and determinant calculations: this is the so-called low-rank approximation, which we will explore in further work.

15 We use a simple density estimator based (in 2D) on the area of a circle reaching the 8th closest to \( \tilde{x} \), point in \( \tilde{q} \); we use \( k = 20 \).

16 And inducing points, if they are varied in the fit! This is a manifestation of the true VI spirit in which all the parameters are drawn at once, and then the model is run forward to produce a posterior sample. The variability of the inducing locations arises in our model since we ‘entangle’ them with the image-plane pixels, and those are differently de-projected to the source plane based on the concrete sample of lens parameters.

17 Even though the locations at which the source is evaluated will vary as the lens parameters are drawn from the posterior, in practice, they will do so by much less than the kernel size of the source-plane source, while the inducing points of the image-plane source are always ‘dragged’ along.
We employ two strategies of choosing the inducing points, which are useful for modelling source variations at different scales. The first is to fix \( \mathbf{q}^{(p)} = \mathbf{p} \), i.e. attach the source-plane Gaussians to the image pixels and have them move with the change of lens parameters. The advantages of this prescription are that it automatically results in a higher density of inducing points in highly magnified regions of the source plane, akin to triangulation schemes, but also reduces the correlations between the lens and source parameters by ‘dragging’ the observed flux along the source plane as the lens changes. We dub this GP configuration the image-plane GP (hence the subscript) and use it to model small-scale image variations.

However, this strategy is unsuitable for modelling variations on scales larger than the separation between the projected pixel locations, which can be very small in highly magnified source regions. Indeed, in a situation in which the inducing points are significantly closer than the kernel size \( \sigma \) of the GP layer, the Gaussians in the sum equation (35) overlap substantially, resulting in significant degeneracies between source parameters. While one option for mitigating this problem would be to use only a subset of the image pixels as inducing points, we instead introduce a large-\( \sigma \) layer with inducing points fixed to a pre-determined grid in the source plane with separation comparable to \( \sigma \). We call this source set-up the source-plane GP. Since we only use it to model large-scale variations, for this layer we drop the pixel shape contribution in equation (30), which corresponds to treating each basis function as approximately constant over the projected size of a single pixel.

### 3.6 Variational inference by ELBO maximization

The method of maximization of the evidence lower bound (ELBO) (Saul, Jaakkola & Jordan 1996; Jordan et al. 1999; Hoffman et al. 2013) is particularly suitable for fulfilling the two main goals of our source modelling: to provide an estimate of the posterior and optimize the source hyperparameters (which, in some sense, include the lens parameters). Traditionally, the latter is performed by maximizing the model evidence, and this is a natural outcome of ELBO maximization as the name suggests. The former is achieved by using a proposal distribution, the so-called variational posterior, \( q_\Phi (\Theta) \), to approximate the true posterior \( p(\Theta | d) \) of the model parameters \( \Theta \) and optimizing its parameters \( \Phi \) using gradient ascent on the function

\[
\text{ELBO}[p(\Theta, d), q_\Phi(\Theta)] = \mathbb{E}_{q_\Phi(\Theta)} [\ln p(d, \Theta) - \ln q_\Phi(\Theta)]. \tag{36}
\]

where \( p(d, \Theta) = p(d | \Theta) p(\Theta) = p(\Theta | d) p(d) \) is the joint likelihood of the generative model. The ELBO is thus composed of two terms: the overlap between the proposal and posterior (rescaled by the evidence) and the entropy of the proposal, both of which we, naturally, would like to maximize. More formally, it can be shown that the difference between the (logarithm of the) model evidence and the ELBO is the Kullback–Leibler (KL) divergence between the variational and true posteriors (Bishop 2006):

\[
\ln p(d) - \text{ELBO}[p(\Theta, d), q_\Phi(\Theta)]
= \mathbb{E}_{q_\Phi(\Theta)} [\ln q_\Phi(\Theta) - \ln p(\Theta | d)]
= \text{KL}[q_\Phi(\Theta) || p(\Theta | d)], \tag{37}
\]

which is strictly non-negative for any two distributions and zero only if they coincide. This not only justifies the ELBO’s name, but also means that ELBO maximization produces the optimal approximation of the posterior within the confines of the parametrization of the proposal.

#### 3.6.1 Stochastic gradient descent (SGD)

Note that, unlike typical marginalization where integration is performed over the model parameters and can often be intractable, the ELBO only requires samples from the proposal, which is usually much simpler and often represented by analytical distributions. Given a model \( p(d, \Theta) \) and a proposal \( q_\Phi(\Theta) \), however, it is often impossible to calculate the expectation value in the ELBO analytically, let alone its gradient with respect to \( \Phi \). Even if a Monte Carlo estimate is available, taking its gradient naïvely does not capture the dependence of the sampling function on \( \Phi \) and hence does not give the correct result.

There are two strategies to circumvent this, both of which express the gradient of the ELBO as an expectation of a ‘surrogate function’. The first approach, called black box variational inference (Ranganath, Gerrish & Blei 2013), uses

\[
\nabla_\Phi \text{ELBO}(\Phi) = \mathbb{E}_{q_\Phi(\Theta)}[(\nabla_\Phi \ln q_\Phi)(\ln p(\Theta, d) - \ln q_\Phi)], \tag{38}
\]

which is an unbiased estimate for general proposal and model and can be sampled using Monte Carlo. However, such estimates often suffer from large variance, especially when the proposal does not cover the majority of the posterior mass (e.g. in the early stages of a fit).

An alternative is to re-parametrize the proposal distribution so that its stochasticity is independent of the parameters we are taking a gradient with respect to (Kingma & Welling 2013). This ‘re-parametrization trick’ is applicable to the majority of common analytical distributions, for which sampling is implemented as a series of deterministic manipulations on a ‘unit’ random variable \( \epsilon \) that is usually uniform on \([0, 1)\) or \( \epsilon \sim \mathcal{N}(0, 1) \). Crucially, the distribution \( p(\epsilon) \) is not parametrized, and the gradient needs to ‘flow’ only through the deterministic transformations. Formally, this can be expressed as

\[
\nabla_\Phi (\mathbb{E}_{q_\Phi(\Theta)}[f(\Theta, \Phi)]) = \mathbb{E}_{p(\epsilon)}[\nabla_\Phi g(\Theta, \Phi, \epsilon)]
= \mathbb{E}_{p(\epsilon)}[\nabla_\Phi h(\Theta, \Phi, \epsilon)], \tag{39}
\]

whence we can again obtain a stochastic estimate of the required derivative via standard Monte Carlo methods. Of course, automatic differentiation is still practically indispensable in computing the gradient for any non-trivial model.

Both methods of SGD are implemented in the package PYRO with re-parametrized samples used where possible. Indeed, all the distributions that we use are re-parametrizable.

#### 3.7 Variational inference of a Gaussian process

According to the generative model equation (27), the posterior for the underlying function values \( f \), given an observation \( d \), has the form of a multivariate normal distribution (MVN) (RW06, section 2.2):

\[
p(f | d, S) = \mathcal{N}(\mu_f, V_f) \tag{40}
\]

with

\[
\mu_f = K(K + S)^{-1} d \tag{41}
\]

and

\[
V_f = K - K(K + S)^{-1} K. \tag{42}
\]

Since the source parameters \( \theta \) are related to \( f \) by a linear transformation, their posterior, too, will be multivariate normal. Hence, an MVN is the correct form to assume for the proposal distribution.

However, an MVN proposal requires fitting \( N(N + 1)/2 \) parameters of the covariance matrix, which cannot be stored in reasonable memory, let alone optimized in reasonable time. Therefore, we are forced to use a mean field approximation in which we treat the
Figure 5. Comparison of the exact GP solution of a 1-dimensional problem to variational approximations. The observed data (black dots) were drawn from a GP with two layers of sizes $\sigma_{(1)} = 0.2$ and $\sigma_{(2)} = 0.02$ and root variances $\alpha_{(1)} = 0.5$ and $\alpha_{(2)} = 0.2$ with noise $\epsilon = 0.15$ (shown as segments). The locations of the observations (every fourth one shown as a dash along the top of the top plot) imitate two overlapping magnified grids as in a lensing system. The central 95 per cent of the posteriors for $f(x)$ (marginalized over $f(x \neq x)$) are shown as shaded areas in grey (the exact solution equation 40), green (a variational fit with full covariance matrix), and red (with diagonal covariance). Solid lines trace the posterior means of the respective fits. All but the diagonal fit have the hyperparameters fixed at the true values. The bottom panel depicts the 1/sigma intervals normalized to the location and size of the exact solution. It also includes a diagonal fit with fixed true hyperparameters (yellow) and depicts the expected standard deviations of the diagonal fits from equation (45) as dashed lines. Finally, the red dotted line is the bias of the mean predicted by equation (46).

The posterior covariance as diagonal and use a univariate normal proposal distribution for each source parameter independently of the rest:

$$q_{\phi, \sigma^2}(\theta) = \prod_i \mathcal{N}(\theta_i \mid \hat{\theta}, \sigma^2)$$

where $\hat{\theta}$ and $\sigma^2$ are, respectively, the variational mean and variance vectors. A full analytical treatment of a variationally optimized GP, including detailed account of the ramifications of this choice, is presented in Appendix D.

### 3.7.1 Hyperparameter optimization

Hyperparameter optimization is a special case of Bayesian model selection, which is usually performed by maximizing the model evidence, thus accounting for the posterior uncertainties of the latent variables (in regular GP regression these are the function values, $f$, which we have reformulated in terms of the ‘source parameters’, $\theta$). However, variational inference does not have access to the true evidence, but only to the ELBO, which contains the additional KL divergence term. As discussed, the latter is null if and only if the variational posterior matches the true one, and in our case this cannot be achieved since we are forcing the proposal covariance to be diagonal. Hence, the KL divergence may (and indeed does) bias the model selection procedure.

As described in Appendix D, using a diagonal approximation to the covariance overestimates the posterior variance, and therefore the fit will attempt to diminish it, which it can achieve by decreasing the prior variance. Hence, we anticipate the recovered hyperparameter values, $\hat{\alpha}^2$, to scale inversely with the average number of correlated observations, $N_c$, with respect to the ‘true’ hyperparameters, $\alpha^2$:

$$\hat{\alpha}^2 \approx \frac{\alpha^2}{N_c}$$

In Appendix D1, we show that this is indeed so.

### 3.7.2 Example

An illustration of the validity of the variational approach to solving a Gaussian process and comparison with the analytical solution is presented in Fig. 5 for the case of a (relatively) small one-dimensional data set designed to model the main aspects of lensing images in the source plane. Given the true hyperparameters, a variational optimization with a full covariance matrix reproduces exactly the analytical solution within the domain of the data (i.e. not too far away from the observations), whereas a diagonal fit locates the mean but attains a constant uncertainty

$$\langle \sigma^2 \rangle \approx \frac{\alpha^2 N_c}{\alpha^2 + \epsilon^2}$$

as derived in Appendix D. There we also justify why this usually leads to an overestimation of the posterior variance of the function values, as can also be observed in Fig. 5; that is, our fitting strategy is usually conservative.

The uncertainties are somewhat reduced if the hyperparameters are also optimized. As discussed, this leads to a reduction of the prior variance, and hence, also of the posterior. However, this also means that predictions away from zero are more strongly penalized, which biases the mean with respect to the analytical treatment (observe the offset between the red and green lines in Fig. 5). As derived in
Appendix D2, the variational mean is a factor
\[
\frac{\mu_f | \tilde{\alpha}^2}{\mu_f | \alpha_0^2} = \frac{\alpha_0^2}{\epsilon^2 + \alpha_0^2}
\] (46)

smaller (in absolute value) than the analytical result. Evidently, the offset depends inversely on the signal-to-noise ratio, and hence we do not expect it to significantly bias the parameters we are actually interested in while fitting lensing images. Note, furthermore, that variational inference still recovers the exact posterior mean at the optimized values of the hyperparameters, so the bias is not due to the fitting procedure directly, but rather is a side effect of the different hyperparameters, themselves influenced by the additional KL term in the ELBO.

4 MOCK DATA ANALYSIS

While there are currently of the order of a hundred available observations of galaxy–galaxy lenses suitable for substructure detection (mostly contained within the SLACS (Bolton et al. 2006; Shu et al. 2017) and BELLS (Brownstein et al. 2012; Shu et al. 2016) optical surveys),18 instruments in the near future are expected to deliver hundreds of thousands more (Collett 2015). The main contributors are expected to be the Vera Rubin Observatory’s Legacy Survey of Space and Time (LSST; Ivezić et al. 2019) and the Euclid space telescope (Laureijs et al. 2011). The latter will in fact provide imagery of the necessary resolution and, more importantly, seeing to be directly usable for substructure modelling. On the other hand, the expected PSF of the LSST will be on the order of the Einstein radius for the majority of the discovered lenses, and so follow up will still be required. In that respect, the James Webb Space Telescope and the Extremely Large Telescope (ELT) will improve on the imaging capabilities of the Hubble Space Telescope (HST), with the latter expected to produce 10 arcsec × 10 arcsec diffraction-limited images (resolution is expected to be at least 2 mas (ELT Instrumentation), compared to Hubble’s 50 mas (ACS Handbook) and Euclid’s 100 mas (Euclid VIS Instrument).

In this section, we demonstrate that our pipeline is capable of rapidly analysing mock observations representative of what upcoming high-resolution telescopes such as ELT will produce. After describing our mock data set-up, we study a benchmark system in detail, showing that we can accurately fit the observation, recover the source light distribution, and precisely infer lens parameters with reasonable variational uncertainty estimates. We also comment on several key technical points, most importantly the independence of the lens parameters’ variational posteriors from the number of GP source layers. Fits for several other mock lensing systems are presented in Appendix A.

4.1 Data generation and source model

For our mock data, we assume a resolution of 12.5 mas, which is significantly larger than the expected size of ELT’s PSF (Davies et al. 2016), allowing us to neglect it at this stage. We generate images of size 400 × 400 pixels, spanning an area of 5 arcsec × 5 arcsec on the sky. In order to simulate integration of the light across the pixel areas and to avoid pixelation artefacts, we initially generate the mock observation at 10 times higher resolution and then downsample to the target size by local averaging. We set the noise level so that (after downsampling) the brightest pixel has a signal-to-noise ratio (SNR) of ~30, in line with HST observations of the SLACS lenses.19

The properties of the lensing system are representative of the expected distribution of strong galaxy–galaxy lenses detectable by next generation instruments, as derived by Collett (2015). Specifically, we set an Einstein radius \( \theta_E \sim 1.5 \text{ arcsec} \) and the size of the unensolved lens source 0.4 arcsec.20 The other parameters of the SPE lens and the external shear are drawn at random from the priors listed in Table 2. As a source we use high-resolution public domain galaxy images. For the main example we interpolate over a post-processed 1185 × 1185 HST image (STScI 2002-21) of Hoag’s object (Hoag 1950), converted to grayscale. We choose this object because it combines a largely featureless ‘early-type’ core with a featureful ‘late-type’ star-forming ring, which allow us to test the model simultaneously in both relevant regimes of image complexity. Lastly, we do not model the lens galaxy’s light at this stage,21 assuming it has been perfectly accounted for in a preprocessing step as in Bolton et al. (2006). Fig. 6 displays the mock observation, source, critical curve, and caustic.

Finally, we create a mask22 for our observation by first applying a ~35 mas Gaussian blur to the observation and keeping only the pixels with SNRs larger than 1.

In the fits, we model the source via a multilayer image-plane GP and a single source-plane GP (see Section 3.5). We set the kernel size of the latter to \( \sigma_{\text{op}} = 40 \text{ mas} \), while for the former we use

<table>
<thead>
<tr>
<th>Prior</th>
<th>Fit</th>
<th>True</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi_{0,x} )</td>
<td>( U(-0.2, 0.2) )</td>
<td>(-0.0704 \pm 0.0001)</td>
</tr>
<tr>
<td>( \xi_{0,y} )</td>
<td>( U(-0.2, 0.2) )</td>
<td>(-0.0193 \pm 0.0002)</td>
</tr>
<tr>
<td>( q )</td>
<td>( U(0.1, 1) )</td>
<td>(0.2755 \pm 0.0003)</td>
</tr>
<tr>
<td>( \psi )</td>
<td>( U(0, 2\pi) )</td>
<td>(1.7420 \pm 0.0004)</td>
</tr>
<tr>
<td>( \theta_E )</td>
<td>( U(1, 1.7) )</td>
<td>(1.847 \pm 0.0002)</td>
</tr>
<tr>
<td>( y )</td>
<td>( - )</td>
<td>(2.2193)</td>
</tr>
</tbody>
</table>

Table 2. List of lens parameters, their priors, true values in the mock image of Hoag’s object, and results of the final fit with three image-plane GP layers. The ‘fit’ column quotes the means and standard deviations derived from the fitted multivariate proposal described in the text.

19Our mock observation has an overall SNR of about 700 summed over the pixels that contain significant light from the source (as defined by the masking procedure described in this section).

20At source and lens redshifts of \( z_{\text{src}} \sim 0.6 \) and \( z_{\text{sens}} \sim 2.5 \), corresponding to the modes of the respective distributions for all galaxy–galaxy lenses in the Universe, these values imply a lens mass (within the Einstein radius) of \( \sim 6 \times 10^{13} \text{ M}_\odot \) and physical radius of the source galaxy of ~30 kpc.

21In our framework foreground light could be accounted for by a GP source located in the image plane, possibly in combination with an analytical model. In future work, we plan to implement this, while modelling simultaneously multwavellenght observations to facilitate the separation of foreground from source light.

22Everywhere ‘masked’ refers to the region of high SNR, which we include in the analysis, and ‘masked out’ refers to the remainder of the image.
a geometric progression of spatial scales ranging between 10 and 2 mas. The layer sizes span from ~1/6 to ~3 times the image pixel size and thus allow simultaneously modelling highly magnified areas in detail and the large-scale appearance of the source. We test from one (either on the small or the large end of the size range, indicated by subscripts ‘s’ and ‘b’, respectively) up to eight image-plane layers. The image-plane GP is set up to only model the masked pixels, i.e. the ones with a significant source-light contribution, which are also used as inducing points. In contrast, the source-plane source is evaluated across the whole image, and its grid of inducing points has a size of 40 × 40 with a separation of 30 mas, spanning an area about 20 per cent larger than the images used for mock data generation. The variance hyperparameter \( \alpha_{\text{sp}} \) is initialised to 10 times the noise level (similar to the highest SNR) for the source-plane GP and to the level of the observational noise for the image-plane GP layers.

### 4.2 Variational posterior

The slope \( \gamma \) has a complex degeneracy with the source, related to the mass-sheet and source-position transformation degeneracies (Falco et al. 1985; Schneider & Sluse 2014). Breaking it requires additional information or assumptions on e.g. the dynamics of the lens galaxy (Barnabé & Koopmans 2007; Barnabé et al. 2009; Enzi et al. 2020). For simplicity in the current work, we do not optimize \( \gamma \) but instead fix it to the true value from Table 2. For the remaining seven lens parameters we use a multivariate normal (MVN) proposal distribution, while we optimize the GP source parameters \( \theta_{(s)} \) via a diagonal normal proposal, as discussed in Section 3. However, since the source-plane GP layer has relatively few (\( \mathcal{O}(1) \) with the number of image pixels) source parameters, it is computationally feasible to at least partly model their off-diagonal covariance and their correlation with the lens parameters. We achieve this by using a ‘partial’ MVN proposal:

\[
\Theta_{\text{Lens}}, \theta_{(sp)} \sim \mathcal{N} \left[ \begin{pmatrix} \hat{\Theta}_{\text{Lens}} \\ \hat{\theta}_{(sp)} \end{pmatrix}, LL^T \right],
\]

where

\[
L = \begin{pmatrix} L_{\text{lens}} & 0 \\ C & \Sigma_{\theta_{(sp)}}^{1/2} \end{pmatrix}
\]

is the scale matrix of the MVN with \( L_{\text{lens}} \) an \( N_{\text{lens}} \times N_{\text{lens}} \) lower triangular matrix with positive diagonal entries (‘lower Cholesky’), \( \Sigma_{\theta_{(sp)}} \) a diagonal matrix with \( \alpha_{\theta_{(sp)}} \) on the diagonal, and \( C \) the \( N_{\text{grid}} \times N_{\text{lens}} \) matrix correlating the lens and the source-plane source. Under this proposal the covariance of \( \Theta_{\text{Lens}} \) is \( L_{\text{lens}}L_{\text{lens}}^T \), while that of \( \theta_{(sp)} \) is \( \Sigma_{\theta_{(sp)}} + CC^T \), so apart from the lens-source correlations, \( C \) also accounts for a part of the full posterior GP covariance. Exploring more flexible variational posteriors (based e.g. on normalizing or autoregressive flows (Papamakarios et al. 2021; Bond-Taylor et al. 2021) capable of better accounting for the most important correlations between source parameters is left for future work.

Thus, our full variational posterior can be written as

\[
q_\phi(\Theta, \mathcal{Z}) = q_{\text{Lens}, q_{\text{GP}}(\Theta_{\text{Lens}}, \theta_{(sp)})} \times \prod_{k \neq sp} \mathcal{N} \left( \theta_{(k)} | \hat{\theta}_{(k)}, \sigma_{\theta_{(k)}}^2 \right),
\]

\[
\times \prod_{k} \delta(\alpha_{(k)} | \hat{\alpha}_{(k)}),
\]

Here, the last line is a technical way to write the optimization of hyperparameters, for which a posterior is not derived. The complete set of variational parameters \( \Phi \) are listed in Table 3.

Finally, we note that the parameter constraining functionality of PYTORCH/PYRO was used to ensure that samples for the lens parameters always fall within the domains of the respective priors (listed in Table 2). This is implemented by transforming the values after they have been sampled from the proposal, which means that in fact the samples do not follow the distribution as written in equation (49). However, since \( q \) is Gaussian, and the posterior uncertainties we obtain are very small in comparison with the prior ranges, the transformation amounts to no more than a linear rescaling of the uncertainty parameters (and a transformation of the means), which we take into account when plotting and citing the posteriors. Furthermore, we account for the transformation Jacobian while fitting by explicitly adding it to the loss.

### 4.3 Optimization and initial fit problem

We optimize the model in stages using Adam (Kingma & Ba 2014) with the default PYTORCH settings. Initially, we remove the small-scale (image-plane) GP layers and fit only the variational posterior parameters for the lens and source-plane GP in order to obtain an estimate of the lens parameters and the large-scale appearance of the source. We find that, starting from Einstein radius and lens position randomly sampled within the respective priors and a null external shear, the fit is generally able to discover the true values for these parameters. However, it is necessary to have prior estimates of the axial ratio \( q \) within \( \sim 0.1 \) and of the position angle \( \psi \) within \( \sim 0.5 \) rad; otherwise, the fit usually gets stuck in a local minimum. This could potentially be obtained with neural networks (e.g. from Hezaveh et al. 2017) or by using the lens galaxy’s light [in which case the possibility of misalignment must be considered (Velliscig et al. 2015; Liao et al.)].

Note that this concerns the lens parameters, which have a nonlinear effect on the loss, rather than the source reconstruction, which, as mentioned, is linear and always succeeds, even for non-sensical lenses: for example, the GP can usually faithfully reproduce the image as-is without requiring a lens, but with a much higher loss than when the correct lens is used.
Table 3. Parameters of the variational posterior, \( \Phi \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Initial</th>
<th>Size</th>
<th>Size</th>
<th>Constraint</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_{\text{scale}} )</td>
<td>( N_{\text{scale}} )</td>
<td>7</td>
<td>Prior domain</td>
<td>Mean lens parameters (see Table 2)</td>
<td></td>
</tr>
<tr>
<td>( \theta_{\text{scale}} )</td>
<td>( N_{\text{scale}}(N_{\text{scale}} + 1)/2 )</td>
<td>28</td>
<td>Lower Cholesky</td>
<td>Scale matrix of lens parameters</td>
<td></td>
</tr>
<tr>
<td>( \theta_{\text{scale}} )</td>
<td>( N_{\text{grid}} )</td>
<td>1600</td>
<td>–</td>
<td>Mean for source-plane GP</td>
<td></td>
</tr>
<tr>
<td>( \theta_{\text{scale}} )</td>
<td>( N_{\text{grid}} \times N_{\text{scale}} )</td>
<td>11200</td>
<td>–</td>
<td>Lens-source covariance</td>
<td></td>
</tr>
<tr>
<td>( \theta_{\text{scale}} )</td>
<td>( N_{\text{grid}} \times N_{\text{scale}} )</td>
<td>( \Theta(10^5) )</td>
<td>Positive</td>
<td>Means for image-plane GP layers</td>
<td></td>
</tr>
<tr>
<td>( \theta_{\text{scale}} )</td>
<td>( N_{\text{grid}} \times N_{\text{scale}} )</td>
<td>( \Theta(10^5) )</td>
<td>Positive</td>
<td>St. dev. for image-plane GP layers</td>
<td></td>
</tr>
<tr>
<td>( \theta_{\text{scale}} )</td>
<td>( N_{\text{grid}} \times N_{\text{scale}} )</td>
<td>( \Theta(10^5) )</td>
<td>Positive</td>
<td>Variance hyperparameters of GP</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 7.** Loss history of our fits to the image of Hoag’s object. The left-hand panel is the initial fit stage and shows 100 trials with lenses initialized at random from the prior (but see the text). The lines are colour-coded according to the current learning rate. At step 2000, we discard any fit that has not achieved a minimum loss indicated by the dashed red line. The right-hand panel shows the subsequent fitting of the full variational posterior including image-plane coarse parameters (in the shaded area it was trained without varying the rest of the model) for different numbers of layers. We reset the training to \( \lambda = 10^{-3} \) every 10000 steps, hence the spikes. All losses have been smoothed over 100 iterations and shifted by an arbitrary constant for presentation.

We do not purshc this further for now and point out that since the local minima have a substantially higher loss value than the global one, and it can be determined with certainty whether the fit has entered one of them within a few thousand steps (see Fig. 7), which usually take about a minute, a brute force initial search is a viable simple strategy.

Moreover, we examine the robustness and convergence properties of initial fits, when they indeed locate the global optimum. Starting at a learning rate of \( \lambda = 10^{-2} \), we let PYTORCH’s ReduceLRonPlateau reduce it when the loss does not change significantly down to \( \lambda = 10^{-4} \) over the span of 20000 fitting steps. These fits usually take around 10 min on a single Titan RTX GPU. As seen in the left-hand panel of Fig. 7, the final loss is consistent within a scatter of \( \sim 100 \) despite the random initialization. Furthermore, for our mock observation, the approximate posteriors derived from these initial fits (depicted as pale red to green ellipses in the corner plot below) are consistent and unbiased, having uncertainties in the third decimal.

In the next stage of fitting, we reintroduce the image-plane source and optimize its variational parameters for 5000 steps at a \( \lambda = 10^{-2} \), while keeping the parameters of the proposal related to the rest of the model fixed. This stage is represented in the shaded area of Fig. 7. After that we train all parameters, starting at \( \lambda = 10^{-3} \) and again reducing it automatically upon encountering a plateau in the loss. In this stage, we use four samples (instead of one for the previous stages) to estimate the gradient of the ELBO in equation (39) in order to constrain better the posterior (co)variances. We find that in general the loss stabilizes after about 10000 steps and starts decreasing exponentially slowly. After \( \sim 50000 \) more steps all fits reached a rate of decreasing loss of \( \mathcal{O}(10) \) per 10000 steps, and so we stopped them arbitrarily at this point.

As expected, introducing more GP layers leads to a lower overall loss and a better data reconstruction loss in particular (see Fig. B2). However, if a few layers are already present, the improvements are minimal.

4.4 Final results

The final fit to the mock image of Hoag’s object is depicted in Fig. 8 and the source reconstruction by layers in Fig 9. More examples are presented in Appendix A. The mean and standard deviation images were computed using 100 samples of the lens and source parameters from the approximate posterior. For the image-plane reconstruction (top row of Fig. 8) these were processed by the whole model in order to calculate the corresponding noiseless lensed image. We find that the posterior mean reproduces the observation with high fidelity and residuals dictated by the observational uncertainty. Furthermore, we find no evidence for an overall systematic bias of the reconstructed flux (see Figs 10 and 11).

Using the same samples, we apply equation (35) over a fine grid in the source plane in order to obtain high-resolution source reconstructions, which can be thought of as samples from the approximate posterior for the flux in the source plane. Its statistics are presented in the second row of Fig. 8. As in the image plane, the mean is an unbiased estimator of the true source flux, and the standard deviation is below the observational noise level, further decreasing in areas of higher projected pixel density, especially near caustics. Still, we refer the reader to Section 3.5.1 for the caveats relating to source-plane flux reconstruction.

\[ \text{Equation (35)} \]

\[ \text{Approximate posterior for the flux in the source plane.} \]

\[ \text{Statistics are presented in the second row of Fig. 8.} \]

\[ \text{As in the image plane, the mean is an unbiased estimator of the true source flux,} \]

\[ \text{and the standard deviation is below the observational noise level, further decreasing in} \]

\[ \text{areas of higher projected pixel density, especially near caustics.} \]
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\[ \text{Equation (35)} \]

\[ \text{Approximate posterior for the flux in the source plane.} \]

\[ \text{Statistics are presented in the second row of Fig. 8.} \]
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Figure 8. Mock ELT image reconstruction in the image plane (top row) and source plane (bottom row). The middle two columns depict the mean and standard deviation of images derived from 100 samples from the trained variational posterior with three small-scale GP layers. All the fluxes, as well as the residuals in the rightmost column, have been normalized by dividing by the observational noise $\varepsilon$. See Section 3.5.1 for a note and caveat about the source-plane reconstruction uncertainty.

Figure 9. Source reconstruction split across the different layers: the 'source-plane source', evaluated on a regular grid as shown, and three 'image-plane' layers, induced at the projected pixel centres. The bottom row shows the posterior mean of each layer, derived from samples as in Fig. 8, with the standard deviation above it. A circle in the upper right corner indicates the kernel size of the respective layer. Note that the smaller-scale layers are less prominent in terms of both mean flux (see the diminishing colourbar range), and noise contribution (the dimming of the top row), which means that the hyperparameter optimization correctly regularizes the additional irrelevant parameters (indeed, we see that this is the case with up to eight layers). Notes: All fluxes (colour scales) are in units of the observational noise. See Section 3.5.1 for a note and caveat about the source-plane reconstruction uncertainty.

We observe that our model does not reproduce the details of the source to arbitrarily small spatial scales, as evidenced by the presence of abnormally negative residuals in Fig. 10 (see also panel h. in Fig. 8), irrespective of the fact that we do include GP layers with sufficiently small kernel sizes. There are multiple reasons for this, the first one being that the resolution of the observation, projected onto the source plane, imposes a resolution limit for the reconstruction. This limit, furthermore, varies across the source plane, depending on
In the figure, the multiplicity of the projection and the magnification. Secondly, the uncertainty in the lens parameters smear details in the source plane over the scale of the induced variations of the projected locations of the pixels. We attempt to account for these by comparing the source reconstruction not to the original high-resolution image, but with a Voronoi tessellation of the observed fluxes projected on to the source plane.

The remaining residuals arise because real sources are not, in fact, samples from the model that we use for inference. A similar problem was tackled by Nightingale et al. (2018) by scaling the data variance: an approach applicable in our framework as well. We can, however, extend our modelling in two further aspects to better reconstruct isolated details. First, since the power of fluctuations on a scale of the kernel size ($\sigma_{(kl)}$) varies across the source, we can introduce spatial dependence of the variance hyperparameter: $\alpha^2(x)$, to better capture local GP properties. Second, the form of the flux distribution, especially in detailed areas, may not be normal, and so we could replace the prior of the source parameters by a distribution with controllable probability mass in the tails (e.g. Student’s $t$ distribution). Both extensions are easy to implement (the latter is trivial from a forward-modelling perspective) and will not slow down inference.

Crucially for the purposes of subsequent substructure analysis, the fits also produce an estimate of the uncertainty of the reconstruction (panels c and g of Fig. 8). We find that the standard deviation of the reconstructions is usually below the observational noise level and that, furthermore, it is a conservative estimate: as seen in the histograms of Fig. 11, the true flux is more tightly distributed around the posterior mean than expected from the respective normal distribution.

We also examine the effect of having a different number of image-plane GP layers and find that the reconstructions are all almost equally good, except for the case of a single small-scale layer of $\sigma = 2$ mas (labelled 1), owing to the fact that the most relevant variations are captured by the source-plane and largest image-plane layers. We observe that in general all layers are assigned non-negligible power, with the total (corresponding to the total amount of detail in the image) roughly preserved (see Fig. B1).
Figure 12. Variational posteriors for the lens parameters of the mock ELT observation of Hoag's object. The paler lines come from the (successful) 'initial fits' and are colour coded from red to green according to the average loss value of the last 100 steps (green is lower loss), while the thicker lines come from the final posteriors with number of small-scale GP layers as indicated in the legend. Contours in off-diagonal panels encompass 95 per cent of the approximate posterior probability, while the diagonal plots depict the marginal PDFs (in different arbitrary units for each panel). Black lines are placed at the true values.

Similarly, all fits (except for 1s) have comparable uncertainty in the reconstruction. Even though each image-plane GP layer contributes a number of free parameters comparable to the size of the data, the model does not overfit the data because it is optimized variationally, and even though the small-scale layers are uncorrelated and weakly constrained, optimizing their variance hyperparameters prevents them from contributing excessive noise to the reconstruction (see Fig. 9).

Finally, we present the full approximate posterior for the lens parameters from all fits in Fig. 12. In general, adding a small-scale GP source lowers the uncertainties with respect to the initial (source-plane source only) fit by a factor ∼3–5, while remaining unbiased. The final posteriors are similar across the fits with different number of small-scale layers with only slight improvement noticeable with the increase of layer count. Again the exception is $N_l = 1_s$, which still improves upon the initial fit but by a smaller factor, while remaining unbiased.

5 CONCLUSION

Our aim with this work was threefold: (1) to present a fully differentiable pipeline for the analysis of strong lensing images, (2)
to introduce Gaussian processes (GPs) as a statistical model for the surface brightness of the source, and (3) to lay the foundations for targeted generation of training data for neural inference models.

Based on the deep learning framework PYTORCH, our simulator code allows gradients to be calculated automatically for arbitrary lensing and instrumental set-ups, while benefitting from trivial parallelization on graphical processors. This enables powerful statistical methods like variational inference, which optimizes a lower bound on the Bayesian evidence (ELBO) and thus enables posteriors to be derived for all lens and source parameters simultaneously with the optimization of any relevant hyperparameters. The probabilistic programming approach of PYRO integrates tightly with the PYTORCH ecosystem and enables the physics simulator and inference machinery to use the same code, resulting in fast analyses that scale to the high-resolution, large data sets that will be produced by upcoming telescopes.

At the same time Gaussian processes provide a principled non-parametric Bayesian framework for learning correlation structures directly from data, while quantifying the reconstruction uncertainty. The hyperparameters we have used admit straightforward interpretation as the spatial scales on which the source light varies and the amplitudes of these variations. Computing the exact GP covariance matrix, however, is computationally expensive since beyond the intrinsic correlations of the source on different spatial scales, it must also account for the overlaps between pixel projections in the source plane. Furthermore, the full GP likelihood is accessible only through a matrix inversion and determinant calculation, both of which have prohibitive complexity. Hence, we have resorted to a number of approximation techniques, which we have introduced and validated:

(i) By rephrasing exact GP as basis function regression defined over a set of inducing points, we have constructed a source model whose (hyper-)parameters can be optimized via gradient descent, circumventing inversion and determinants.

(ii) We have introduced an accurate approximation scheme for integrating the flux across a pixel’s projected area, replacing computationally intensive oversampling and iterative methods with PYKEOPS-based GPU routines that fit seamlessly in the overall autodifferentiable framework.

(iii) We have refined the standard Gaussian covariance function into a set of layers to allow for a flexible effective GP kernel, modelling multiple relevant scales simultaneously and automatically adjusting their relative contributions.

(iv) Lastly, for the different layers we have used two strategies for choosing inducing points: for fast reconstruction of the source’s large-scale appearance we have defined a fixed grid, while for recovering fine details we have allowed inducing points to move with the fitting of the lens. The latter has the effect of focusing the inducing points on to the relevant highly magnified regions while also reducing correlations between the source parameters and the lens. We have also used a proposal posterior for VI that partially captures these correlations.

Combining GPs and VI, we have been able to reconstruct observations down to the noise level (Fig. 8) while making unbiased inferences for the main lens parameters (Fig. 12) from high-resolution mock observations. We have shown that the results depend only weakly on how the source layers are configured and that adding many small-scale layers has only a marginal impact on the residuals. Meanwhile, optimizing their variance hyperparameters effectively prevents them from contributing excessive noise. Through analytic arguments and numerical one-dimensional tests, we have demonstrated that the uncertainties of the variational posteriors for the source parameters are conservative. While recognizing that replacing the GP marginal likelihood with the ELBO biases the GP hyperparameters and flux reconstructions towards zero, we have shown that the offset scales inversely with the observation’s signal-to-noise ratio, and so we do not expect it to significantly impact our analysis. We have found our modelling sufficient to obtain unbiased lens parameter estimates with resolution-limited precision. More complex lens models and proposal posteriors could be employed in future work if necessary.

The computational efficiency of the pipeline allows obtaining reasonable lens parameter posteriors in ~10 min with full convergence in a few hours. Importantly, the runtime of the pipeline scales linearly with model complexity, making it imminently applicable to more realistic analysis configurations. We will extend fits to multiband observations with non-trivial instrumental effects (a realistic point-spread function, for example), explore more complex main lens models, and include the lens galaxy’s light in follow-up work. Additionally, we plan to improve modelling of the smallest-scale source details, which are difficult to fully resolve at present.

Lastly, our main scientific goal is to make inferences about dark matter substructure and ultimately the fundamental features of dark matter. A simultaneously accurate and precise reconstruction of the source and main lens in all their complexity is crucial for detections of the percent-level fluctuations introduced by substructure. Furthermore, due to the statistical challenges of the substructure inference problem itself, the approaches best suited for tackling it require a wealth of well-targeted but also realistic training data, which our variational source analysis is well-positioned to deliver. In upcoming work, therefore, we will use the pipeline presented here as a targeted simulator (Coogan et al. 2020) to generate training data to teach neural networks to make substructure inferences, enabling heretofore intractable analyses.
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APPENDIX A: GALLERY OF MOCK ANALYSES

We present a gallery of mock strong-lensing observations based on various high-resolution galaxy images (Fig. A1) with arbitrary lens parameters from the priors in Table 2, to which we perform fits with the same methodology as described in Section 4, using \( N_i = 3 \) image-plane layers and a single source-plane layer. Once again we are able to quickly obtain very precise and accurate lens parameter posteriors, starting from reasonable guesses for \( q \) and \( \phi \) and random guesses for the other parameters. We are able to fit the observation at the noise level and derive uncertainties. In the case of NGC 4414, the ‘raw’ uncertainties approach the original resolution at which the mock image was created, and so we put a lower bound on them by artificially introducing ‘sub-pixel’-localization noise on the sampled lens parameters. In all cases, we can reproduce small-scale details of the source galaxies (Figs A2–A5) with the same caveats as discussed in Section 4.

Figure A1. Mock observations of top to bottom: the Antennae galaxies (STScI 2006-46), Arp142 (STScI 2013-23), Arp148 (STScI 2008-16), and NGC 4414 (STScI 1999-25).
Figure A2. Fit to the mock observation of the Antennae galaxies. See Fig. 8 for details.

Figure A3. Fit to the mock observation of Arp142. See Fig. 8 for details.
Figure A4. Fit to the mock observation of Arp148. See Fig. 8 for details.

Figure A5. Fit to the mock observation of NGC 4414. See Fig. 8 for details.
Due to the automatic regularization via the optimization of the variance hyperparameters, the overall ‘power’ accounted for by the source model (related to the area under the curve in Fig. B1) is kept roughly constant and is simply redistributed across the layers. Furthermore, we reiterate that the additional many parameters, which for the smallest layers are independent of one another and largely unconstrained by data, neither lead to overfitting, nor contribute excessive predictive variance, and so the reconstructions and the associated losses remain similar.

**APPENDIX C: WINDOWING NORMALIZATION DERIVATION**

Due to conservation of surface brightness, the brightness received in pixel $i$ is the integral over the pixel area in the image plane of the source surface brightness at the projected locations in the source plane; i.e.

$$f_i \propto \int d\vec{x} w_i(\vec{x}) \beta(\vec{x}).$$

where $\vec{x}$ is an image-plane and $\vec{X}$ a source-plane coordinate, $\beta$ is the source surface brightness, and $w_i$ is the pixel’s image-plane indicator function, which is simply 1 inside the pixel and zero outside. The coordinate transformation $\vec{x} \rightarrow \vec{X}$ introduces a factor equal to the magnification from equation (8), which can be approximated by the ratio of image-plane to source-plane pixel areas:

$$f_i \propto \int d\vec{x} \frac{d\vec{x}}{d\vec{X}} w_i(\vec{X}) \beta(\vec{X}) \propto \int d\vec{x} w_i(\vec{x}) \beta(\vec{x}).$$

From here we can identify $w(\vec{x}) \propto w_i(\vec{X})/A_i$ with $A_i$ the projected (source-plane) pixel area. This is a function that is still zero outside the pixel but has a value $A_i^{-1}$ inside, which leads to the normalizations

$$\int d\vec{x} w_i(\vec{x}) \propto 1 \quad \text{and} \quad \int d\vec{x} w_i^2(\vec{x}) \propto A_i^{-1}$$

with the same coefficient of proportionality for which it is only important not to depend on the projected pixel properties, i.e. on the kernel.

The first condition is trivially satisfied by a properly normalized Gaussian. Plugging equations (22) and (25) into the second condition, we can verify:

$$\int d\vec{x} w_i^2(\vec{x}) = \int d\vec{x} [G(\vec{x} - \vec{p}_i, Z_i)]^2 = \left( \frac{1}{\sqrt{2\pi} Z_i} \right)^2 \int d\vec{x} \exp \left( -\frac{\vec{x}^\top (2Z_i^{-1}) \vec{x} }{2} \right)$$

$$= \left[ \frac{1}{2\pi Z_i} \frac{Z_i}{2} \right] = \frac{1}{\sqrt{4\pi} Z_i} = \left| \vec{a}_i \vec{a}_i^\top + \vec{b}_i \vec{b}_i^\top \right|^2$$

$$= \left[ (a_{i,x}^2 + b_{i,x}^2) (a_{i,y}^2 + b_{i,y}^2) - (a_{i,x} a_{i,y} + b_{i,x} b_{i,y})^2 \right]^{1/2}$$

$$= \left[ (a_{i,x} b_{i,y} - a_{i,y} b_{i,x})^2 \right]^{1/2} = \left| \vec{a}_i \vec{b}_i \right| \approx A_i, \quad \text{QED. (C4)}$$

In the last line, it is presumed that the pixel is a parallelogram with sides $\vec{a}_i$ and $\vec{b}_i$.

**APPENDIX D: ANALYTICAL TREATMENT OF A VARIATIONALLY OPTIMIZED GAUSSIAN PROCESS**

An exact multilayer GP has a (prior) covariance matrix that is the sum of the covariances for the different layers: $K = \sum_{k=1}^N K_k$. We assume that each covariance layer can be factorized into the outer product of a transfer matrix with itself: $K_k = \alpha_k^2 T_k T_k^\top$, and instead define a generative model under which $f \equiv \sum_k T_k \beta_k$. These equations can be conveniently recast in matrix form by defining $T$ and $\theta$ to be the concatenation of the transfer matrices (row-wise) and the source parameters of all layers:

$$T \equiv \begin{pmatrix} T_{(1)} & T_{(2)} & \ldots & T_{(N_l)} \end{pmatrix}.$$  \hfill (D1)

Assuming we are away from critical lines/caustics and the transformation is well-defined.
\[ \mathbf{\theta}^\top = (\mathbf{\theta}_1^\top) \quad (\mathbf{\theta}_2^\top) \ldots \quad (\mathbf{\theta}_n^\top) \]  

The transformation equation is then the familiar \( f = \mathbf{T} \mathbf{\theta} \). On the other hand, the total covariance can be written as \( \mathbf{K} = \mathbf{T} \mathbf{A}^2 \mathbf{\Sigma}_2 \mathbf{T}^\top \) by defining \( \mathbf{A}^2 \) to be an \( N \times N \) block diagonal matrix with \( \sigma^2_{\theta,i} \mathbf{I}_{N_i} \) on the diagonal. Given that the transformation is linear, it is also applicable to the posterior means, i.e.

\[ \mathbf{\mu}_f = \mathbf{T} \mathbf{\mu}_\theta. \]  

Similarly, for the posterior variance, which for the underlying function values is given in equation (40),

\[ \text{Var}_f(\mathbf{T}\mathbf{\theta}) = \mathbf{T} \mathbf{V}_\theta \mathbf{T}^\top \]

\[ \text{Var}_f(f) = \mathbf{K} - \mathbf{K} (\mathbf{K} + \mathbf{S})^{-1} \mathbf{K} = \mathbf{T} \left[ \mathbf{A}^2 - \mathbf{A}^2 \mathbf{T}^\top (\mathbf{K} + \mathbf{S})^{-1} \mathbf{A}^2 \right] \mathbf{T}^\top \]

\[ \Rightarrow \mathbf{V}_\theta = \mathbf{A} \left[ \mathbf{I}_{N \times N} - \mathbf{A} \mathbf{T}^\top (\mathbf{K} + \mathbf{S})^{-1} \mathbf{A} \right] \mathbf{A} \]

\[ = (\mathbf{A}^2 + \mathbf{T}^\top \mathbf{S}^{-1} \mathbf{T})^{-1}. \]  

ELBO maximization in this case can be considered analytically by examining the KL divergence between the MVN true posterior and a diagonal approximation. It is given by (Hershey \\& Olsen 2007)

\[ \text{KL}[\mathcal{N}(\mathbf{\mu}_\theta, \mathbf{\Sigma}_\theta) \mid \mid \mathcal{N}(\mathbf{\mu}_\theta, \mathbf{V}_\theta)] = \frac{1}{2} \left( \text{tr}(\mathbf{V}_\theta^{-1} \mathbf{\Sigma}_\theta) + (\mathbf{\theta} - \mathbf{\mu}_\theta)^\top \mathbf{V}_\theta^{-1} (\mathbf{\theta} - \mathbf{\mu}_\theta) - \ln \det \mathbf{V}_\theta \right) - \frac{1}{2} \ln (2\pi e), \]  

where for notational convenience we use \( \mathbf{\Sigma}_\theta \) to denote a matrix with \( \sigma^2_{\theta,i} \) as diagonal entries.\(^{29}\) Evidently, this KL divergence is minimized when the true mean is recovered, i.e. \( \hat{\mathbf{\theta}} = \mathbf{\mu}_\theta \). Minimizing with respect to the variational (co)variance leads to

\[ \sigma^2_{\theta,ij} = \frac{1}{(\mathbf{V}_\theta^{-1})_{ii}} \left( \mathbf{A}^2 + \mathbf{T}^\top \mathbf{S}^{-1} \mathbf{T} \right)_{ii} \overrightarrow{A} \]

\[ = \frac{1}{(\mathbf{V}_\theta^{-1})_{ii}} \left( \mathbf{A}^2 + \mathbf{T}^\top \mathbf{S}^{-1} \mathbf{T} \right)_{ii} \overrightarrow{A} \]

\[ \Rightarrow \sigma^2_{\theta,ij} = \sigma^2_{\theta,ij} + \epsilon^2. \]  

We note that, by the Schur complement formula\(^{30}\) (Cottle 1974), this is smaller than the marginal variance of the true posterior \( \mathbf{V}_{\theta,ij} \), and so as expected of a mean-field approximation, the per-parameter variance is underestimated.

However, we are interested instead in the reproduced posterior covariance of the function values, i.e.

\[ \text{Var}_f(f) = \mathbf{T} \mathbf{\Sigma} \mathbf{T}^\top, \]  

\[ \text{KL}[\mathcal{N}(\mathbf{\hat{\theta}}, \mathbf{\Sigma}_\theta) \mid \mid \mathcal{N}(\mathbf{\mu}_\theta, \mathbf{V}_\theta)] = \ln |\mathbf{V}_\theta| - \ln |\mathbf{\Sigma}_\theta| - N. \]  

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]  

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]  

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]  

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]  

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]  

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]

\[ \min_{\theta, \Sigma} \text{KL}[\mathcal{N}(\hat{\theta}, \Sigma) \mid \mid \mathcal{N}(\mu, V)] = \ln |V| - \ln |\Sigma| - N. \]
and a proportionality, as
\[
\mathcal{L} \simeq (K + S)^{-1} d + \ln |K + S| + \ln |V_\theta| - \ln |\Sigma_\theta|. \tag{D10}
\]

The log-determinant of \(V_\theta\) can be written, via equation (D4), as
\[
\ln |V_\theta| = \ln |A^2| + \ln |S| - \ln |TA^2T^T + S|, \tag{D11}
\]
whence we see that the last term cancels the log-determinant of the evidence, and we are left with a loss
\[
\mathcal{L} \simeq d^T (K + S)^{-1} d + \ln |A^2| - \ln |\Sigma_\theta| \tag{D12}
\]
by equation (D7).

To proceed, we will look into the case of fitting a single-layer GP to data that consists of clumps of observations, where the points within each clump are perfectly correlated with each other but perfectly independent of the points in any other clump. We can assume each clump consists of \(N_c\) observations, given, for a stationary covariance function, by
\[
N_c = n \int k(\bar{x}, \bar{y}) k(0, 0) \, d\bar{x} \approx \frac{1}{N_c} \sum_{ij} K_{ij}, \tag{D13}
\]
with \(n\) the average point density. Then the covariance matrix \(K\) is block diagonal, and each \(N_c \times N_c\) block is filled with the value \(\alpha^2\), i.e. we can write a block as \(K = \alpha^2 uu^T\), where \(u\) is a vector of \(N_c\) ones.

Crucially, now we can compute the inner product in equation (D12) (for (block-)diagonal data covariance) by inverting \(K + S\) block-wise via the Sherman–Morrison formula (Sherman & Morrison 1950):
\[
(S_0 + K)^{-1} = S_0^{-1} - \frac{S_0^{-1} \alpha^2 uu^T S_0^{-1}}{1 + \alpha^2 u^T S_0^{-1} u}, \tag{D14}
\]
\[
= \frac{1}{\epsilon^2} \left[ I_{N_c} - \frac{\alpha^2}{\epsilon^2 + N_c \alpha^2} uu^T \right].
\]

Naturally, all blocks are equal, so applying this in the inner product yields
\[
d^T (K + S)^{-1} d = \frac{1}{\epsilon^2} \left[ \sum_i d_i^2 - \frac{\alpha^2}{\epsilon^2 + N_c \alpha^2} \sum_{ij} d_i d_j \right]. \tag{D15}
\]

Supposing that the data was generated from a GP with the true prior variance \(\alpha_0^2\) and correlation structure as we assumed above, on expectation the two sums can be written as
\[
\sum_i d_i^2 \approx \text{tr} (K_0 + S) = N (\alpha_0^2 + \epsilon^2), \tag{D16}
\]
\[
\sum_{ij} d_i d_j \approx \|K_0 + S\|_1 = N (N_c \alpha_0^2 + \epsilon^2). \tag{D17}
\]

After substitution into equation (D15) and then into equation (D12) and some manipulation we arrive, finally, at
\[
\mathcal{L} \simeq \frac{\alpha_0^2 + \epsilon^2}{N_c \alpha_0^2 + \epsilon^2} + \ln(\alpha_0^2 + \epsilon^2). \tag{D18}
\]

Indeed, it can be shown that this function is extremized, in the limit \(\epsilon \to 0\), by \(\tilde{\alpha}^2 = \alpha_0^2 / N_c\) as anticipated. It is compared to the exact calculation of equation (D10) and the exact evidence of equation (15) in Fig. D1.

**D2 Bias of the mean**

Using different hyperparameters of the prior naturally modifies the posterior. The effect on the variance was derived in equation (D7): using smaller hyperparameter values diminishes the posterior uncertainty. Whereas that result depends on the particular fitting strategy (using a diagonal covariance), the effect on the posterior mean can be studied by only the exact solution since the variational mean follows it exactly, as stated previously.

Starting from equation (41) and using the same form of the covariance matrix as when deriving the optimal hyperparameters, we can obtain a simple estimate for the posterior mean:
\[
\mu_f \approx \frac{N_c \alpha_0^2}{\epsilon^2 + N_c \alpha_0^2} \bar{d}, \tag{D19}
\]
where \(\bar{d}\) is the local average of the data (weighted by the covariance function, i.e. \(d_i \propto K_{ij} d_j\)). Thus, for the optimal (in terms of ELBO) hyperparameters, the mean scales in the same way as the variance from equation (D7), and for strongly correlated set-ups \((N_c \gg 1)\) is closer to zero than the exact solution by a factor \(\alpha_0^2 / (\epsilon^2 + \alpha_0^2)\), but in high signal-to-noise scenarios, in which \(\alpha_0^2 \gg \epsilon^2\), this bias is expected to be small.

If the number density of points is not uniform, we can further let \(N_{c,i} \to N_{c,i} \) be the local number of correlated points, i.e. \(N_{c,i} = \sum_j K_{ij} / K_{ii}\). Finally, to take into account multiple layers, we first calculate the number of correlated points per layer and then replace \(N_c \alpha^2\) by its mean over the layers. We plot this solution in Fig. S5 to confirm that it is indeed a good approximation.
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