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Abstract

This research note elaborates on addressing dependency in effect size data and serves as a companion to our tutorial on fitting three-level meta-analytic models in R (Assink & Wibbelink, 2016). We provide a brief and non-technical description of effect size and standard error interdependency, how the multilevel and the multivariate approach to meta-analysis handle these types of dependency, and the role robust variance estimation methods can have in capturing dependency in effect size data more accurately. Readers are referred to example R code that builds upon the effect size dataset that we presented and analyzed in our tutorial. We conclude that more simulation studies are needed to provide clearer guidelines for modeling dependency in effect size data and urge statisticians to make the available technical literature further accessible to applied researchers.
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Addressing Dependency in Meta-Analysis:  
A Companion to Assink and Wibbelink (2016)

Research synthesis in the form of meta-analysis has a dramatic impact on the development of cumulative knowledge in psychology and other disciplines (DeGeest & Schmidt, 2011). As such, meta-analysis has been acknowledged as one of the most important methodological developments in behavioral and other sciences (Cooper et al., 2010; Egger et al., 2001). Most conventional methods for meta-analysis hold the assumption that the synthesis is based on effect sizes that are not related to each other (e.g., Cheung, 2014; Rosenthal, 1984). However, primary studies often report multiple effect sizes that are eligible for inclusion given the scope of a meta-analysis, implying that effect sizes are related to each other. This effect size interrelatedness – also referred to as effect size (inter)dependency – may occur, for instance because primary researchers used multiple methods for assessing the same construct, examined the same participants over multiple timepoints, or reported results separately for subscales of an instrument that was used to measure a certain construct. In these examples, the assumption that effect sizes are independent from each other is clearly violated. If a meta-analyst synthesizes interrelated effect sizes using conventional methods for meta-analysis, the results can be incorrect and even misleading (Borenstein et al., 2009).

The question how to deal with interrelated effect sizes poses an important challenge that researchers often face when conducting a meta-analysis. In the past few decades an increasing number of scholars have devoted considerable efforts into developing innovative statistical techniques for analyzing interrelated effect sizes in meta-analysis. One of these techniques comprises the synthesis of interrelated effect sizes in a three-level meta-analytic model, which we have illustrated in our tutorial that was published in 2016 (Assink & Wibbelink, 2016). Our
tutorial provides an introduction to the application of multilevel modeling to meta-analysis, but is rather concise in describing the dependencies that may occur in effect size data and the way in which multilevel meta-analysis deals with dependency in effect size data. This paper serves as a companion to our tutorial and elaborates on this issue. As technical papers as well as excellent overview work on modeling effect size dependency already exist (e.g., Becker, 2000; Cheung, 2014; Fernández-Castilla et al., 2019, 2020; Gleser & Olkin, 2009; Konstantopoulos, 2011; Tipton, 2013; Van den Noortgate et al., 2015), it is not our aim to give a comprehensive review of modeling techniques nor to provide strict modeling guidelines. Instead, this paper elaborates on modeling dependency in meta-analysis that complements our tutorial, and offers practical information that researchers may find useful in their own projects.

**Effect Size Interdependency in Multilevel Meta-Analytic Models**

In our tutorial we have demonstrated how effect size interdependency can be modeled in multilevel meta-analytic models by using the *metafor* package of Viechtbauer (2010) in the statistical software environment R (Assink & Wibbelink, 2016). An effect size dataset is multilevel in nature when effect sizes can be grouped together based on one or more higher-level clustering variables, such as experiments, studies, research groups, or countries (e.g., Hox, 2010; Konstantopoulos, 2011; Raudenbush & Bryk, 1985). When effect sizes cluster together, it can be assumed that the underlying population (or “true”) effects estimated by the effect sizes are more alike within the same level of a clustering variable than across different levels of that clustering variable. This implies that effect sizes belonging to the same cluster are dependent on each other. A meta-analyst can account for this effect size dependency by adding cluster-specific random effects to the statistical model, which implies that a random effect is added to each level of the model that corresponds to a grouping or clustering variable. Such random effects meta-analytic
models can account for between- and within-cluster heterogeneity in effect sizes, and thus for the within-cluster correlation in the underlying true effects. Modeling effect size interdependency is important, because ignoring dependency often leads to an underestimation of standard errors that in turn results in too narrow confidence intervals, and consequently, in an increased likelihood for falsely rejecting null hypotheses (i.e., increased type-1 error rate; Hedges, 2009; Snijders & Bosker, 2012).

Our tutorial specifically illustrates how effect size interdependency can be modeled in a three-level meta-analytic model that allows for the extraction of multiple effect sizes from individual studies (Assink & Wibbelink, 2016). This three-level approach to meta-analysis has been explained and described by multiple methodological scholars (e.g., Cheung, 2014; Van den Noortgate et al., 2013, 2015). In this model, participants (level 1) are nested within outcomes (level 2), which are nested within studies (level 3). By adding a random effect to the (two) higher-order levels of the model, the within- and between-study heterogeneity is modeled, and thus the within-study correlation in the underlying true effects is accounted for. As a result, this three-level model distributes the total variance in effect sizes across three levels: the sampling variance of the individual effect sizes at level 1, the within-study variance in effect sizes at level 2, and the between-study variance in effect sizes at level 3. This three-level structure is a rather straightforward, but powerful way to model effect size dependency that enables the extraction of multiple effect sizes from individual studies that meet the inclusion criteria of a meta-analysis. Extracting multiple relevant effect sizes rather than one effect size increases not only the statistical power, but also the number of research questions that can be addressed in meta-analytic research (Cheung, 2015).
Van den Noortgate and Onghena (2003) showed that applying the multilevel approach to meta-analysis is as effective and accurate in estimating the model coefficients as more traditional random effects techniques. A particularly strong advantage of a multilevel meta-analytic model is its flexibility (Van den Noortgate & Onghena, 2013, 2015). Multiple predictors can easily be added as covariates to the model in attempts to explain within- and/or between-study variance in effect sizes. Moreover, the multilevel model can easily be extended with additional random effects to further model interdependency of effect sizes within and between studies (Fernández-Castilla et al., 2020). The three-level model that we illustrated in our tutorial (Assink & Wibbelink, 2016) is a specific form of the multilevel approach to meta-analysis and has been applied in an increasing number of meta-analyses. However, as Fernández-Castilla and colleagues (2020) have pointed out, more complex and sophisticated models can be more appropriate to synthesize effect sizes depending on the nested structure of a particular effect size dataset. For instance, participants (level 1 – sampling level) may be nested within outcomes (level 2) that may be nested within studies (level 3) that may be nested in research groups (level 4). In this example, synthesizing the effect sizes in a four-level rather than a three-level model may better capture the effect size interdependency and may therefore be a better approach.

A different example asking for a more complex approach to modeling effect size interdependency is when multiple instruments are used across studies to assess a certain outcome, in addition to primary studies reporting on multiple effect sizes (Fernández-Castilla et al., 2019). In this example, effect sizes are nested within studies, but at the same time effect sizes are assessed with a specific instrument that may have been used across studies. The type of instrument now serves as a “crossed random effect” that is sometimes referred to as a “cross-classified random effect”. In this cross-classified model, effect sizes can vary because of
sampling variability (modeled at level 1), within-study variability (modeled at level 2), and both between-study and between-instrument variability (modeled at level 3). We refer the reader to the work of Fernández-Castilla et al. (2019) for a more detailed explanation of cross-classified random effects. Examples like these illustrate that a three-level meta-analytic model as we described in our tutorial (Assink & Wibbelink, 2016) may not sufficiently capture effect size interdependency. Fernández-Castilla et al. (2019) stress the importance of carefully reflecting on the effect size data structure to determine what multilevel structure is most appropriate for the effect size synthesis.

**Effect Size and Sampling Error Interdependency**

So, three-level and more complex multilevel models can handle dependency in effect size data, but let’s focus some more on this dependency. When multiple effect sizes are extracted from individual studies, there are in fact two different forms of dependency that may arise (Nakagawa et al., 2023). First, a single study may examine two or more non-overlapping groups of participants and report an effect size for each separate participant group. In this case, the same study produces multiple effect sizes, which were all obtained in the same “study context”. Therefore, the produced effect sizes are interdependent. This within-study interrelatedness may occur for instance because the effect sizes were obtained by the same researchers, who used the same questionnaires, which were filled out under the same conditions. The consequence of this within-study clustering is that one effect size tells us something about the direction and strength of another effect size from the same (within-study) cluster, and thus there is effect size interdependency.

Second, studies may assess multiple outcomes in the same or partly the same group of participants and report multiple effect sizes (Nakagawa et al., 2023). This implies that all or
some of the sampled participants contribute to more than one outcome, and that the effect size data are therefore “multivariate”. In case of multivariate effect size data, there is not only dependency in effect sizes as they share the same study context, but also dependency in the sampling errors (or “sampling variances”) of these effect sizes. After all, if the same or partly the same participants contribute to multiple effect size estimates, then these effect sizes have correlated estimation errors (Gleser & Olkin, 2009, p. 284) implying there is not only effect size interdependency but also sampling error interdependency. From a multivariate perspective, it is important to explicitly model sampling error interdependency (in addition to effect size interdependency), as not modeling the correlated sampling errors inflates the type-1 error rate, and thus the number of falsely rejected null hypotheses. This error rate can be manifested in not only estimates of model coefficients, but also in estimates of their standard errors. Not accounting for dependency in effect size data may therefore introduce bias in effect size estimates as well as the precision of their estimation (Becker, 2000, p. 503).

Returning to the three-level meta-analytic model that we illustrated in our tutorial (Assink & Wibbelink, 2016), the question arises how this model deals with the two forms of dependency described above. The three-level structure deals with dependency in effect sizes by assigning random effects to outcomes (level 2) and to studies (level 3), but the dependency in effect size sampling error is not explicitly modeled. This seems to be at odds with the multivariate approach to meta-analysis prescribing that both effect size interdependency and sampling error interdependency should be modeled whenever the same or partly the same participants contribute to multiple effect sizes in a primary study. Van den Noortgate et al. (2013) who elaborately describe the three-level meta-analytic model do consider both effect size interdependency and standard error interdependency, but state that the latter is accounted for in the three-level model
by overestimating the study-level variance which subsequently “stands in” for the correlation in standard errors. Put differently, the correlation in standard errors is accounted for by the random effects of the three-level model that allow the standard error interdependency to “subsume” into the correlation in the underlying true effects that is modeled by the specification of the hierarchical structure with its random effects. As a result, appropriate estimates of mean effect sizes and standard errors are produced in the analyses (Van den Noortgate et al., 2013).

Moreover, the simulation studies performed by Van den Noortgate et al. (2013) illustrate that multilevel meta-analytic models can account for all dependency in studies including effect size and standard error interdependency. Moeyaert et al. (2017) underline this finding with results from their simulation study and conclude that multilevel meta-analytic models validly and efficiently account for within-study effect size dependency, and that (explicitly) modeling correlations between standard errors of effect sizes is not needed. According to these studies, applying a multilevel structure by modeling random effects is sufficient to deal with both effect size interdependency and sampling error interdependency.

However, the simulation studies of Van den Noortgate et al. (2013) and Moeyaert et al. (2017) have been reflected upon by others, for instance because only bivariate meta-analytic models without covariates were simulated while in most meta-analyses a substantial number of variables are tested as moderator (Viechtbauer, 2017). Moreover, the multilevel models as we have illustrated in our tutorial (Assink & Wibbelink, 2016) assume that heterogeneity in effect sizes is the same for all outcomes that are synthesized (e.g., Van den Noortgate et al., 2015), which is an assumption that can be difficult to hold (Viechtbauer, 2020). Violating this assumption implies that confidence intervals around estimates for more heterogeneous outcomes are too narrow (due to an underestimated standard error), whereas too wide confidence intervals
will be produced around estimates for less heterogeneous outcomes (due to an overestimated standard error) (Viechtbauer, 2017). It has therefore been argued that whenever the same or partly the same participants contribute to multiple effect sizes, the multivariate approach to meta-analysis is to be preferred so that both effect size interdependency and standard error interdependency are explicitly modeled. Unlike the multivariate approach, three-level meta-analytic models incorrectly assume that within-study correlations between outcomes and thus sampling covariances of (within-study) effect sizes are zero (Fernández-Castilla et al., 2021; Van den Noortgate et al., 2013; 2015). Although simulation studies have revealed that three-level models are robust to this misspecification of the correlation structure (Moeyaert et al., 2017; Van den Noortgate et al., 2013, 1015), there are advocates of the multivariate approach suggesting that multilevel modeling may produce invalid estimates of model coefficients whenever the same or partly the same participants contribute to multiple outcomes in studies. They argue that explicitly modeling both effect size interdependency and sampling error interdependency by applying the multivariate approach to meta-analysis yields more appropriate estimates of model coefficients than only modeling the effect size dependency in multilevel meta-analysis.

**Specifying Covariances for Modeling Sampling Error Interdependency**

Following the multivariate approach to meta-analysis, how can a meta-analyst explicitly model both effect size and standard error interdependency? The answer lies in constructing an appropriate “variance-covariance matrix” (also referred to as “covariance matrix”) that forms the basis for many multivariate techniques and contains information that is used in estimating the model coefficients and their error terms. Basically, this matrix is a squared table with the same set of variables in the table’s rows and columns. The numbers on the table’s diagonal that goes from the top-left to the bottom-right represent the variances of the variables, whereas all off-
diagonal numbers represent the covariances of all pairwise combinations of the variables. The sampling variance refers to the variation in individual variables, whereas a covariance is an unstandardized correlation representing the linear association between two variables and is a measure of how changes in one variable are associated with changes in another variable. The covariance between the same two variables equals a variable’s variance, and therefore the variances are captured by the diagonal elements of the table. In multivariate meta-analysis, a variance-covariance matrix captures the sampling variances of (within-study) outcomes or observed effect sizes in its diagonal elements and the covariance between all pairwise combinations of two outcomes or observed effect sizes in its off-diagonal elements. So, this matrix indicates how (within-study) outcomes vary and covary, and thus provide information about dependency in outcomes. This matrix can be fed into the multilevel meta-analytic model resulting in a multivariate meta-analytic model that accounts for effect size interdependency through the specified random effects and for standard error interdependency through the information in the variance-covariance matrix.

Unfortunately, constructing a variance-covariance matrix can be difficult. Particularly computing the covariances between the within-study outcomes or observed effect sizes, as the required correlations needed for those computations are seldomly reported by study authors (e.g., Fernández-Castilla et al., 2020). If, for instance, a study reports multiple effect sizes because multiple outcomes were examined in the study to measure a single construct, the correlation between those outcomes is required to calculate the covariance between the effect sizes for these outcomes. Consequently, not knowing the within-study correlation poses a problem for modeling standard error interdependency in the multivariate approach to meta-analysis. The multilevel approach, however, does not require that the sampling covariance of the effect size estimates is
“known” in advance, as the between-study variance acts as a “stand in” for the sampling covariance (Van den Noortgate et al., 2013). This makes multilevel meta-analysis convenient and appealing, as the lack of information on the covariances between effect sizes does not seem to be problematic according to simulation studies (Moeyaert et al., 2017; Van den Noortgate et al., 2013, 2015). In fact, lacking information on covariances is exactly the reason why multivariate meta-analyses are only seldomly performed.

**Approximating a Variance-Covariance Matrix**

When the true variance-covariance matrix cannot be computed because information on covariances is not available, a meta-analyst may opt for constructing an “approximate” or “working” variance-covariance matrix in which the effect size covariances are calculated using an informed estimate (or “guestimate”) of one “common” correlation between the effect sizes. The underlying assumption of such a matrix is that there is a single correlation between all pairs of effect sizes that come from the same study, which is the same across all studies. Pustejovsky and Tipton (2022, p. 429) refer to this as the “constant sampling correlation” assumption. For instance, a meta-analyst that combines both observational and self-report measures of children’s eating behavior in a single meta-analysis to study the effects of school-based weight interventions may derive from previous empirical research that the correlation between observations and self-reports may be as high as .47 (Merson et al., 2016). This correlation estimate can then be used to construct an approximation of the true variance-covariance matrix. However, when the between-outcomes correlation is estimated as .47, it is implicitly assumed that this correlation holds for the covariances of all pairs of outcomes within and across all studies in the meta-analysis. This may not be realistic and thus difficult to justify, but a variance-covariance matrix can also be constructed using more than one correlation. For instance, when
primary studies partly report on within-study outcome correlations, the variance-covariance matrix can be constructed using these reported correlations in addition to an estimated correlation for unreported associations between outcomes. The matrix is then no longer based on the assumption of “constant sampling correlation” but on the assumption of what Pustejovsky and Tipton (p. 430) refer to as the “partially empirical correlations” assumption.

As deciding on the strength of the association(s) between within-study outcomes is challenging, it can be wise to conduct sensitivity analyses with variance-covariance matrices that are based on different estimates of the within-study outcome correlation(s) (see, for instance, Hutchinson et al., 2022; Li et al., 2022; Oliveira et al., 2022, for examples). Building on the outlined example above, the meta-analyst could compute additional matrices based on lower (e.g., $r = .2$) and higher (e.g., $r = .8$) constant sampling correlations than the correlation that was initially used in constructing the variance-covariance matrix (i.e., $r = .47$). Next, a sensitivity analysis can be performed separately for each matrix to find out to what extent the results are sensitive to alternative decisions on the strength of the correlation(s) between within-study outcomes. Ideally, the initially performed analyses and the sensitivity analyses produce similar results, so that the conclusion is that the results hold across different estimates of the within-study correlation(s).

**Robust Standard Errors and Confidence Intervals**

On top of computing a variance-covariance matrix, the Robust Variance Estimation (RVE) method can be used in the effect size synthesis (Hedges et al., 2010; Tipton & Pustejovsky, 2015). Cluster-robust variance estimation methods – also referred to as “sandwich estimators” because of the structure of the underlying formula components – are becoming increasingly popular inferential methods that can be used in making inferences from regression
models and do not require precise knowledge of the covariances between (within-study) outcomes and the distribution of standard errors. To put it very simply, the RVE method tries to “polish up” the standard errors of fixed effect estimates. For multivariate effect size data, Fisher and Tipton (2015) state that RVE produces valid standard errors, (mean) effect size estimates, confidence intervals, and significance tests in meta-regression without needing to model the exact nature of the dependency in effect size data. However, although RVE does not require a specification of the covariance structure, the performance of the RVE method improves when a working model such as a multivariate or multilevel model is specified (Hedges et al., 2010). By first specifying a working model and then applying RVE for obtaining standard errors and hypothesis tests, a meta-analyst benefits from the efficiency of a working model for the effect size data dependency structure while retaining the robustness to potential model misspecification (Hong et al., 2018). Specifically, combining a working model with the RVE technique captures the dependency in effect size data more accurately leading to more precise and accurate model coefficients than using RVE alone (Tipton, 2015; Tipton & Pustejovsky, 2015). So, RVE should not be regarded as an alternative technique to a multivariate or multilevel meta-analytic model, but as a complementary technique to a working model that provides a safeguard against model misspecification (Pustejovsky & Tipton, 2022; Tipton & Pustejovsky, 2015).

The originally developed RVE method requires a rather large number of studies to be synthesized in a meta-analysis to obtain accurate results (Hedges et al., 2010). Hedges et al. (2010) roughly suggested that at least 40 studies need to be synthesized for valid results, as synthesizing less studies may lead to underestimated standard errors and inflated type-1 error rates (see also, Tipton 2015). However, depending on the research questions that need to be addressed, it is often not feasible to identify and retrieve so many studies. Therefore, small-
sample corrections have been developed for RVE that are based on the Satterthwaite correction to the degrees of freedom of model coefficient tests, so that the risk of a type-1 error rate in small sample meta-analyses decreases (Tipton, 2015; Tipton & Pustejovsky, 2015). However, it was found that these methods may still suffer from inflated type-1 error rates or from below-nominal type-1 error rates (Joshi et al., 2022; Tipton & Pustejovsky, 2015). For specifically multiple-comparison tests, Tipton and Pustejovsky (2015) showed that small sample corrections (and the “HTZ” test in particular) may have low statistical power. In other words, the small sample corrections may not be trustworthy and overly conservative in multiple-comparison tests (Joshi et al., 2022).

In their attempt to overcome these problems, Joshi et al. (2022) developed an alternative method for correcting RVE when the number of studies is limited. Their technique is based on cluster wild bootstrapping (CWB), which involves re-sampling of entire clusters from the original effect size data (Cameron et al., 2008). This technique does not require a large number of clusters nor that clusters have the same size. Also, effect size sampling errors do not need to be independent and identically distributed (Cameron et al., 2008; MacKinnon, 2009). The simulation studies that Joshi et al. performed reveal that CWB adequately controls for the type-1 error rate and that CWB has more statistical power compared to other techniques, particularly in multiple-comparison tests. Based on their results the authors recommend using CWB for multiple-comparison tests in meta-analyses conducted with RVE although they also stress that more simulation studies are needed to further examine the performance of this technique.

**Examples in R**

We have now briefly covered how dependency in effect size data is mainly dealt with in the multilevel versus the multivariate approaches to meta-analysis and the role RVE (with small
sample adjustment) can fulfill in estimating coefficients in a multilevel or multivariate meta-analytic model. In our tutorial, we have illustrated a three-level meta-analysis of effect sizes that express the difference in recidivism between delinquent juveniles with versus without a mental health disorder (Assink & Wibbelink, 2016). We used the standardized mean difference (Cohen’s $d$) as common effect size with positive $d$ values indicating more recidivism in juveniles with a mental health disorder compared to juveniles without a mental health disorder. The questions that now rise are (1) how the multivariate approach that explicitly models effect size interdependency and standard error dependency can be applied to the dataset we used in our tutorial, and (2) to what extent the results differ between the multilevel and the multivariate approach. For answering the first question, we refer the reader to the excellent examples of Wolfgang Viechtbauer (Viechtbauer, n.d.) who showed in the R statistical environment how our effect size dataset - which is available online as appendix of Assink and Wibbelink (2016) - can be analyzed with the multivariate approach using his metafor package and how the RVE method can be applied.

More specific, Viechtbauer (n.d.) demonstrates in his example R code (1) how an approximate variance-covariance matrix can be constructed under the “constant sampling correlation” assumption (Pustejovsky & Tipton, 2022) by estimating one “common” correlation for within-study effect sizes ($r = .6$ was chosen); (2) how this approximate matrix can then be fed to the rma.mv function together with a specification of the hierarchical structure of the effect size data – that is, outcomes (level 2) nested within studies (level 3) – and (3) how the RVE method with a small sample adjustment can be applied to the specified multivariate model to obtain robust standard errors and confidence intervals. In multivariate models, variance components and potential moderating variables can be tested in the same way as we described in our tutorial.
(Assink & Wibbelink, 2016). Viechtbauer also illustrates how an approximate variance-covariance matrix can be based on two instead of one “common” correlation so that associations between within-study outcomes and thus effect size covariances may be captured more realistically. Specifically, Viechtbauer shows how a matrix can be built using $r = .7$ for effect sizes that refer to the same type of delinquency and $r = .5$ for effect sizes that refer to different types of delinquency. Readers who are interested in applying RVE with specifically CWB as small sample adjustment to a model specified with the metafor package can also find example R code online (see Joshi et al., n.d.)

Naturally, when the same effect size data are synthesized in different analytic strategies, the results will be different. When our example dataset (Assink & Wibbelink, 2016) is analyzed using the approaches that we have described here, we see for instance that the overall effect ($d$) equals 0.427 in the three-level model ($p < .001$, SE = 0.118, 95% CI [0.195; 0.659]), that $d$ equals 0.368 in the multivariate model assuming a “common” correlation of $r = .6$ for within-study outcomes ($p < .001$, SE = 0.097, 95% CI [0.179; 0.557]), that $d$ equals 0.362 ($p < .001$, SE = 0.093, 95% CI [0.179; 0.545]) in the multivariate model assuming that $r = .7$ for the same types of delinquency and $r = .5$ for different types of delinquency, and finally, that $d$ equals 0.362 ($p = .002$, SE = 0.094, 95% CI [0.161; 0.563] when RVE with small sample adjustment is applied to the latter multivariate model (see Viechtbauer, n.d., for more results). In this particular example, we do not regard the differences in estimates of the overall effect size and its precision meaningful for clinical practice. However, this may be different in other effect size data where applying different modeling techniques may lead to different conclusions. Further, and not reported here for brevity reasons, different modeling techniques may also lead to differences in results of moderator tests and variance component tests. These differences may be negligible as
is the case for the overall effect estimates above, but can also be substantial. This implies that for instance clinical professionals or policy makers can be informed quite differently depending on the choices of a meta-analyst regarding the modeling strategy.

**Conclusion**

We conclude this short research note with a relevant question: Which modeling approach to synthesizing dependent effect sizes is best, the multivariate or the multilevel approach? Formulating a satisfying and solid answer to this question is however difficult and beyond the scope of this paper. As we have illustrated, the multilevel approach makes assumptions that may be too simplistic for reality, such as the assumption of independency of standard errors and the assumption that heterogeneity in effect sizes is the same for all outcomes that are synthesized. Despite these assumptions, the available simulation studies (e.g., Moeyaert et al., 2017; Van den Noortgate et al., 2013, 2015) reveal that the multilevel approach is robust to misspecification of the correlation structure. However, these studies are limited in the complexity of the models and the conditions that were examined. The multivariate approach on the other hand is fundamentally based on more realistic assumptions, and explicitly models both effect size interdependency and standard error interdependency. A drawback to this approach, however, is that the within-study correlations that are needed for constructing the variance-covariance matrix are often unknown and must be estimated or guessed (or “guestimated”). A meta-analyst may perform sensitivity analyses to deal with this problem, but when results differ across these analyses, drawing valid conclusions becomes difficult. From our position, we cannot state which modeling approach is better than the other, as the choice of modeling should be based on the particular scope and aims of a meta-analysis, the structure of the effect size data at hand, the knowledge one has of the
correlation structure, and what can be assumed about the effect size distributions for the different (within-study) outcomes that are synthesized.

We realize that not providing a straightforward answer to the question above may not be satisfying for pragmatic researchers searching for the “right” modeling approach. However, Viechtbauer (n.d.) and Pustejovsky and Tipton (2022) have formulated a “general workflow” and a decision-tree for selecting a working model respectively that researchers may find useful in deciding on their modeling strategy. Further, several modeling recommendations for estimating outcome-specific effects in meta-analyses of interdependent effect sizes have been formulated by Fernández-Castilla et al. (2021), and there is one that we like to highlight here. The three-level model that we illustrated in our tutorial (Assink & Wibbelink, 2016) is often used to estimate a mean effect size for specific outcomes next to an overall effect size. For instance, Spruit et al. (2016) synthesized primary studies examining the effects of physical activity interventions on internalizing behaviors in adolescents using the three-level model. Their aim was to obtain one overall intervention effect as well as several outcome-specific effects for specific types of internalizing behaviors (i.e., depression, anxiety, and “other” internalizing problems). In some of the included studies, multiple effect sizes referred to the same type of internalizing behavior, for instance because the sample was repeatedly measured over time or because the same outcome was assessed with different instruments. In this particular modeling condition, Fernández-Castilla et al. (2021) found that using the three-level meta-analytic model for estimating outcome-specific effects by means of a moderator analysis leads to underestimated standard errors. However, they also found that standard errors are properly estimated when the three-level model is combined with the RVE technique. Based on these results, the authors recommend using the three-level approach with RVE (and the small sample adjustment to RVE; Tipton,
2015) to obtain robust standard errors and appropriate confidence intervals when researchers are interested in outcome-specific effects. Meta-analysts may find this recommendation useful for their work (see Fernández-Castilla et al., 2021, for more detail).

The study of Fernández-Castilla et al. (2021) is only one example of the available work on the performance of different modeling approaches to meta-analysis of dependent outcomes. Other scholars have also compared the performance of different techniques for modeling effect size and sampling error dependency (see, for instance, Fernández-Castilla et al., 2019; Hedges et al., 2010; Moeyaert et al., 2017; Park & Beretvas, 2018; Tipton, 2013, 2015; Van den Noortgate et al., 2013, 2015). Nevertheless, future simulation studies are required to further explore how these techniques perform in more complex models and under a broader range of conditions, so that more solid modeling advice can be offered to meta-analysts.

As a final note, we stress the importance of the availability of tutorials, guidelines, and workflows that support the applied meta-analyst. Because of the technical nature of the literature on dependency in effect size data and different techniques to handle this dependency, there are not many sources readily employable by non-technical researchers who aim to conduct a meta-analysis. With our tutorial (Assink & Wibbelink, 2016) and the current paper we tried to provide a bridge between the technical and often complex literature and the applied meta-analyst, but there is much more to say about modeling effect size dependency than what we have summarized in our tutorial and this research note. Great efforts have been made by scholars to support the practical meta-analyst, but we urge researchers to make the technical literature further accessible to interested applied researchers in different scientific fields.
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