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Abstract A search for long-lived charginos produced either directly or in the cascade decay of heavy prompt gluino states is presented. The search is based on proton–proton collision data collected at a centre-of-mass energy of $\sqrt{s} = 13$ TeV between 2015 and 2018 with the ATLAS detector at the LHC, corresponding to an integrated luminosity of 136 fb$^{-1}$. Long-lived charginos are characterised by a distinct signature of a short and then disappearing track, and are reconstructed using at least four measurements in the ATLAS pixel detector, with no subsequent measurements in the silicon-microstrip tracking volume nor any associated energy deposits in the calorimeter. The final state is complemented by a large missing transverse-momentum requirement for triggering purposes and at least one high-transverse-momentum jet. No excess above the expected backgrounds is observed. Exclusion limits are set at 95% confidence level on the masses of the chargino and gluino for different chargino lifetimes. Chargino masses up to 660 (210) GeV are excluded in scenarios where the chargino is a pure wino (higgsino). For charginos produced during the cascade decay of a heavy gluino, gluinos with masses below 2.1 TeV are excluded for a chargino mass of 300 GeV and a lifetime of 0.2 ns.

1 Introduction

Supersymmetry (SUSY) \[1–6\] is a space-time symmetry that extends the Standard Model (SM), predicting the existence of a partner for each SM particle. This extension provides solutions to deficiencies in the SM, including a candidate for dark matter (DM) as the lightest supersymmetric particle (LSP) and a resolution to the hierarchy problem. Superpartners of the SM particles have the same quantum numbers as their partner particles but differ by one half unit of spin. Super- symmetric partners of the electroweak gauge bosons and the Higgs bosons, collectively referred to as electroweakinos, consist of the bino, winos, and higgsinos, which mix to form neutral and charged mass eigenstates called neutralinos and charginos respectively. The winos are the superpartners of the SU(2) gauge fields, the bino is the superpartner of the U(1) gauge field, and the higgsinos are the superpartners of the Higgs fields.

The mass difference between the lightest neutralino ($\tilde{\chi}_1^0$) and the lightest chargino ($\tilde{\chi}_1^\pm$), $\Delta m (\tilde{\chi}_1^\pm, \tilde{\chi}_1^0)$, is predicted to be of the order of 100 MeV, due to an essentially SM radiative correction \[7,8\], in scenarios where the LSP is wino-like and other SUSY particles are decoupled. In particular, anomaly-mediated supersymmetry breaking (AMSB) models \[9,10\] give rise to such differences and naturally predict a pure-wino LSP. The mass-splitting between the charged and neutral wino in such scenarios is suppressed at tree level by the approximate custodial symmetry; it has been calculated at the two-loop level to be around 160 MeV \[7\], corresponding to charginos with $c_\tau \sim 58$ mm ($\tau_{\tilde{\chi}_1^\pm} = 0.2$ ns).

In addition to the wino LSP scenarios, a number of 'natural' models of SUSY \[11–13\] predict a light higgsino LSP with a mass as light as the electroweak scale. In these scenarios, the higgsino mass parameter $|\mu|$ is small compared to the other electroweak gaugino mass scales. At tree level, the charged and neutral states are all mass degenerate, but due to higher-order SM loop corrections a mass-splitting of approximately 300 MeV is generated. For chargino masses ranging from 91 to 1000 GeV, the mass-splitting ranges from approximately 280 to 350 MeV \[14\], leading to charginos with $c_\tau \sim 14$ mm ($\tau_{\tilde{\chi}_1^\pm} = 0.048$ ns) to 7 mm ($\tau_{\tilde{\chi}_1^\pm} = 0.026$ ns) \[8\].

In both the wino and higgsino scenarios, the chargino can be produced with large momentum and live long enough to traverse multiple layers of the ATLAS pixel detector before decaying. It decays primarily into a neutral weakly interacting LSP and a low-momentum pion. Before it decays, the chargino deposits energy in the innermost tracking layers and can be reconstructed as a short track if at least four pixel lay-
Fig. 1 Example diagrams for the a electroweak and b strong production channel signal models. The signal signature consists of a long-lived chargino, missing transverse momentum, and quarks or gluons, which are observed as jets, and which originate from a initial-state radiation or b in the cascade decay of the gluino.

ers are hit. The weakly interacting LSP will escape detection and lead to missing transverse momentum, while the pion from the chargino decay has insufficient momentum to be reconstructed as a track, resulting in a characteristic signature where the track from the chargino disappears a short distance into the detector. The algorithms used to reconstruct these disappearing tracks need at least four pixel hits and therefore require charginos to have transverse path lengths that at least exceed the position of the fourth pixel layer at ∼122 mm. This makes the higgsino-like scenarios considerably more challenging than the wino-like models from an experimental perspective because of the extremely short chargino lifetime predicted in the higgsino models.

This paper targets two production processes, the electroweak production of charginos and neutralinos, and the strong production of gluinos after which charginos are produced during the cascade decay of the gluino, as shown in Fig. 1. In both scenarios, the chargino is long-lived and reconstructed from energy deposits in the ATLAS pixel detector. For the electroweak production process, a high-momentum jet from initial-state radiation (ISR) is required in order to ensure that significant missing transverse momentum is available for event triggering. The events selected from the electroweak and strong production channels are characterised by at least one and at least four jets, respectively, large missing transverse momentum, and at least one disappearing track with large transverse momentum.

In addition to the SUSY-specific wino and higgsino models studied in this paper, the disappearing-track signature is typical of a large class of DM models that predict a DM thermal relic from a massive particle with only electroweak gauge interactions. The wino and higgsino models probed in this search are part of a more generic class of models containing spin-1/2 particles transforming under SU(2) symmetry, which give rise to a doublet or triplet of new particles. The neutral mass eigenstate is a DM candidate, while the charged eigenstates give rise to the disappearing-track signature. These DM models have gained interest in the wider community as an important signature to be considered at future colliders [15].

Previous searches for long-lived charginos resulting in a disappearing-track signature were performed by ATLAS [16,17] using 36.1 fb−1 of proton–proton collision data at a centre-of-mass energy of √s = 13 TeV. The previous ATLAS results benefited from the addition of a new innermost pixel tracking layer which was installed at a radius of approximately 33 mm during the LHC long shutdown between Run 1 and Run 2. The extra layer of pixels allowed the previous Run-2 analyses to reconstruct tracks shorter than those in the Run-1 analysis [18] and to be more sensitive to shorter chargino lifetimes. The previous ATLAS results excluded winos with lifetimes of 0.2 ns for chargino masses up to 460 GeV, and pure higgsinos for chargino masses up to 152 GeV. For gluino production, gluino masses up to 1.64 TeV were excluded for an assumed chargino mass of 460 GeV and 0.2 ns lifetime. The CMS Collaboration has searched for long-lived charginos at a centre-of-mass energy of √s = 13 TeV. For wino-like models, charginos were excluded with masses below 474 GeV and a lifetime of 0.2 ns [19], while for models with prompt gluinos that produce long-lived charginos in the decay of the gluino, CMS excluded gluinos up to 2.4 TeV [20].

In this paper, the sensitivity to charginos with theoretically preferred wino and higgsino lifetimes is significantly improved due to the much larger dataset corresponding to an integrated luminosity of 136 fb−1 and new analysis methods. The new analysis methods include updated signal region selection criteria and improved track-quality requirements. The new track-quality criteria require the disappearing track to be isolated from calorimeter energy deposits. This significantly enhances the rejection of dominant backgrounds and accounts for two-thirds of the total improvement in the mass reach of the search in the electroweak pure-wino production channel.

The paper is structured as follows. A brief overview of the ATLAS detector is given in Sect. 2. Section 3 provides
details about the data samples, trigger, and simulated signal processes used in this analysis. The reconstruction algorithms and event selection are presented in Sects. 4 and 5, respectively. Backgrounds are estimated in a fully data-driven manner and described in Sect. 6. The systematic uncertainties are described in Sect. 7. The observed events in the signal and validation regions, and the statistical interpretation of the results are presented in Sect. 8. Section 9 is devoted to the conclusions.

2 ATLAS detector

ATLAS [21] is a multipurpose detector with a forward-backward symmetric cylindrical geometry, covering nearly the entire solid angle around an interaction point of the LHC. The inner tracking detector (ID) consists of pixel and microstrip silicon detectors covering the pseudorapidity region of \(|\eta| < 2.5\), surrounded by a transition radiation tracker (TRT), which improves the momentum measurement and enhances electron identification capabilities. The pixel detector spans the radius range from 3 to 12 cm, the microstrip semiconductor tracker (SCT) spans 30–52 cm, and the TRT spans 56–108 cm. The pixel detector has four barrel layers and three disks in each of the forward and backward regions. The barrel layers surround the beam pipe at radii of 33.3, 50.5, 88.5, and 122.5 mm, covering \(|\eta| < 1.9\). These layers are equipped with pixels which have widths of 50 \(\mu\)m in the transverse direction. The pixel sizes in the longitudinal direction are 250 \(\mu\)m for the first layer and 400 \(\mu\)m for the other layers. The innermost layer, the insertable B-layer [22], improves the reconstruction of tracks by adding an additional measurement close to the interaction point. The ID is surrounded by a thin superconducting solenoid providing an axial 2 T magnetic field and by a fine-granularity lead/liquid-argon (LAr) electromagnetic calorimeter covering \(|\eta| < 3.2\). The calorimeters in the region of 3.1 < \(|\eta| < 4.9\) are made of LAr active layers with either copper or tungsten as the absorber material. A steel/scintillator-tile calorimeter provides coverage for hadronic showers in the central pseudorapidity range of \(|\eta| < 1.7\). LAr hadronic endcap calorimeters, which use copper as an absorber, cover the forward region of 1.5 < \(|\eta| < 3.2\). The muon spectrometer (MS) with an air-core toroid magnet system surrounds the calorimeters. The ATLAS trigger system [23] consists of a hardware-based level-1 trigger followed by a software-based high-level trigger. An extensive software suite [24] is used in the reconstruction and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

3 Dataset and simulated event samples

The dataset for this search was collected at a centre-of-mass energy of \(\sqrt{s} = 13\) TeV during Run 2 of the LHC between 2015 and 2018 by the ATLAS experiment. The LHC collided protons at bunch-crossing intervals of 25 ns, with the average number of interactions per bunch crossing, \(\mu\), ranging between 30 and 70 during the data-taking period.

Events are required to have been taken during stable beam conditions and when all the detector subsystems were operational. In addition, luminosity blocks, defined to be periods of stable data-taking conditions typically 60 s long, that have been identified to contain inactive SCT elements due to a power-supply crate trip, module desynchronisation, or readout problems are vetoed. This data quality requirement is intended to protect against fake disappearing tracks arising from readout problems in the SCT detector, and results in a 2.7 fb\(^{-1}\) loss of data.

After the application of additional requirements for beam and detector conditions, an inactive-SCT-element veto, and general data-quality requirements [25], the total integrated luminosity is 136 fb\(^{-1}\). The uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [26], obtained using the LUCID-2 detector [27] for the primary luminosity measurements.

Events were collected using either missing transverse momentum (\(E_T^{\text{miss}}\)) or single-lepton triggers. The selection thresholds of the \(E_T^{\text{miss}}\) triggers varied between 70 and 110 GeV depending on the data-taking period [28], while the single-lepton triggers required a single electron or muon with varying thresholds for the transverse momentum and isolation of the lepton [29,30]. The \(E_T^{\text{miss}}\) triggers are the main triggers for the signal, control, and validation regions, while the single-lepton triggers are used for measurements of the \(E_T^{\text{miss}}\) trigger efficiency, transfer factors for the background estimations, and the smearing functions.

While all backgrounds are determined in a data-driven manner, samples of simulated Monte Carlo (MC) events are used to cross check the background estimation and derive MC correction factors. The production of single electroweak bosons plus jets was simulated with the SHERPA 2.2.1 [31] generator using next-to-leading-order (NLO) matrix elements (ME) for up to two partons, and leading-order (LO) matrix elements for up to four partons calculated with the Comix [32] and OPENLOOPS [33–35] libraries. They were matched with the SHERPA parton shower [36] using the
MEPS@NLO prescription [37–40] and a set of tuned parameters developed by the SHERPA authors. Samples of diboson final states were simulated with the SHERPA 2.2.1 or 2.2.2 [31] generator depending on the process, including off-shell effects and Higgs boson contributions, where appropriate. Fully leptonic final states and semileptonic final states, where one boson decays leptonically and the other hadronically, were generated using matrix elements at NLO accuracy in QCD for up to one additional parton and at LO accuracy for up to three additional parton emissions. The NNPDF3.0nnLO set [41] of parton distribution functions (PDFs) was used for both single and diboson samples, along with the dedicated set of tuned parton-shower parameters developed by the SHERPA authors. The production of $t\bar{t}$ events was modelled using the POWHEG BOX v2 [42–45] generator at NLO with the NNPDF3.0nLO [41] PDF set and the $h_{\text{damp}}$ parameter set to 1.5 $m_{\text{top}}$ [46]. The events were interfaced to PYTHIA 8.230 [47] to model the parton shower, hadronisation, and underlying event, with parameters set according to the A14 tune [48] and using the NNPDF2.3LO set of PDFs [49]. The decays of bottom and charm hadrons were performed by EvtGen 1.6.0 [50]. Finally, single electron, muon and pion events are generated to study the simulated detector response. The particles are generated uniformly in the range 0.1 $< \eta$ < 1.9 and with transverse momentum in the range of 10 $< p_T$ < 100 GeV.

Samples of simulated MC signal events were used to estimate the experimental sensitivity to various SUSY models. The SUSY mass spectrum, branching ratios, and decay widths were calculated using ISASUGRA v7.80 [51]. The wino-like models were generated in the minimal AMSB model [9,10] with $\tan \beta = 5$ and with a positive sign of the higgsino mass parameter. The signal MC samples were generated using MADGRAPH5 v2.6.2 [52] with up to two additional partons at leading order in the matrix element, interfaced to PYTHIA 8.230 [53] and EVTGEN 1.6.0 [50] for parton showering and hadronisation. The CKKW-L merging scheme [54] was applied to combine the matrix elements with the parton shower. The A14 tune [48] of PYTHIA 8 was used with the NNPDF2.3LO PDF set. The response of the ATLAS detector to each MC event was modelled by a simulation based on GEANT4 [55,56]. For electroweak production, two (three) modes with at least one chargino are considered for wino (higgsino) models: $\tilde{\chi}^\pm \tilde{\chi}^\mp, \tilde{\chi}_1^0 \tilde{\chi}_1^\pm$ (and $\tilde{\chi}_2^0 \tilde{\chi}_2^\pm$). For the chargino decay in the higgsino model, branching ratios of 95.5% for $\tilde{\chi}_1^\pm \rightarrow \pi^\pm \tilde{\chi}_1^0$, 3% for $\tilde{\chi}_1^\pm \rightarrow \pi^\mp \tilde{\chi}_1^\mp$ and 1.5% for $\tilde{\chi}_1^\pm \rightarrow \mu^\pm \nu \tilde{\chi}_1^0$ are used [14], while the AMSB model used a 100% branching ratio for $\tilde{\chi}_1^\pm \rightarrow \pi^\pm \tilde{\chi}_1^0$. For strong production, a simplified model is used: it assumes the branching ratios of the gluino decay are 1/3 for each of $\tilde{g} \rightarrow qq \tilde{\chi}_1^0$, $\tilde{g} \rightarrow qq \tilde{\chi}_1^-$ and $\tilde{g} \rightarrow qq \tilde{\chi}_1^+$. Only four flavours of quarks are considered for the strong production model: $d$, $u$, $c$ and $s$. The proper lifetime of the chargino is an assumed free parameter that is scanned up to $\tau_{\tilde{\chi}_1^\pm} < 10 \text{ ns}$.

The production cross-sections for the AMSB wino-like models are computed using PROSPINO2 [57] at NLO accuracy in the strong coupling constant.3 The higgsino and strong production cross-sections are computed with RESUMMINO [58,59] at NLO plus next-to-leading-log (NLL) precision in the strong coupling, and assuming mass-degenerate $\tilde{\chi}_1^0$ and $\tilde{\chi}_2^\pm$ higgsino particles. All the other particles are assumed to be heavy and decoupled [60,61]. The cross-sections for the higgsino models are approximately a factor of four smaller than in the AMSB wino-like models for electroweak production. The nominal cross-section and its uncertainty are derived using the PDF4LHC PDF set, following the recommendations of Ref. [62], considering only first- and second-generation squarks ($\tilde{u}, \tilde{d}, \tilde{\tau}, \tilde{c}$). Uncertainties due to the choice of renormalisation and factorisation scales are included by varying the scales from their nominal values by a factor of two or one half.

Inelastic $pp$ interactions modelled by PYTHIA 8.186 and EVTGEN 1.6.0 with the NNPDF2.3LO PDF set were overlaid onto the hard-scattering process to simulate the effect of pile-up. The MC events were reweighted to match the distribution of the average number of interactions per bunch crossing observed in the data.

### 4 Object reconstruction

Primary vertices are reconstructed from at least two tracks with transverse momentum $p_T > 500$ MeV. All vertices within the beam spot area are considered to be primary vertices. The vertex with the largest summed $p_T^2$ of associated tracks is defined to be the hard-scattering vertex. Events are required to have at least one hard-scatter vertex to be considered for analysis.

Electron candidates, used along with muons in the estimation of backgrounds and in the signal region event selection, are reconstructed using energy clusters in the electromagnetic calorimeter which are matched to an inner detector track [63]. They are required to have $p_T > 10$ GeV and $|\eta| < 2.47$ and must satisfy the ‘LooseAndBLayerLLH’ quality criteria [64]. In order to ensure that the trajectories of the electrons are consistent with originating from the hard-scatter vertex, the longitudinal impact parameter measured relative to the hard-scatter vertex ($z_{0,\text{HS}}^\text{LH}$) must satisfy $|z_{0,\text{HS}}^\text{LH} \sin \theta| < 0.5 \text{ mm}$.

---

2 The $h_{\text{damp}}$ parameter is a resummation damping factor and one of the parameters that controls the matching of POWHEG matrix elements to the parton shower and thus effectively regulates the high-$p_T$ radiation against which the $t\bar{t}$ system recoils.

3 A comparison with RESUMMINO at NLO+NLL accuracy was performed and the deviations from the PROSPINO2 result were found to be smaller than the combined scale and PDF uncertainties.
and for the transverse impact parameter \(d_0\), the significance \(|d_0/\sigma_{d_0}|\) must be less than 5. Electrons are required to be isolated from other objects by using a combination of track- and calorimeter-based information. The sum of the transverse energy within a cone of size \(\Delta R = \sqrt{\Delta(\eta)^2 + \Delta(\phi)^2} = 0.4\) around the electron candidate, divided by the electron’s transverse energy, is required to be less than 0.15 (0.20) for track-based (calorimeter-based) isolation criteria.

Muons are reconstructed by combining an inner detector track with a muon spectrometer track [65]. They are required to satisfy the ‘medium’ quality requirements described in Ref. [65] and have \(p_T > 10\) GeV and \(|\eta| < 2.7\). Muon tracks that originate from the hard-scatter vertex of the event are selected by requiring \(|c_{0}^{HS} \sin \theta| < 0.5\) mm and \(|d_0/\sigma_{d_0}| < 3\). The muons must satisfy the same isolation requirements as applied to electrons. Muons reconstructed by using only information from the muon spectrometer are used to estimate muon backgrounds as described in Sect. 6.3, and are referred to as stand-alone muons. No constraint is placed on track impact parameters during the reconstruction of stand-alone muons.

Jet candidates are reconstructed from three-dimensional topological energy clusters [66] by using the anti-\(k_t\) algorithm [67,68] with radius parameter \(R = 0.4\). Jets are corrected to particle level by application of a jet energy scale (JES) calibration derived from simulation and by in situ corrections obtained from 13 TeV data [66]. Jets are required to have \(p_T > 20\) GeV and \(|\eta| < 2.8\). In order to reduce contributions from pile-up jets, all jets with \(|\eta| < 2.5\) and \(p_T < 60\) GeV are required to satisfy the jet-to-vertex tagger (JVT) [69] requirements. The tagger is configured to have a 92\% efficiency to identify jets from the hard-scatter vertex.

An overlap removal procedure is applied to all objects to avoid double counting. If an electron and a jet are separated by \(\Delta R < 0.2\), the electron candidate is kept and the jet is discarded. For jets surviving this requirement, if an electron or muon is separated from the jet by \(\Delta R < 0.4\), the jet is kept and the electron or muon is discarded.

The missing transverse momentum is reconstructed as the negative vector sum of the transverse momenta of photons, electrons, muons and jets, and a soft term. The soft term is reconstructed from tracks that are associated with the hard-scatter vertex but not with any object already counted [70, 71].

The primary ATLAS tracking algorithm reconstructs each track from a combination of at least seven hits in the pixel and SCT detectors [72, 73]. The majority of simulated charginos decay before passing through enough detector layers to satisfy the minimum number of silicon detector hits required for track reconstruction. To find these chargino tracks, a second-pass track reconstruction is performed after masking the hits used by the primary track reconstruction to avoid the loss of efficiency that would result from mis-reconstructed tracks that accidentally include hits from other charged particles. The second-pass track reconstruction is seeded by four hits in the innermost pixel system, and the tracks are extended into the SCT and TRT detectors. Such tracks are referred to as pixel tracklets and are reconstructed from at least four hits in the ATLAS pixel detector.

Pixel tracklets are required to satisfy a series of quality and selection criteria in order to be distinguished from fake tracklets. The selection of pixel tracklets was developed specifically for this search and is optimised to maintain high signal selection efficiency and good background rejection. In addition to the requirement of four pixel hits on different pixel layers, the pixel tracklet must have a pixel hit on the innermost pixel layer and must not have any hits that deviate significantly from the tracklet’s trajectory. All four pixel hits must be recorded on consecutive pixel layers.

The chi-squared probability for each tracklet, which is calculated from fit-result locations and the measured hit locations, must be greater than 0.1. The transverse momentum and the pseudorapidity of the tracklet must satisfy \(p_T > 20\) GeV and \(0.1 < |\eta| < 1.9\), respectively. Impact parameter requirements are applied to the pixel tracklets to ensure that they originate from the hard-scatter interaction. The requirements are \(|d_0/\sigma_{d_0}| < 1.5\) and \(|c_{0}^{HS} \sin \theta| < 0.5\) mm.

Finally, the tracklet is required to be isolated from other tracks in the event: the sum of track momenta within \(\Delta R = 0.4\) of the pixel tracklet is required to be less than 4\% of the tracklet momentum. Overlap removal is applied to the tracklet: if an electron or a stand-alone muon track is separated from it by \(\Delta R < 0.4\), the tracklet candidate is discarded.

The pixel tracklets for the signal events are characterised by an absence of hits in the outermost silicon layers and no associated calorimeter activity. Together, these two requirements define the disappearing-track conditions. The first condition is enforced by a veto on pixel tracklets with any SCT hits. The second condition is a new selection criterion developed after the previous ATLAS analyses [16, 17]. Since electron and hadron backgrounds tend to deposit a significant amount of energy in the calorimeters, limiting the calorimeter energy allowed along the trajectory of the pixel tracklet is effective in separating signal from the electron and hadron backgrounds.

Due to the short lever arm of pixel tracklets, their momentum and spatial resolutions are worse than those of tracks from the primary track reconstruction. For charginos with \(p_T > 60\) GeV, the \(q/p_T\) resolution, where \(q\) is the electric charge of the candidate chargino, and the azimuthal angle resolution of pixel tracklets are measured in simulation to be \(8.28 \pm 0.05\) TeV\(^{-1}\) and \(0.4065 \pm 0.0027\) mrad, respectively. Similarly, chargino tracks reconstructed in the primary reconstruction and having at least seven SCT hits are measured to have \(q/p_T\) and azimuthal angle resolutions of \(0.532 \pm 0.005\) TeV\(^{-1}\) and \(0.0801 \pm 0.0008\) mrad, respectively.
The calorimeter energy $E_{T \text{topo cluster}}$ is calculated from the sum of topological energy clusters in the calorimeter whose angular separation from the pixel tracklet is $\Delta R < 0.2$. The pointing resolution of the pixel tracklets in both $\eta$ and $\phi$ is found to be better than 1 mrad in all regions of the detector. A requirement of $E_{T \text{topo cluster}} < 5$ GeV is applied to all pixel tracklets. Figure 2 shows a comparison of calorimeter energies for the simulated signal and the data-driven background predictions obtained as described in Sect. 6.

5 Signal region selection

Signal events for this analysis are characterised by a distinctive signature composed of a disappearing track and large missing transverse momentum. The disappearing-track criteria are implemented by vetoing pixel tracklets with any SCT hits or significant calorimeter energy along their trajectory as described in the previous section. Signal regions are designed to target the electroweak and strong production models shown separately in Fig. 1.

A common preselection is applied to all events selected for the signal regions. Events are required to contain at least one high-momentum jet with $p_T > 100$ GeV and satisfy the $E_T^{\text{miss}}$ trigger requirements described in Sect. 3. In events containing multiple pixel tracklets satisfying all of the quality criteria described in Sect. 4, the tracklet with the highest transverse momentum is chosen. In order to reduce contributions from backgrounds such as top-pair and $W/Z +$ jets production, events are vetoed if they contain any electron or muon candidates.

In this analysis, the $E_T^{\text{miss}}$ trigger efficiency is measured in data and used instead of the simulated trigger’s efficiency. In order to evaluate the $E_T^{\text{miss}}$ trigger efficiency for signal-like events, a control sample consisting of data events with exactly one muon, with $p_T > 27$ GeV, matched to the single-muon trigger is used. Muon candidates are not included as visible objects in the hardware-based level-1 $E_T^{\text{miss}}$ trigger, so $W \rightarrow \mu\nu$ events, which have a signature similar to that of signal events, can be used to assess the trigger performance. In order to select events consistent with a $W \rightarrow \mu\nu$ decay, events are required to have $30$ GeV < $m_T < 100$ GeV, where $m_T$ is the transverse mass defined by

$$m_T = \sqrt{2p_T^{\mu}E_T^{\text{miss}}[1 - \cos \Delta \phi(\mu, E_T^{\text{miss}})]}.$$ 

The $E_T^{\text{miss}}$ trigger efficiency is calculated by dividing the number of these events passing the $E_T^{\text{miss}}$ trigger by the total number of these events. The efficiencies depend on the trigger thresholds used during a given data-taking period, and all plateau at $E_T^{\text{miss}}$ values above 200 GeV. In the signal regions where the $E_T^{\text{miss}}$ requirements are greater than 200 GeV or 250 GeV, as described below, the trigger efficiency is nearly 100%. The efficiencies are determined in bins of $E_T^{\text{miss}}$ with widths of 10 GeV.

In order to factor out efficiency differences between data and simulation, all simulated-signal predictions use the efficiencies measured in data. For selections with $E_T^{\text{miss}}$ below 200 GeV, such as those for the control and validation regions described in Sect. 6.1, the event selection efficiency is significantly impacted by the trigger efficiency turn-on. The efficiency differences between data and simulation do not affect the background estimations because the efficiencies are based on data satisfying the same $E_T^{\text{miss}}$ trigger requirements, and the contamination of the control regions by signal events is expected to be small.
Signal regions are designed for the electroweak and strong production modes. For the signal regions targeting the electroweak (strong) production mode, the offline missing transverse momentum is required to be greater than 200 (250) GeV. The two signal regions are not orthogonal. The transverse momentum distribution of the selected signal points in the case of a chargino lifetime of 0.2 ns are 74% (1.5%) and 40% (37%), respectively, for the electroweak (strong) production channel. The acceptance is calculated by counting the number of events passing the event selection requirements listed in Table 1 at generator level. Additionally, at least one chargino is required to have a decay radius after the fourth pixel layer at a radius of 122.5 mm. Such a requirement implies that charginos have a significant Lorentz boost.

The overall acceptance and efficiency for those benchmark signal points in the case of a chargino lifetime of 0.2 ns are 74% (1.5%) and 40% (37%), respectively, for the electroweak (strong) production channel. The acceptance is calculated by counting the number of events passing the event selection requirements listed in Table 1 at generator level. Additionally, at least one chargino is required to have a decay radius after the fourth pixel layer ($r > 122.5$ mm) and before the first SCT layer ($|\eta| < 934$ mm), transverse momentum greater than 60 GeV, its pseudorapidity $0.1 < |\eta| < 1.9$, and an angular separation of $\Delta R > 0.5$ for the four high-momentum charginos.

The transverse momentum distribution of the selected pixel tracklets is fitted to estimate the backgrounds and sensitivity to the signals. Since the signal is characterised by a high-momentum chargino, the majority of the signal events contain a high-$p_T$ pixel tracklet. For the model-independent interpretation of the results, the pixel tracklet is required to have $p_T > 60$ GeV as shown in Sect. 8.

Table 2 shows the expected number of signal events, normalised to 136 fb$^{-1}$, satisfying the selections of the electroweak and strong production channels. The electroweak and strong production signals assume $m_{\tilde{e}^\pm} = 600$ GeV and $(m_{\tilde{g}}, m_{\tilde{\chi}^0_1}) = (1.4, 1.1)$ TeV respectively. Unless otherwise indicated, the wino LSP model is assumed for the benchmark signal points. The dominant inefficiency in the pixel tracklet selection arises from the requirement that the tracklet can be reconstructed, and thus has propagated at least to the fourth pixel layer at a radius of 122.5 mm. Such a requirement implies that charginos have a significant Lorentz boost. The overall acceptance and efficiency for those benchmark signal points in the case of a chargino lifetime of 0.2 ns are 74% (1.5%) and 40% (37%), respectively, for the electroweak (strong) production channel. The acceptance is calculated by counting the number of events passing the event section in Table 1 at generator level. Additionally, at least one chargino is required to have a decay radius after the fourth pixel layer ($r > 122.5$ mm) and before the first SCT layer ($|\eta| < 934$ mm), transverse momentum greater than 60 GeV, its pseudorapidity $0.1 < |\eta| < 1.9$, and an angular separation of $\Delta R > 0.5$ for the four high-momentum charginos.

Table 1 Signal region selection for electroweak and strong production channels. Entries with ‘–’ indicate that no requirement is placed on the variable.
est $p_T$ jets with transverse momentum greater than 50 GeV. The efficiency term accounts for any additional effects at reconstructed level, including the trigger and pixel tracklet reconstruction inefficiencies.

6 Background estimation

Backgrounds arise from several sources and can be classified into two categories: charged-particle scattering and combinatorial fake backgrounds. All backgrounds are estimated in a fully data-driven manner using an unbinned likelihood fit of background templates to the pixel tracklet $p_T$ spectrum as described in Sect. 6.5. Backgrounds templates are derived from data for the charged-particle scattering and combinatorial fake backgrounds as described in Sects. 6.3 and 6.4, respectively. The likelihood fit is then performed simultaneously in background enriched control regions (CRs) and the signal region. Additional fits are performed with the validation regions in place of the signal region for the purpose of validating the background modelling. A schematic representation of the various background processes contributing to this analysis, as well as the expected signal signature, is shown in Fig. 3.

The charged-particle scattering background arises primarily from events in which a lepton changes its direction after traversing the inner pixel layers, through interaction with the material or bremsstrahlung, so that its reconstructed track does not have any associated hits in the SCT and TRT detectors. The dominant underlying processes contributing to the scattering backgrounds are $W \rightarrow \ell\nu$ and $t\bar{t}$ production. Contributions from electrons, muons and charged hadrons are estimated separately. The latter includes all physics processes that generate a hadronic final state, such as jets originating from the hadronisation of quarks and gluons. Transfer factors, defined in Sect. 6.3, are measured in $Z \rightarrow \ell\ell$ events and applied to the electron, muon and hadron CRs in order to estimate the relative compositions of the templates for the charged-particle scattering backgrounds. In the CR, a lepton or inner-detector track is used as a proxy for the pixel tracklet, and its momentum is smeared to match the pixel tracklet’s transverse momentum as described in Sect. 6.2.

Combinatorial fake backgrounds arise from random combinations of unassociated pixel hits that are in close proximity and reconstructed into a pixel tracklet. The shape of the combinatorial fake background is estimated using the fake-enriched high-$|d_0|$ CRs described in Sect. 6.1. The relative contributions of the charged-particle scattering and combinatorial fake backgrounds are constrained in a combined fit as described in Sect. 6.5.

6.1 Control and validation regions

In order to estimate scattering backgrounds, low-$E_T^{\text{miss}}$, middle-$E_T^{\text{miss}}$, and high-$E_T^{\text{miss}}$ CRs are defined. Events selected for the CRs must satisfy the $E_T^{\text{miss}}$ trigger requirements and pass all kinematic selections of the signal regions except the pixel tracklet requirement. The pixel tracklet selection is replaced with a well-identified electron, muon or inner-detector track, in order to estimate contributions from electron, muon or hadron scattering backgrounds, respectively. The leading electron or muon is excluded from the calculation of the missing transverse momentum, in order to reproduce the treatment of the pixel tracklets when calculating the offline $E_T^{\text{miss}}$. Energy deposited by electrons in the calorimeters may be included in the $E_T^{\text{miss}}$ calculation via other objects in the event, but is treated in a similar manner for events with pixel tracklets or when electrons are excluded from the offline $E_T^{\text{miss}}$ calculation. The low- and middle-$E_T^{\text{miss}}$ requirements are $100 \text{ GeV} < E_T^{\text{miss}} < 150 \text{ GeV}$ and $150 \text{ GeV} < E_T^{\text{miss}} < 200 \text{ GeV}$, respectively. The high-$E_T^{\text{miss}}$
requirements are the same as for the signal region for which the backgrounds are being estimated: $E_{T}^{miss} > 200 \text{ GeV}$ and $E_{T}^{miss} > 250 \text{ GeV}$ for the electroweak and strong production signal regions, respectively. Events in the CRs are used to calculate the number of pixel tracklets from scattering processes as described in Sect. 6.3.

A high-purity control sample of fake pixel tracklets is obtained by applying the same kinematic selection requirements as in the signal regions, but with an inverted requirement of $|d_{0}/\sigma_{d_{0}}| > 10$ on the transverse impact parameter. Events selected for the fake-tracklet CR must satisfy the $E_{T}^{miss}$ trigger requirements, but to increase the sample size no offline $E_{T}^{miss}$ selection is applied. Events in the fake-tracklet CR are used to estimate the tracklet $p_{T}$ shape and number of fake pixel tracklets in the signal regions as described in Sect. 6.4.

A low-$E_{T}^{miss}$ pixel-tracklet CR is used in the simultaneous fit described in Sect. 6.5. This CR has the same selection as the signal region, except for the $E_{T}^{miss}$ requirement to enrich in background contributions. Validation regions (VR) defined in the context of the middle-$E_{T}^{miss}$ selection are used to validate the background model constructed for the fit. A low-$p_{T}$ pixel tracklet selection is used to validate the background predictions. In the low-$p_{T}$ VR, the pixel tracklet is required to have $p_{T} < 60 \text{ GeV}$ in order to reduce the contamination from signal at high transverse momentum. In order to validate the fit results across the entire $p_{T}$ spectrum in a region with low signal contamination, a middle-$E_{T}^{miss}$ calorimeter-based sideband validation region is used. The calorimeter sideband selection requires the pixel tracklet to have $5 \text{ GeV} < E_{T}^{topo \text{ cluster}} < 10 \text{ GeV}$. The number of signal events in the control and validation regions is less than one quarter of the estimated background uncertainty.

Table 3. Definitions of control and validation regions. The track condition corresponds to the modified selection on the pixel tracklet, or tracks used as a proxy for the pixel tracklet to estimate background processes. The table shows the treatment of the $E_{T}^{miss}$ for the estimation of the scattering backgrounds. The electron, muon and hadron control regions are defined for each of the low-, middle- and high-$E_{T}^{miss}$ selections as described in the text.

<table>
<thead>
<tr>
<th>Region</th>
<th>$E_{T}^{miss}$ condition</th>
<th>Track condition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Control regions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electron</td>
<td>$e$-Subtracted $E_{T}^{miss}$</td>
<td>Well-identified electron</td>
</tr>
<tr>
<td>Muon</td>
<td>$\mu$-Subtracted $E_{T}^{miss}$</td>
<td>Well-identified muon</td>
</tr>
<tr>
<td>Hadron</td>
<td>Standard $E_{T}^{miss}$</td>
<td>Inner-detector track</td>
</tr>
<tr>
<td>Fake-tracklet</td>
<td>Standard $E_{T}^{miss}$</td>
<td>Pixel tracklet with $</td>
</tr>
<tr>
<td><strong>Low-$E_{T}^{miss}$ control region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low-$E_{T}^{miss}$</td>
<td>Standard $E_{T}^{miss}$</td>
<td>Pixel tracklet</td>
</tr>
<tr>
<td><strong>Middle-$E_{T}^{miss}$ validation regions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low-$p_{T}$</td>
<td>Standard $E_{T}^{miss}$</td>
<td>Pixel tracklet with $p_{T} &lt; 60 \text{ GeV}$</td>
</tr>
<tr>
<td>Calorimeter sideband</td>
<td>Standard $E_{T}^{miss}$</td>
<td>Pixel tracklet with $5 \text{ GeV} &lt; E_{T}^{topo \text{ cluster}} &lt; 10 \text{ GeV}$</td>
</tr>
</tbody>
</table>

6.2 Smearing functions

The transverse momentum resolution of a track scales as $\Delta p_{T}/p_{T} \propto 1/L_{T}$, where $L_{T}$ is the transverse length of the track. Since pixel tracklets have only pixel hits, they are significantly shorter than tracks with a full set of pixel, SCT and TRT hits, and thus the transverse momentum resolution of the pixel tracklets is significantly worse than that of full-length tracks. Therefore, the tracks in the CRs need to be smeared to match the pixel tracklet momentum resolution. Additionally, the tracklet $q/p_{T}$ resolution that is measured using observed data samples is worse than that predicted by simulation, and measurements in data are used to correct those from simulation.

The $q/p_{T}$ resolution has a strong dependence on the momentum of the track: at low momentum, multiple scattering effects are dominant, while at higher momentum the alignment of the detector can affect the resolution. Since a fit is applied to the shape of the pixel tracklet $p_{T}$ spectrum, it is important to have a good description of the different components of the spectrum. The measured tracklet resolution in data is used to correct the shapes of the track $p_{T}$ templates in the CRs, and additionally to correct the expected $q/p_{T}$ resolution of the simulated-signal predictions to match the data.

Smearing functions are derived using $Z \rightarrow \mu\mu$ and $Z \rightarrow ee$ events. Events are required to satisfy the data quality criteria described in Sect. 3, and contain two opposite-sign, same-flavour leptons with an invariant mass between 81 and 101 GeV. The transverse momenta of the leading and sub-leading leptons are required to be greater 25 GeV to satisfy the single lepton trigger requirements. A specialised track reconstruction configuration is then used to re-fit the leptons using pixel hits only, and the re-fitted leptons are used to derive a $q/p_{T}$ smearing function with respect to the lepton four-momentum.
The $\Delta(q/p_T)$ distribution is fitted using the ExpGaussExp function [74]:

$$f(z; \sigma, \alpha) = \begin{cases} 
    \exp((z + \alpha/2)) & (z < -\alpha) \\
    \exp(-z^2/2) & (-\alpha < z < \alpha), \\
    \exp(-\alpha(z - \alpha/2)) & (z > \alpha)
\end{cases},$$

(1)

$$z = \frac{\Delta(q/p_T) - \beta}{\sigma},$$

(2)

where $\alpha$ is a parameter that reflects the slope of the tail, and $\beta$ and $\sigma$ are parameters that control the mean and resolution, respectively, of the core of the distribution. The parameter $\sigma$ has a significant $p_T$ dependence, and parameters are measured in data for $p_T > 25$ GeV using data collected with single lepton triggers. Below this threshold, the smearing functions are estimated using detector simulation for tracks with transverse momentum down to $p_T = 10$ GeV. The parameters derived above $p_T > 25$ GeV agree well between data and detector simulation up to a constant overall difference of approximately 10% across all track momenta. This difference is used to correct the parameters derived with the detector simulation for tracks with $10 < p_T < 25$ GeV.

The uncertainties on the $\sigma$ and $\alpha$ terms are 8.2% and 9.4% for muons and 8.4% and 11.5% for electrons, respectively. These uncertainties include statistical errors added together in quadrature with the maximum deviation of the smearing parameters across different data taking conditions. The $p_T$-dependent smearing function parameters derived for electrons and muons are shown in Table 4 along with their uncertainties. These values are used for the full data set.

### 6.3 Charged-particle background templates

Backgrounds arising from charged particles are estimated using a fully data-driven method. Transfer factors are derived using a $Z \rightarrow \ell \ell$ tag-and-probe method. In this method, a good-quality tag electron or muon with $p_T > 30$ GeV that is matched to any of the single-lepton triggers described in Sect. 3 is selected for analysis. Probe leptons are identified using clusters reconstructed from energy deposits in the calorimeters, a muon track reconstructed only in the muon spectrometer, or a high-quality inner-detector track, depending on the measurement as described below. Transfer factors are defined so as to represent the probability that a lepton is misidentified as a pixel tracklet and fulfils the full set of pixel tracklet selection criteria. They are used to scale the number of events in the electron or muon CRs defined in Table 3 to obtain an estimate of the number of events from charged-particle scattering in the signal regions.

All probe leptons are required to have $p_T > 10$ GeV and $|\eta| < 2.5$. In order to select events originating from $Z \rightarrow \ell\ell$ decays, the probe lepton and tag lepton are required to have opposite-sign charges, and the invariant mass of the tag-and-probe pair is required to satisfy $81$ GeV < $m_{\text{tag,probe}}$ < 101 GeV. For both the electron and muon transfer factors, the charge of the probe lepton is obtained from its associated track. Backgrounds in this measurement are accounted for by subtracting same-sign tag-and-probe pairs from the opposite-sign selection.

The templates for the shapes of electron scattering backgrounds are estimated by multiplying the number of events in the single-electron CR by a set of transfer factors. The electron transfer factors are factorised into two components: pixel tracklet and calorimeter isolation selections, and the final estimate is given by

$$f^\text{SR}(p_T, \sigma_e, \alpha_e) = N_e^\text{CR, signal}(p_T, \eta) \times TF^\text{pixel-only}(p_T, \eta) \times TF^\text{calo-veto}(p_T, \eta) \times f(z = z_{\text{ran}}, \sigma_e, \alpha_e)$$

(3)

where $N_e^\text{CR, signal}$ is the number of events in the single-electron CR, $TF^\text{pixel-only}$ is a transfer factor for an electron failing to satisfy the electron identification and being instead mistakenly categorised as a pixel tracklet, and $TF^\text{calo-veto}$ is the transfer factor representing the probability for an electron track to be isolated from a calorimeter cluster. Additionally, the templates are smeared to account for the different momentum resolution of the full-length track and the pixel-tracklets by the $f(z = z_{\text{ran}}, \sigma_e, \alpha_e)$ term. The smearing function depends on

<table>
<thead>
<tr>
<th>Transverse momentum (GeV)</th>
<th>Muon $\sigma$ (TeV$^{-1}$)</th>
<th>Muon $\alpha$</th>
<th>Electron $\sigma$ (TeV$^{-1}$)</th>
<th>Electron $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 &lt; $p_T$ &lt; 15</td>
<td>17.0 ± 1.4</td>
<td>1.7 ± 0.1</td>
<td>20.9 ± 1.8</td>
<td>1.9 ± 0.2</td>
</tr>
<tr>
<td>15 &lt; $p_T$ &lt; 20</td>
<td>15.5 ± 1.3</td>
<td>1.7 ± 0.1</td>
<td>19.5 ± 1.6</td>
<td>1.9 ± 0.2</td>
</tr>
<tr>
<td>20 &lt; $p_T$ &lt; 25</td>
<td>14.9 ± 1.2</td>
<td>1.7 ± 0.1</td>
<td>18.3 ± 1.5</td>
<td>1.9 ± 0.2</td>
</tr>
<tr>
<td>25 &lt; $p_T$ &lt; 35</td>
<td>14.8 ± 1.2</td>
<td>1.7 ± 0.1</td>
<td>17.0 ± 1.4</td>
<td>1.9 ± 0.2</td>
</tr>
<tr>
<td>35 &lt; $p_T$ &lt; 45</td>
<td>14.2 ± 1.2</td>
<td>1.7 ± 0.1</td>
<td>15.4 ± 1.3</td>
<td>1.8 ± 0.2</td>
</tr>
<tr>
<td>45 &lt; $p_T$ &lt; 60</td>
<td>13.6 ± 1.1</td>
<td>1.6 ± 0.1</td>
<td>14.5 ± 1.2</td>
<td>1.7 ± 0.2</td>
</tr>
<tr>
<td>60 &lt; $p_T$ &lt; 100</td>
<td>13.4 ± 1.1</td>
<td>1.7 ± 0.1</td>
<td>13.9 ± 1.2</td>
<td>1.5 ± 0.2</td>
</tr>
<tr>
<td>100 &lt; $p_T$</td>
<td>13.2 ± 1.1</td>
<td>1.6 ± 0.1</td>
<td>14.0 ± 1.2</td>
<td>1.6 ± 0.2</td>
</tr>
</tbody>
</table>
the electron smearing parameters $\sigma_e$ and $\alpha_e$ shown in Table 4, and is evaluated at a random value ($\zeta_{ran}$) using Eq. 2.

In the pixel tracklet transfer-factor measurement, the probe lepton is a calorimeter cluster, and the transfer factor $T_{\text{pixel-only}}^e$ is calculated as the number of probes matched to a pixel tracklet divided by the number of probes matched to an electron. An object is considered matched if
\[ \frac{N\text{CR}}{\Delta R(\text{probe, object})} < 0.2. \]
Both the pixel tracklet and the track matched to the electron must pass the requirements for the pixel tracklet defined in Sect. 4, without application of the disappearing-track condition for the electron. The calorimeter isolation transfer factor $T_{\text{calo-veto}}^e$ is calculated using a high-quality inner-detector track as the probe. The inner-detector track is required to satisfy the same quality criteria as the pixel tracklets, except that instead of meeting the disappearing-track condition, the track is required to have at least eight SCT hits. This measurement assesses the ratio of the number of inner-detector tracks passing the calorimeter isolation requirement, $E_T^{\text{topo cluster}} < 5$ GeV, to the number failing this requirement. Both transfer factors are parameterised as a function of $p_T$ and $\eta$. Detector simulations are used to correct for the change in the isolation transfer factor when the track selection requires at least eight SCT hits instead of imposing the disappearing-track condition. These simulation-based corrections can be up to $\mathcal{O}(10^{-4})$ for tracks with $p_T > 30$ GeV. However, since the isolation transfer factor is already very small in this region, these correction factors have a small impact on the resulting template and final results.

Since the electron and hadron scattering backgrounds have similar pixel tracklet $p_T$ distribution shapes, the electron transfer factors are used to obtain templates for the hadron scattering backgrounds. The number of events in a single-inner-detector-track CR is used instead of $N_{\text{CR}}^{e,\text{signal}}$ in Eq. (3). Similarly to the electron $T_{\text{calo-veto}}^e$ detector simulations are used to correct for track-length differences between the two CRs. Corrections are derived using simulated single-pion events for the hadron scattering backgrounds. The correction factors can range from approximately 10 to 100, but only have a marginal effect on the pixel tracklet $p_T$ template shape. As the normalization of the hadron scattering backgrounds is extracted from the combined fit described in Sect. 6.5, these correction factors have a small impact on the resulting background prediction and final results.

Similarly to the electron measurement, the muon transfer factors are factorised into two components: pixel tracklets and those with no MS track association, and they are multiplied by the number of events in the single-muon CR to estimate the muon scattering background,

\[ f_{\mu}^{\text{SR}}(p_T; \sigma_\mu, \alpha_\mu) = N_{\mu,\text{signal}}^{\text{CR}}(p_T, \eta, \phi) \times T_{\text{pixel-only}}^{\mu} \times T_{\text{no MS track}}^{\mu} \times f(z = \zeta_{ran}; \sigma_\mu, \alpha_\mu) \]

where $N_{\mu,\text{signal}}^{\text{CR}}$ is the number of events in the single-muon CR, $T_{\text{pixel-only}}^\mu$ is the transfer factor representing the probability for a muon to be misidentified as a pixel tracklet, and $T_{\text{no MS track}}^{\mu}$ is the transfer factor accounting for the probability that a muon with a good inner-detector track does not have an associated MS track. Similar to the electron template, the muon template is smeared using the $\sigma_\mu$ and $\alpha_\mu$ smearing parameters found in Table 4.

In the muon pixel-tracklet measurement, the probe lepton is a muon track reconstructed only in the muon spectrometer. The transfer factor $T_{\text{pixel-only}}^{\mu}$ is calculated in the same way as the electron pixel-tracklet transfer factor, but the denominator is the number of events where the probe is matched to a muon. The no-MS-track transfer factor $T_{\text{no MS track}}^{\mu}$ uses a high-quality inner-detector track as the probe. It represents the probability for an MS track not to be geometrically matched to an inner-detector track. In order to account for the detector geometry, the transfer factor is measured as a function of $\eta$ and $\phi$. No significant $p_T$ dependence is observed.

### 6.4 Combinatorial fake backgrounds

Fake tracklets are reconstructed from a combination of unassociated hits. These tracklets can have high transverse momentum and can mimic the signal. Since their $d_0$ is broadly distributed, and the high-$p_T$ chargino tracks have good pointing resolution and originate from the primary interaction region, the high-$|d_0|$ sidebands can be used as a CR that is pure in fake tracklets. A pure fake-tracklet control sample is obtained by applying the same kinematic selection requirements as in the signal region, but without the offline $E_{\text{Tmiss}}$ selection, so as to increase the sample size, and with an inverted requirement of $|d_0/\sigma_{d_0}| > 10$ on the transverse impact parameter.

The $p_T$ spectrum of misidentified pixel tracklets in the fake-tracklet CR is modelled with the following functional form:

\[ f_\mu(p_T; p_0, p_1) = \exp \left( -p_0 \cdot \log(p_T) - p_1 \cdot \left( \log(p_T) \right)^2 \right). \]

In order to remove any correlations between $p_0$ and $p_1$ in the fit described in Sect. 6.5, the parameters are rotated by an angle $\theta$ and redefined as $p_0 = p_0' \cos \theta - p_1' \sin \theta$ and $p_1 = p_0' \sin \theta + p_1' \cos \theta$. The $\theta$ value is chosen such that the two parameters are uncorrelated, and it is found to be $\theta = -0.0973$. The $p_0$ and $p_1$ parameters are determined in the combined fit described in Sect. 6.5. The parameter $p_1'$ is found to be $p_1' = 0.171 \pm 0.002$ in the signal regions of both channels, and $p_0' = 1.172 \pm 0.113 (0.996 \pm 0.110)$ in the electroweak...
(strong) channel. The data and fitted fake background are shown in Fig. 4 for the electroweak and strong production fake-tracklet CRs and show good agreement between the fit and the data.

6.5 Fitting procedure

The backgrounds are estimated by fitting the model below to the data in the high-$E_T^{\text{miss}}$ signal region or in each of the middle-$E_T^{\text{miss}}$ validation regions, simultaneously with the low-$E_T^{\text{miss}}$ and fake-tracklet CRs described in Sect. 6.1. The fit is performed using the likelihood function described in the following, where the likelihood function is described for the high-$E_T^{\text{miss}}$ signal region setup. For the validation region fits, the high-$E_T^{\text{miss}}$ signal region is replaced with the corresponding validation region.

The likelihood function $L$ for the tracklet $p_T$ in a sample of observed events ($N_{\text{obs}}$) is defined as

$$L = L_{\text{shape}} \times L_{\text{Fake CR}} \times L_{\text{syst}}.$$  

The $L_{\text{shape}}$ term is defined as:

$$L_{\text{shape}} = \prod_{R} L_{\text{shape}}^R,$$  

with

$$L_{\text{shape}}^R = \exp \left( - \sum_i n_i^{R} \right) \times \prod_{N_{\text{obs}}} \left( \sum_{i'} \left( n_i^{R} \cdot f_{i'}(p_T; \sigma_i, \alpha_i) \right) \right).$$

The $L_{\text{Fake CR}}$ term is defined as:

$$L_{\text{Fake CR}} = \exp \left( - n_{\text{Fake CR}} \right) \times \prod_{N_{\text{Fake CR}}} \left( n_i^{\text{Fake CR}} \cdot f_{i}(p_T; p_0, p_1) \right).$$

Here $s, e, \mu, h$ and $c$ are subscripts of the signal process and the electron, muon, hadron and combinatorial fake-tracklet backgrounds respectively; $N_{\text{obs}}^R$ is the number of observed events in each of the fitted regions, $R = \text{high-}E_T^{\text{miss}}$ or low-$E_T^{\text{miss}}$ region; $n_i^R$ is the estimated number of events of process $i$ in region $R$; $\sigma_i$ and $\alpha_i$ are the smearing parameters of process $i$; $p_0$ and $p_1$ are the parameters for the combinatorial fake-tracklet background fit described in Sect. 6.4; $f_i$ is the charged-particle scattering background-shape template for process $i$ described in Sects. 6.3 and 6.2; $n_i^{R}$ is the estimated number of combinatorial fake-tracklet events in region $R$. For region $R = \text{low-}E_T^{\text{miss}}$, the number of combinatorial fake-tracklet events ($n_i^{\text{low-}E_T^{\text{miss}}}$) is a free parameter in the likelihood fit and extracted from the data. Using this, the number of combinatorial fake-tracklets in the high-$E_T^{\text{miss}}$ region is calculated from:

$$n_i^{\text{high-}E_T^{\text{miss}}} = r_{CD} \cdot \exp(r_{ABCD}) \cdot n_i^{\text{low-}E_T^{\text{miss}}}.$$

with $r_{CD}$ defined as:

$$r_{CD} = \frac{n_i^{\text{high-}E_T^{\text{miss}} \text{Fake CR}}}{n_i^{\text{low-}E_T^{\text{miss}} \text{Fake CR}}}.$$
and $r_{ABCD}$ defined as:

$$r_{ABCD} = \ln \frac{n_c^{\text{high-}E_T^{\text{miss}}} / n_c^{\text{high-}E_T^{\text{miss}} \text{Fake CR}}}{n_c^{\text{low-}E_T^{\text{miss}}} / n_c^{\text{low-}E_T^{\text{miss}} \text{Fake CR}}}. \quad (11)$$

Here $r_{CD}$ and $r_{ABCD}$ are terms to constrain the combinatorial fake-tracklet background in the high-$E_T^{\text{miss}}$ regions relative to that in the low-$E_T^{\text{miss}}$ regions: the $r_{CD}$ term is used for the low-$E_T^{\text{miss}}$ control and high-$E_T^{\text{miss}}$ signal region, while the $r_{ABCD}$ term is used to constrain the extrapolation from the high $d_0$ significance side fake enriched regions into the low-$E_T^{\text{miss}}$ control and high-$E_T^{\text{miss}}$ signal regions.

The likelihood $\mathcal{L}_{\text{sys}}$ consists of a product of terms related to the systematic uncertainties in each background process and the signal process, $\mathcal{L}_{\text{sys}} = \mathcal{L}_{\text{sys}}^s \times \mathcal{L}_{\text{sys}}^\mu \times \mathcal{L}_{\text{sys}}^\tau \times \mathcal{L}_{\text{sys}}^\gamma$. Each likelihood component is defined as below:

$$\mathcal{L}_{\text{sys}}^s = G(\sigma_s; \bar{\sigma}_s, \Delta\sigma_s) \times G(\alpha_s; \bar{\alpha}_s, \Delta\alpha_s) \times \prod_{R} G(n_{s, R}^{R}, \bar{n}_{s, R}^{R}, \Delta n_{s, R}^{R}), \quad (12)$$

$$\mathcal{L}_{\text{sys}}^\mu = G(\sigma_{\mu}; \bar{\sigma}_{\mu}, \Delta\sigma_{\mu}) \times G(\alpha_{\mu}; \bar{\alpha}_{\mu}, \Delta\alpha_{\mu}) \times \prod_{R} G(n_{\mu, R}^{R}, \bar{n}_{\mu, R}^{R}, \Delta n_{\mu, R}^{R}), \quad (13)$$

$$\mathcal{L}_{\text{sys}}^\tau = G(\sigma_\tau; \bar{\sigma}_\tau, \Delta\sigma_\tau) \times G(\alpha_\tau; \bar{\alpha}_\tau, \Delta\alpha_\tau) \times \prod_{R} G(n_{\tau, R}^{R}, \bar{n}_{\tau, R}^{R}, \Delta n_{\tau, R}^{R}), \quad (14)$$

$$\mathcal{L}_{\text{sys}}^\gamma = G(r_{ABCD}; 1, \Delta r_{ABCD}), \quad (15)$$

where $G(\alpha; b, c)$ represents a unit Gaussian function of $\alpha$ with a mean of $b$ and a standard deviation $c$. The expected value and the uncertainty of a variable $x$ are represented by $\bar{x}$ and $\Delta x$ respectively.

The likelihood is maximised by minimising the negative log-likelihood function with the MINUIT [75] package in the RooFit framework [76]. The fit parameters are the normalisations of the hadron and combinatorial fake-tracklet backgrounds ($n_{s, R}^{R}$ and $n_{\mu, R}^{R}$), the $p_0$ and $p_1$ parameters of the function modelling the fake-tracklet transverse momentum distribution described in Sect. 6.4, and nuisance parameters. Each nuisance parameter represents a source of systematic uncertainty and is allowed to float in the fit with a Gaussian constraint. The statistical uncertainty of the transfer factors for electrons and muons is propagated into the final template.

7 Systematic uncertainties

Several sources of uncertainty are considered for this search, and these can be divided into uncertainties affecting the parameters in the background and signal fit model, and those affecting the expected signal yields.

7.1 Fit model uncertainties

Uncertainties in the normalisation of the electron and muon backgrounds are dominated by the statistical uncertainties in the transfer factors. The shape uncertainty in the hadron and charged-lepton backgrounds is dominated by uncertainties in the smearing functions. The pile-up condition is the largest source of uncertainty for the smearing function, especially for lower-$p_T$ tracklets. The pile-up uncertainty is evaluated by taking the difference between the nominal values of the smearing parameters and the values obtained from events with different pile-up conditions. This is done by splitting the dataset into data taken in low ($\mu < 40$) and high ($\mu > 40$) pile-up conditions, and the full parameter-value differences between the datasets with low and high pile-up are assigned as the systematic uncertainties of the $p_T$-dependent smearing parameters.

The uncertainties in $r_{CD}$ and $r_{ABCD}$ are obtained from statistical uncertainties in the control regions used to calculate these parameters. An additional uncertainty in the extrapolation of $r_{ABCD}$ over $d_0/\sigma(d_0)$ is obtained by evaluating $r_{ABCD}$ using pixel tracklets with $3 < |d_0/\sigma(d_0)| < 10$ for $n_c^{\text{high-}E_T^{\text{miss}}}$ and $n_c^{\text{low-}E_T^{\text{miss}}}$ in Eq. (11). Since fake tracklets are the dominant backgrounds in the signal regions, variations of these parameters are the leading source of uncertainty in both the electroweak and strong production signal regions. Similarly, the $p_0$ and $p_1$ parameters are varied up and down by the statistical uncertainties obtained from the fit.

Table 5 summarises the effect of various sources of systematic uncertainty on the signal exclusion significance.

7.2 Signal uncertainties

A breakdown of the systematic uncertainties for the expected number of signal events in the signal regions is shown in Table 6.

Theoretical uncertainties in the signal cross-section are estimated in a way similar to that for the previous result [16]. This is done by computing the changes in the cross-section when the renormalisation and factorisation scales, the choice of PDFs and the strong coupling constant, $\alpha_s$, are varied independently. Renormalisation and factorisation scales are varied by factors of 0.5 and 2 from their nominal value. The PDF uncertainty is estimated as the maximum of the uncertainty from the CTEQ6.6 [77] uncertainty band at 68% confidence level and the difference between the results for the CTEQ6.6 and MSTW2008 NLO PDF [78] sets. Each uncertainty is varied independently and their effects are added in quadrature. Uncertainties in the modelling of ISR and final-state radiation (FSR) are estimated by varying the renormalisation, factorisation and merging scales from 0.5 to 2 times their nominal values. Jet modelling uncertainties related to
the energy scale and resolution, and jet vertex tagging uncertainty, are estimated by comparing simulated events and data as described in Ref. [66]. The pile-up modelling uncertainty is estimated by varying the number of collisions per bunch crossing in simulation by its uncertainty of 10% of the nominal value. The uncertainty in the $E_{\text{miss}}^\text{soft}$-term modelling is considered by comparing data and simulated samples using $Z \rightarrow \mu\mu + \text{jets}$ events as described in Ref. [66]. The uncertainty in the trigger efficiency modelling is small because it is measured from data as described in Sect. 5. Only the statistical uncertainty in the efficiency measurement is taken into account for the signal trigger efficiency uncertainty.

The uncertainty in the tracklet reconstruction efficiency is evaluated by comparing efficiencies for muons in the collision data and simulation. Events containing muons from $Z$ boson decays are selected and muons are re-tracked using only pixel hits as described in Sect. 6.2. The efficiency is measured as the ratio of re-tracked pixel tracklets satisfying all of the tracklet quality and selection criteria to the total number of muon tracks. The difference between data and simulation is assigned as a systematic uncertainty.

8 Results and interpretation

The transverse momentum spectra of the fitted pixel tracklets in the low-$E_{\text{miss}}^\text{T}$ CR, the calorimeter sideband and middle-$E_{\text{miss}}^\text{T}$ VRs, and the high-$E_{\text{miss}}^\text{T}$ SR for the electroweak and strong production channels are shown in Figs. 5 and 6, respectively. The measured spectra show agreement with the sum of all expected background. Examples of the expected-signal prediction with $m_{\tilde{g}} = 600$ GeV and $\tau_{\tilde{g}} = 0.2$ ns for the electroweak production channel, and with $m_{\tilde{g}} = 1400$ GeV,
$m_{\tilde{\chi}^\pm} = 1100$ GeV and $\tau_{\tilde{\chi}^\pm} = 0.2$ ns for the strong production channel are overlaid.

The numbers of events in the two middle-\(E_T^{\text{miss}}\) validation regions after the background fits described in Sect. 6.5 are shown in Table 7. Good agreement between data and background predictions is observed in all validation regions. No significant excess above the background predictions is observed in the high-\(E_T^{\text{miss}}\) signal regions, as shown in Table 8. The probability of a background-only experiment being more signal-like than observed ($p_0$), its equivalent formulation in terms of the number of standard deviations ($Z$), and the upper limit on the model-independent visible cross-section at 95% confidence level (CL) using the CL$_s$ technique [79] are also shown in Table 8. For the evaluation of these model-independent quantities, the tracklet is required to have $p_T > 60$ GeV.

Model-dependent exclusion limits at 95% CL are placed on the various signal models. The likelihood function is extended to contain both the signal and background components.
Fig. 6 Pixel tracklet $p_T$ spectrum fit results in the low-, middle- and high-$E_T^{\text{miss}}$ regions for the strong production channel. The fake-tracklet, hadron, electron and muon templates are fitted to observed data events in a background-only fit. An example of the expected-signal prediction with $m_{\tilde{g}} = 1400$ GeV, $m_{\tilde{\chi}^\pm} = 1100$ GeV and $\tau_{\tilde{\chi}^\pm} = 0.2$ ns is overlaid in red. The last bin includes overflow entries. The bottom panel shows the ratio of data to the background-only prediction. The arrow indicates a value outside of the range of the bottom inset.

ments. The signal normalisation is the parameter of interest and is unconstrained in the fit.

For the electroweak production of pure winos or pure higgsinos, the exclusion limits are shown as a function of the chargino lifetime and mass.

In the case of pure winos, the expected lower limit on the mass of a chargino with a lifetime of 0.2 ns is improved from 450 GeV in the previous search [16] to 680 GeV in this search, while a simple scaling from the integrated luminosity used in the previous search gives an expected mass limit of 530 GeV with the present integrated luminosity of 136 fb$^{-1}$. The observed limit excludes charginos masses up to 660 GeV as shown in Fig. 7, in which the pure-wino lifetime is shown by the grey dashed line.

For pure higgsinos, chargino masses are excluded up to 210 GeV as shown in Fig. 8. The lower sensitivity to higgsinos in comparison with winos is explained by two factors: the smaller production cross-section of higgsinos relative to the wino case, and the extremely short lifetime of the higgsinos.
Table 7 Expected and observed numbers of events and corresponding background predictions in the middle-$E_T^{miss}$ validation regions. The uncertainty in the total background prediction differs from the sum in quadrature of the individual components due to anti-correlation of fit parameters between the backgrounds

<table>
<thead>
<tr>
<th></th>
<th>Electroweak channel</th>
<th>Strong channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calo. sideband</td>
<td>Calo. sideband</td>
</tr>
<tr>
<td></td>
<td>$p_T &gt; 60$ GeV</td>
<td>$p_T &gt; 60$ GeV</td>
</tr>
<tr>
<td></td>
<td>$p_T &lt; 60$ GeV</td>
<td>$p_T &lt; 60$ GeV</td>
</tr>
<tr>
<td>Fake</td>
<td>$4.3 \pm 2.2$</td>
<td>$3.2 \pm 1.5$</td>
</tr>
<tr>
<td>Hadron</td>
<td>$1.0 \pm 0.8$</td>
<td>$0.36 \pm 0.23$</td>
</tr>
<tr>
<td>Electron</td>
<td>$0.8 \pm 0.5$</td>
<td>$0.29 \pm 0.20$</td>
</tr>
<tr>
<td>Muon</td>
<td>$0.023 \pm 0.007$</td>
<td>$0.012 \pm 0.004$</td>
</tr>
<tr>
<td>Total Expected</td>
<td>$6.1 \pm 1.9$</td>
<td>$3.8 \pm 1.5$</td>
</tr>
<tr>
<td>Observed</td>
<td>$5$</td>
<td>$3$</td>
</tr>
</tbody>
</table>

Table 8 Expected and observed numbers of events and corresponding background predictions in the high-$E_T^{miss}$ signal regions with transverse momenta above 60 GeV. The uncertainty in the total background prediction differs from the sum in quadrature of the individual components due to anti-correlation of fit parameters between the backgrounds

<table>
<thead>
<tr>
<th></th>
<th>Electroweak channel</th>
<th>Strong channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calo. sideband</td>
<td>Calo. sideband</td>
</tr>
<tr>
<td></td>
<td>$p_T &gt; 60$ GeV</td>
<td>$p_T &gt; 60$ GeV</td>
</tr>
<tr>
<td></td>
<td>$p_T &lt; 60$ GeV</td>
<td>$p_T &lt; 60$ GeV</td>
</tr>
<tr>
<td>Fake</td>
<td>$2.6 \pm 0.8$</td>
<td>$0.77 \pm 0.33$</td>
</tr>
<tr>
<td>Hadron</td>
<td>$0.26 \pm 0.13$</td>
<td>$0.024 \pm 0.031$</td>
</tr>
<tr>
<td>Electron</td>
<td>$0.021 \pm 0.023$</td>
<td>$0.004 \pm 0.004$</td>
</tr>
<tr>
<td>Muon</td>
<td>$0.17 \pm 0.06$</td>
<td>$0.049 \pm 0.018$</td>
</tr>
<tr>
<td>Total expected</td>
<td>$3.0 \pm 0.7$</td>
<td>$0.84 \pm 0.33$</td>
</tr>
<tr>
<td>Observed</td>
<td>$3$</td>
<td>$1$</td>
</tr>
</tbody>
</table>

For the strong production channels, the exclusion limits are set as a function of the lightest chargino’s mass and the gluino’s mass. The exclusion limits for charginos with lifetimes fixed to 0.2 ns and 1.0 ns are shown in Fig. 9. The observed limits from the electroweak wino model in Fig. 7 are shown by a green hatched line. Gluino masses below 2.1 TeV are excluded for a chargino mass of 300 GeV and a chargino lifetime of 0.2 ns.

9 Conclusion

A search for long-lived charginos with a disappearing-track signature was performed using $\sqrt{s} = 13$ TeV $pp$ collision data collected by the ATLAS experiment at the LHC, corresponding to an integrated luminosity of 136 fb$^{-1}$. Pixel tracklets with at least four hits in the pixel detector are used to improve the sensitivity for short chargino lifetimes. A strong disappearing-track condition, enforced by vetoes on SCT hits and significant calorimeter energy along the tracklet’s trajectory, was developed specifically for this search and is used to reduce the backgrounds significantly. The improved background rejection that this disappearing-track condition offers, together with over a factor of three increase in integrated luminosity, has allowed the ATLAS Collaboration to significantly improve sensitivity to long-lived charginos. A lower limit on the mass of long-lived charginos from electroweak production in pure-wino (pure-higgsino) models is set at 660 (210) GeV at 95% CL. If charginos with a proper lifetime of 0.2 ns are produced in the decay cascade of pair-produced gluinos, gluino masses below 2.1 TeV are excluded for a chargino mass of 300 GeV.
Fig. 8 Exclusion limits at 95% CL obtained in the electroweak production channel with the pure-higgsino scenario. The limits are shown separately for the higgsino lifetime or mass splitting as a function of the chargino mass. The black dashed line shows the median expected value, and the yellow band shows the 1σ uncertainty band around the expected limits. The red line shows the observed limits and the red dotted lines show the 1σ uncertainty from the signal cross-section. The violet broken line shows the observed limits from the previous ATLAS result [17]. The dashed gray line shows the predicted chargino lifetime in the pure higgsino-LSP scenario [14].

Fig. 9 Exclusion limits at 95% CL obtained in the strong production channel. The limits are shown as a function of the lightest chargino’s mass versus the gluino’s mass, for chargino lifetimes of (a) 0.2 ns and (b) 1.0 ns. The black dashed line shows the median expected value, and the yellow band shows the 1σ uncertainty around the expected limits. The red line shows the observed limits and the red dotted lines show the 1σ uncertainty from the signal cross-section. The observed exclusion limits from this search in the direct electroweak wino production channel in the minimal AMSB model with (a) $\tau_{\tilde{\chi}^\pm_1} = 0.2$ ns and (b) $\tau_{\tilde{\chi}^\pm_1} = 1.0$ ns are overlaid in green. The violet broken line shows the observed limits from the previous ATLAS result [16].
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