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We report on a blinded analysis of low-energy electronic recoil data from the first science run of the XENONnT dark matter experiment. Novel subsystems and the increased 5.9 ton liquid xenon target reduced the background in the $(1, 30)$ keV search region to $(15.8 \pm 1.3)$ events/$(\text{ton} \times \text{year} \times \text{keV})$, the lowest ever achieved in a dark matter detector and $\sim 5$ times lower than in XENON1T. With an exposure of 1.16 ton-years, we observe no excess above background and set stringent new limits on solar axions, an enhanced neutrino magnetic moment, and bosonic dark matter.
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In 2020 we reported an unexpected excess of electronic recoil (ER) events below $\sim 7$ keV in the XENON1T dark matter (DM) experiment [1]. The excess was compatible with decays from trace amounts of tritium, the presence of which we were unable to confirm or exclude at the time. The result was also interpreted as physics beyond the standard model (BSM) such as solar axions, bosonic DM with a mass of $\sim 2.3$ keV/$c^2$, solar neutrinos with enhanced magnetic moment, and many other models [2]. ER data are also used to search for fermionic dark matter, as recently reported by PandaX-4T [3].

This Letter presents the first results from a blinded analysis of science data from XENONnT, aimed at investigating the nature of the XENON1T excess. Because of its larger active target mass and lower radioactive background, XENONnT is an order of magnitude more sensitive to rare events than its predecessor [4].

The XENONnT experiment [5–7], located at the INFN Laboratori Nazionali del Gran Sasso (LNGS) in Italy, was designed as a fast upgrade of XENON1T [7] and inherits many of its systems such as cooling, gas storage, purification, and Kr removal [8]. At the core of the experiment is a new dual-phase xenon time projection chamber (TPC), enclosed in a double-walled stainless-steel cryostat filled with 8.5 tons of liquid xenon (LXe).

The cryostat is suspended at the center of the XENON1T water Cherenkov muon veto [9]. A neutron veto was added, surrounding the cryostat, to detect $\gamma$ rays produced from neutron capture on Gd, to be added at a later stage. It consists of an octagonal enclosure with an average diameter of 4 m and a height of 3 m composed of reflective panels and 120 8-inch Hamamatsu R5912 photomultiplier tubes (PMTs). For the first science run, referred to as SR0, the neutron veto was operated with pure water, with an estimated neutron tagging efficiency of $\sim 68\%$.

The low-energy ER background in XENON1T was dominated by $^{214}$Pb, a $\beta$ emitter originating from $^{222}$Rn. For XENONnT, in addition to an extensive material radioassay campaign [10], a new high-flow radon removal system was developed to further reduce this background [11]. The system can operate in two independent modes: the gaseous xenon (GXe) mode, where radon is extracted from warm sections of the detector system (e.g., from around PMT high voltage and signal cables) with a GXe flow of 20 standard liters per minute before it enters the LXe, and the LXe mode, where, in addition to the GXe extraction, the entire LXe mass is exchanged every 5.5 days, which matches the mean lifetime of $^{222}$Rn. While commissioning this new system we found that, at the time, its operation in LXe mode resulted in a drastic drop of xenon purity. For this reason, the system was used only in GXe mode for SR0, resulting in a $^{222}$Rn level of 1.7 $\mu$Bq/kg.

The cylindrical TPC, 1.33 m in diameter and 1.49 m tall, encloses an active mass of 5.9 tons of LXe, viewed by two arrays of 3-inch Hamamatsu R11410-21 PMTs [12]. The top (bottom) array contains 253 (241) PMTs, arranged in a hexagonal pattern to maximize the light collection efficiency. The TPC walls are made of polytetrafluoroethylene (PTFE) panels.

Five electrodes made of parallel stainless-steel wires set the electric fields in the TPC. The anode and gate electrodes, featuring 5 mm pitch 216 $\mu$m diameter wires, are positioned 3.0 mm above and 5.0 mm below the liquid-gas interface, respectively. Four (two) additional 304 $\mu$m diameter wires were installed perpendicular to the anode (gate) wires to minimize sagging. The cathode electrode features 304 $\mu$m diameter wires arranged with a 7.5 mm pitch. The two remaining electrodes, the top and bottom screens, are positioned 28 mm above the anode and 55 mm below the cathode, respectively, and protect the PMTs from high electric fields.

The cathode and gate electrodes, together with a field cage, define and shape the electric field in the drift region. The field cage consists of two sets of alternating concentric copper rings, connected by two redundant resistive chains. The bottommost ring is connected to the cathode with a resistor, while the top is independently biased ($V_{\text{FSR}}$). This allows for the tuning of the electric field during operations, improving its homogeneity.

The filling of the TPC was completed in the fall of 2020 and all components were successfully operated for several weeks until November 2020, when a short circuit between
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the cathode and bottom screen limited the cathode voltage to $-2.75$ kV. Therefore, during SR0 the electrodes were kept at $V_{\text{anode}} = +4.9$ kV, $V_{\text{gate}} = +0.3$ kV, $V_{\text{cathode}} = -2.75$ kV, and $V_{\text{ESR}} = +0.65$ kV, corresponding to a drift field of 23 V/cm and an electron extraction field of 2.9 kV/cm in the liquid. With these fields, the response of the TPC was sufficient to acquire science data and exploit the low background level of XENONnT.

Energy depositions above $\sim 1$ keV in LXe can produce detectable prompt scintillation photons (S1) at 175 nm [13] and ionization electrons that are drifted by the external field and extracted into the GXe above the liquid, where they produce secondary scintillation photons (S2) via electroluminescence at the same wavelength. The time difference between the S1 and S2 signals is proportional to the interaction depth $z$.

Both S1 and S2 signals are attenuated due to absorption by impurities dissolved in xenon; thus, high xenon purity is critical for the detector performance. During operation, the xenon is purified continuously using a new cryogenic purification system, based on the work detailed in [14]. The LXe is purified through a dedicated adsorbent at a rate of 2 liters per minute, corresponding to 8.3 tons/day. With liquid purification we achieved an electron lifetime, the drift time after which the number of electrons are attenuated to 1/e, larger than 10 ms, more than an order of magnitude improvement compared to XENON1T. In addition, the GXe volume of the cryostat is continuously purified with a high-temperature getter upstream of the gas inlet to the radon removal system.

Since tritium was a potential explanation for the XENON1T excess, a number of measures were taken to minimize the possibility of introducing it in the form of tritiated hydrogen (HT) and tritiated water [1]. The TPC was outgassed for a period of about three months before filling the cryostat with GXe. The entire xenon inventory was processed through the Kr-removal system during its transfer into the gas storage system, thereby considerably reducing any initial HT content. In preparation to filling the cryostat with GXe and eventually LXe, the xenon was transferred to the liquid storage system via high-temperature getters, which include hydrogen removal units. Prior to cooldown and filling, the cryostat and TPC were also treated by continuously circulating GXe for $\sim 3$ weeks. Every time GXe or LXe was filled into the cryostat it was always purified via the getters. Following these measures, the hydrogen removal units were regenerated before the start of SR0.

The SR0 dataset was collected from July 6, 2021, to November 10, 2021, with a total live time of 97.1 days. During this period, the detector’s temperature, pressure, and liquid level above the gate electrode remained stable at $(176.8 \pm 0.4)$ K, $(1.890 \pm 0.004)$ bar, and $(5.02 \pm 0.20)$ mm, respectively. The TPC PMT gains were set at $\sim 2 \times 10^6$ and were stable within 3%. The electron extraction efficiency and the mean single electron gain were measured to be $(53 \pm 3)\%$ and $(31.2 \pm 1.0)$ photoelectrons (PE) per extracted electron, respectively. These values were affected by temporary ramp-downs of the anode, caused by localized, sustained, high-rate bursts of electrons. The effect stabilized within three days and is corrected for in the analysis.

The PMT signals are amplified by a factor of 10, digitized at a sampling rate of 100 MHz, and reconstructed with the open-source software STRAXEN (v1.7.1) [15,16]. Data is collected in “triggerless” mode; there is no global triggering scheme. Zero length encoding on a per-PMT basis reduces the data volume by only writing regions where a PMT hit crosses its threshold, typically 2.06 mV corresponding to $\sim 0.3$ PE [17]. The mean single-PE acceptance was 91%.

Out of 494 PMTs, 17 were either turned off or excluded from analysis due to internal vacuum degradation, light emission, or noise. PMT hits are iteratively grouped with adjacent hits within a 700 ns time window into clusters, and these clusters are successively subdivided into smaller ones to yield S1 or S2 peaks. Classification of S1s and S2s is performed based on their hit pattern and peak shape. S1s require hits from three or more PMTs occurring within 100 ns (threefold coincidence). A peak not classified as an S1 with at least four contributing PMTs is considered an S2 peak. An event time window is defined by an S2 peak above 100 PE ($\sim 3$ extracted electrons) and the preceding maximum drift time of 2.2 ms where an S1 may have occurred, extended on both sides by 0.25 ms. If another S2 above 100 PE occurs within the duration of the event, the two time windows are combined.

The interaction position in the horizontal plane ($r, \theta$) of an event is reconstructed using the S2 hit pattern of the top PMT array. Three independent machine learning algorithms (multilayer perceptron, convolutional neural network, and graph constrained network [18]) are used. The uncertainty of a reconstructed position at the edge of the detector is estimated to be $\sim 1$ cm for an S2 of 1000 PE, validated with events on the inner surface of the PTFE panel.

Injections of $^{83}$Kr [19] were performed every two weeks to monitor detector stability and calibrate the energy reconstruction and position dependencies in the detector response. The homogeneity of this internal calibration source is used to correct for the nonuniform drift field, which results in the reconstructed position of events being biased to smaller radii. The drift field as a function of $r$ and $z$ was evaluated by matching the boundary of the $^{83}$Kr distribution to that of a simulation accounting for charge accumulation on the PTFE surface using COMSOL [20,21]. This simulation-driven field map was validated using the measured ratio of the two $^{83}$Kr S1 signals [22], and is in agreement with simulation to the level of 3% in the fiducial volume used in the analysis. The maximum and minimum drift fields in the fiducial volume are 21.5 and 28.5 V/cm, respectively.

The S1 signal size is normalized to the mean response in the central part of the TPC to account for spatial
dependence of the light collection efficiency, determined with \(^{83}\text{mKr}\) data. When evaluating this correction, the effect of the nonuniform drift field on the \(^{83}\text{mKr}\) light yields, as measured in \([23]\), up to 1% inside the fiducial volume, is factored out. This ensures that the correction map only includes geometric effects, so it is applicable to events in a wide energy range.

The S2 signal size is corrected for the time-dependent electron lifetime, measured with \(^{83}\text{mKr}\) and \(^{222}\text{Rn}\) \(\alpha\) decays. The impact of the drift field on the charge yield of the respective source \([23]\), up to 5% for \(^{83}\text{mKr}\) inside the fiducial volume, is considered when determining the electron lifetime. After correction, the measurements with both sources agree, and are consistent with those from a purity monitor installed in the LXe purification system.

Two additional corrections are applied to S2s. First, the spatially dependent S2 response due to, e.g., electrode sagging is determined using \(^{83}\text{mKr}\) and used to correct the S2 size based on the reconstructed horizontal position at extraction. No electric field effects were considered for this correction due to the small electric field radial dependence. Second, a time-dependent correction for variations in the single electron gain and extraction efficiency is included to account for transient effects following ramping up of the anode voltage.

In this analysis, we consider ER interactions only. The S1 and S2 response to low-energy ERs was calibrated with two radioactive sources. First, \(^{220}\text{Rn}\), whose \(\beta\)-emitting daughter \(^{212}\text{Pb}\) produces a uniform ER spectrum at low energies \([24]\), was injected into the TPC in June 2021. Second, \(^{37}\text{Ar}\), which primarily produces low-energy depositions of 2.82 keV via (K-shell) electron capture \([25]\), was injected in December 2021. Being a monoenergetic and low-energy source, \(^{37}\text{Ar}\) is primarily used to calibrate the response near the energy threshold (and the location of the XENON1T excess).

Using the \(^{220}\text{Rn}\) calibration as a reference, the ER signal region in S1-S2 space was blinded below 20 keV in the SR0 dataset while the analysis was ongoing. The primary science goal of XENONnT is to search for weakly interacting massive particles (WIMPs), which are expected to produce nuclear recoils (NRs). The NR response was calibrated with an \(^{241}\text{AmBe}\) neutron source and used to define the region of interest (ROI) for WIMPs, which was kept blinded at the time the analysis for this Letter was performed.

Like in \([1]\), this analysis is performed in the space of reconstructed energy using a combined energy scale defined by \(E = W(c_{\text{S1}}/g_1 + c_{\text{S2}}/g_2)\), where \(E\) is the reconstructed energy, the mean energy to produce a quantum, \(W\), is fixed to 13.7 eV/quanta \([26]\), \(c\) denotes the corrected S1 and S2 variables, and \(g_1\) (\(g_2\)) is the gain constant that defines the average S1 (S2) signal in PE observed per unit photon (electron) produced in the interaction. Using monoenergetic calibration sources \(^{37}\text{Ar}\), \(^{83}\text{mKr}\), \(^{131}\text{mXe}\), and \(^{129}\text{mXe}\), the gain constants are found to be \(g_1 = (0.151 \pm 0.001)\) PE/photon and \(g_2 = (16.5 \pm 0.6)\) PE/electron. These values are extracted after accounting for an energy-dependent “reconstruction bias,” a nonlinearity in the S1 and S2 reconstruction due to, e.g., single-PE threshold effect and/or PMT afterpulsing. The magnitude of this bias is determined via simulation. This effect, 1% at 41.5 keV \((^{83}\text{mKr})\) and 2% at 236.1 keV \((^{129}\text{mXe})\), is modeled empirically in reconstructed energy space and included when constructing the background models. Informed primarily by the \(^{37}\text{Ar}\) calibration, the energy resolution is modeled using a skew-Gaussian smearing function \([27-29]\), rather than a pure Gaussian as done in \([1]\).

The ROI for this analysis is (1, 140) keV in reconstructed energy, with event-selection criteria similar to \([1,30]\). All events must have a valid S1-S2 pair. Signals are expected to induce single scatters; thus, multiple-scatter events are removed. An S2 threshold of 500 PE is applied. We remove events far below and above the ER region in the cS1-cS2 space to avoid background events originating from \(^{222}\text{Rn}\) daughters on the TPC surface \([31]\) and events in GXe, respectively. TPC events occurring within 300 ns of neutron veto events are removed.

The efficiencies and uncertainties of the event selections are estimated following the procedure in \([1,30]\). The detection efficiency is dominated by the threefold coincidence requirement for valid S1s and was determined using both a data-driven method of sampling PMT hits from S1s using \(^{37}\text{Ar}\) and \(^{83}\text{mKr}\) calibration data to mimic low-energy S1s as well as from waveform simulation \([30]\). The two methods agree within 1%, and the waveform simulation method is taken as the nominal one (see Fig. 1). The S2 reconstruction efficiency is determined via simulation to be \(\sim 100\%\) for the energies considered here. The combined efficiency of detection and event selection with uncertainties is also shown in Fig. 1. The discontinuity of the combined efficiency at 10 keV is due to the blinded WIMP search region.

Figure 2 shows the reconstructed energy spectra of calibration data at low energy, along with unbinned maximum likelihood fits with the response model used in this analysis. The fit to \(^{220}\text{Rn}\) suggests that the energy threshold, selection efficiency, and energy reconstruction are well-understood. The fit to \(^{37}\text{Ar}\), which assumes a fixed mean of 2.82 keV and a fixed resolution, validates the skew-Gaussian smearing model and anchors the energy reconstruction of peaks down to 2.82 keV.

A fiducial mass of \((4.37 \pm 0.14)\) tons is used for this analysis, yielding a total exposure of 1.16 ton \(\times\) years. The fiducial volume was optimized based on the spatial distribution of the \(\gamma\)-ray induced material background, as well as instrumental backgrounds near the detector wall and liquid-gas interface. The uncertainty of the fiducial mass is dominated by the estimation of the charge-insensitive
volume of the TPC, a region near the edge of the detector where extraction of ionization electrons is impossible due to the inhomogeneity in the drift field caused by the limited drift field strength.

We consider three categories of potential BSM signals in this search: (a) solar axions, (b) solar neutrinos with an enhanced magnetic moment, and (c) bosonic DM, which primarily includes axionlike particles and dark photon DM. The solar axion model is the one used in [1] and has been updated to include the inverse Primakoff effect [32–34]. The model thus has six components governed by three couplings, i.e., axion couplings to electrons ($g_{ae}$), photons ($g_{ag}$), and nucleons ($g_{an}^A$). An example of the solar axion signal is shown in Fig. 1.

In order to further explore the possibility of tritium as an explanation for the XENON1T excess, we operated XENONnT in a different mode for 14.3 days bypassing the getter purifying the GXe volume of the cryostat after the SR0 data was collected. Being considerably more volatile than xenon, any outgassed hydrogen (and therefore HT) is more effectively removed by this purification scheme. Furthermore, the shorter purification time constant (~2 h), compared to that of liquid purification (~1 day), also makes the removal more effective. Therefore, the equilibrium concentration of HT in LXe is expected to be enhanced by bypassing this getter. The enhancement factor is conservatively estimated to be at least 10, but could be as large as 100. This “tritium-enhanced” dataset, when unblinded, showed no evidence for a tritiumlike excess. Based on this null result, combined with the aforementioned reduction measures, tritium is not included in the background model.

$^{37}$Ar was suggested as another potential source of the XENON1T excess [29]. This hypothesis was ruled out due to the strong constraints set on trace amounts of $^{37}$Ar both from cosmogenic activation and from a potential air leak [1]. Similar considerations apply to XENONnT. As mentioned earlier, the entire xenon inventory was cryogenically distilled underground by the Kr-removal system, which is also extremely effective in reducing $^{37}$Ar to a negligible level [35]. The variation of $^{39}$Ar concentration in xenon over the SR0 period, measured with rare-gas mass spectrometry [36], sets an upper limit of $4 \times 10^{-6}$ mbarl/s on any air leak that leads to a negligible level of $^{37}$Ar. For this reason, $^{37}$Ar is also not included in the background model.

We consider nine components in the background model $B_0$, as listed in Table I. The dominant background at low energies is still the $\beta$ decay of $^{214}$Pb, the activity of which is bound between $0.777 \pm 0.006_{\text{stat}} \pm 0.032_{\text{sys}}$ Bq/kg and $1.691 \pm 0.006_{\text{stat}} \pm 0.072_{\text{sys}}$ Bq/kg. These bounds are determined by the rates of $^{218}$Po and $^{214}$Po $\alpha$ decays, parent
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**FIG. 1.** Efficiencies in reconstructed energy and the solar axion signal in true (red solid) and reconstructed energy (red dashed). The purple curve represents the detection efficiency dominated by the threefold S1 coincidence requirement. The black curve is the total efficiency, which is a combination of the detection and event-selection efficiencies. The discontinuity at 10 keV is caused by the still-blinded WIMP search region. The bands indicate the 1σ uncertainty. The black dashed line shows the 1 keV energy threshold of this search. The red solid and dashed lines represent the solar axion signal model before and after accounting for uncertainty. The black dashed line shows the 1 keV energy threshold in this search. The red solid and dashed lines represent the solar axion signal model before and after accounting for uncertainty.

![Table 1](image2.png)

**TABLE I.** Background model $B_0$ with fit constraints and best-fit number of events for each component in (1, 140) keV.

<table>
<thead>
<tr>
<th>Component</th>
<th>Constraint</th>
<th>Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{214}$Pb</td>
<td>(570, 1200)</td>
<td>960 ± 120</td>
</tr>
<tr>
<td>$^{8}$Kr</td>
<td>90 ± 60</td>
<td>90 ± 60</td>
</tr>
<tr>
<td>Materials</td>
<td>270 ± 50</td>
<td>270 ± 50</td>
</tr>
<tr>
<td>$^{136}$Xe</td>
<td>1560 ± 60</td>
<td>1550 ± 50</td>
</tr>
<tr>
<td>Solar neutrino</td>
<td>300 ± 30</td>
<td>300 ± 30</td>
</tr>
<tr>
<td>$^{124}$Xe</td>
<td>...</td>
<td>250 ± 30</td>
</tr>
<tr>
<td>AC</td>
<td>0.70 ± 0.04</td>
<td>0.71 ± 0.03</td>
</tr>
<tr>
<td>$^{133}$Xe</td>
<td>...</td>
<td>150 ± 60</td>
</tr>
<tr>
<td>$^{83m}$Kr</td>
<td>...</td>
<td>80 ± 16</td>
</tr>
</tbody>
</table>
and daughter of $^{214}$Pb in the decay chain, respectively. We used the $^{214}$Pb spectrum from [37] that is calculated as a forbidden transition. The $^{220}$Rn rate is less than 5% of the $^{222}$Rn rate and thus the $\beta$ decay of $^{212}$Pb is not included in the background model.

The $^{85}$Kr concentration was measured to be $(56 \pm 36)$ ppq. The abundance of $^{85}$Kr in $^{85}$Kr is taken as $2 \times 10^{-11}$ based on seasonal measurements of $^{85}$Kr activity in the LNGS air of 1.4 Bq/m$^3$, which is consistent with [38]. Those measurements are then propagated to constrain the $^{85}$Kr rate with an uncertainty of $\sim66\%$, dominated by the $^{85}$Kr concentration measurement.

Gamma-ray backgrounds from materials are found to have a flat spectrum below 140 keV in the fiducial volume from GEANT4 simulation [39,40]. We expect the rate to be $(2.1 \pm 0.4)$ events/(ton $\cdot$ year $\cdot$ keV) (abbreviated as events/(t $\cdot$ y $\cdot$ keV) for the rest of the Letter), where the uncertainty originates from the simulation and from the measurement uncertainties of material radioassay [10].

Having successfully reduced other sources, the two-neutrino double-beta ($2\nu\beta\beta$) decay of $^{136}$Xe becomes an important background in this analysis, overtaking $^{214}$Pb as the dominant component above 40 keV. This background is constrained by an in situ measurement of the xenon isotopic abundance with a residual gas analyzer and the half-life from [41]. We also allow for a shape change to account for the uncertainty on the theoretical calculation of this spectrum, $\sim1.5\%$ in our ROI and specifically whether this isotope is better described by the higher state dominance [42] or single state dominance [43] model of $2\nu\beta\beta$ decay.

The double-electron capture ($2\nu$ECEC) decay rate of $^{124}$Xe is left unconstrained in $B_0$. The energy spectrum adopts the updated model of [44], which takes into account the contributions from higher atomic shells compared to [1] and uses fixed branching ratios. The reconstruction of the dominant double-K-electron capture peak at 64.3 keV was also used as validation of the energy reconstruction.

The spectrum of electron scattering from solar neutrinos is computed as in [1]. We assign a 10% solar neutrino flux uncertainty based on the Borexino measurement [45]. $^{133}$Xe was produced by neutron activation from the $^{241}$AmBe calibration several months before the SR0 science data taking and a tiny fraction survived to the start of SR0. Given that it does not impact the low-energy region and this rate is small, the background is allowed to vary freely in the fit. Trace amounts of $^{83m}$Kr leftover from calibrations are also present in the SR0 data, the rate of which is also left unconstrained.

![FIG. 3. Science data (black dots) in the cS1-cS2 space, overlaid on $^{220}$Rn data (2D histogram). The WIMP search region (orange) is still blinded and not used in this search. Regions (gray shaded) far away from the ER band are excluded to avoid anomalous backgrounds. Iso-energy lines are represented by the gray dashed lines.](image)

![FIG. 4. Fit to SR0 data using the background model $B_0$. The fit result of $B_0$ is the red line. The subdominant AC background is not shown.](image)

![FIG. 5. Data and best-fit $B_0$ model below 30 keV. No significant excess above the background was found. The bump at $\sim10$ keV is from the LL shell of $^{124}$Xe 2$\nu$ECEC [44], while the discontinuity at 10 keV is caused by the blinded WIMP search region; see Figs. 1 and 3. A finer binning than in Fig. 4 is used to show the event rate change near the threshold.](image)
The last background component, accidental coincidences (ACs), is the only non-ER background in $B_0$. Uncorrelated S1s and S2s can randomly pair and form fake events, and a small fraction survives all event selections [30]. AC events overlap with the ER band in cS1-cS2 space and produce a spectrum that increases toward low energies. Its rate in the ER region is predicted to be $(0.61 \pm 0.03) \text{ events}/(t \cdot y)$ using a data-driven method, which randomly pairs isolated S1s and isolated S2s data into fake events and subsequently applies the aforementioned event selections.

After all aspects of the analysis had been fixed and a good agreement between the background model and data above 20 keV was found (p-value $\sim 0.2$), the region between $\pm 2\sigma$ quantile of ER events in S2 was unblinded. The NR region below ER $- 2\sigma$ remains blinded while the WIMP analysis continues, as shown in Fig. 3.

We performed a fit in reconstructed energy space using an unbinned maximum likelihood similar to that in [1]. The efficiency at low energies is allowed to vary within its uncertainty band. The best fit of $B_0$ is illustrated in Figs. 4 and 5, and the results are listed in Table I. The S0 dataset agrees well with $B_0$, and no excess above the background is found. The efficiency-corrected average ER background rate within $(1, 30)$ keV is measured to be $(15.8 \pm 1.3_{\text{stat}}) \text{ events}/(t \cdot y \cdot \text{keV})$, a factor of $\sim 5$ lower than the rate in XENON1T [1]. This is the lowest background rate ever achieved at these energies among dark matter direct detection experiments. The spectral shape in Fig. 4 is, for the first time, mostly determined by two second-order weak processes: the $2\nu\beta\beta$ of $^{136}\text{Xe}$ and $2\nu$ECEC of $^{124}\text{Xe}$.

The best-fit activity concentration of $^{214}\text{Pb}$ is $(1.31 \pm 0.17_{\text{stat}}) \mu\text{Bq/kg}$ assuming the branching ratio to the

![Graphical representation of the data](image-url)
ground state is 12.7% [46]. The best-fit rate of $^{124}$Xe 2eECEC translates to a half-life of $T^{2eECEC}_{1/2} = (1.18\pm 0.13_{\text{stat}} \pm 0.14_{\text{sys}}) \times 10^{22}$ yr, where the 12% systematic uncertainty is from selection efficiency (8%), exposure (3%), $^{124}$Xe abundance (6%), and capture fraction (6%). This result is consistent with the half-life reported in [44].

Figure 6 shows the 90% confidence level (C.L.) upper limit on solar axions, bosonic DM models, and solar neutrinos with an enhanced magnetic moment together with sensitivity bands estimated from the background-only fit. The solar axion limit is the upper bound of a 3D confidence volume evaluated in the space of $g_{\text{ae}}$, $g_{\gamma}$, and $g_{\text{ann}}$e, and projected onto the $g_{\gamma}$ vs $g_{\text{ae}}$ space. The 90% C.L. upper limit on the 14.4 keV peak from the solar axion $^{57}$Fe component is 20 events/(t⋅y). Those limits hold for axion masses up to $\sim 100$ eV/c$^2$. Since the $^{83}$Kr rate is left unconstrained, we only place upper limits for bosonic DM with a mass between (1, 39) and (44, 140) keV/c$^2$. The maximum local significance of this search is around 1.8$\sigma$.

The excess observed in the XENON1T experiment [1], when modeled as a 2.3 keV monoenergetic peak, is excluded with a statistical significance of $\sim 4\sigma$. The 90% C.L. upper limit on solar neutrinos with an enhanced magnetic moment is $\mu_e < 6.4 \times 10^{-12}$ $\mu_B$.

We also searched for a tritium component on top of the background model $B_0$. The best-fit rate of tritium is 0 and the upper limit (90\% C.L.) is 15 events/(t⋅y), corresponding to a concentration of $5.8 \times 10^{-26}$ mol/mol of tritium in xenon. If the excess observed in XENON1T was from trace amounts of tritium, the disappearance of the excess in XENONnT may have resulted from the aforementioned rigorous tritium prevention measures.

In summary, we performed a search for new physics in the electronic recoil data in the keV energy range from XENONnT using an exposure of 1.16 ton⋅y years. The average ER background rate of $(15.8 \pm 1.3_{\text{stat}})$ events/(t⋅y⋅keV) in the (1, 30) keV energy region is the lowest ever achieved in a DM search experiment. The blind analysis shows no excess above the background, excluding our previous BSM interpretations of the XENON1T excess. Upper limits on solar axions, bosonic DM, and solar neutrinos with an enhanced magnetic moment are set, excluding new parameter spaces. A measured half-life of $^{124}$Xe 2eECEC is also reported, consistent with the final XENON1T measurement [44].

XENONnT is continuing to take data at LNGS. Since the conclusion of SR0, upgrades to the radon removal system were made to allow for its operation in the originally foreseen combined LXe and GXe mode, resulting in a further reduction of the $^{222}$Rn activity concentration $< 1 \mu\text{Bq/kg}$. This extremely low background level coupled with a large target mass will allow XENONnT to continue probing intriguing physics channels such as DM, solar axions, and solar neutrinos well into the future.
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