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Executive Summary

This study is the first to investigate the potential role of big data technologies in the HREDD process. While big data technologies are already widely used by businesses in order to increase their economic efficiency, these efficiencies could potentially be transferred to the HREDD process. In particular, big data technologies could help businesses navigate the scale and complexity of contemporary supply chains as well as the challenges associated with analysing a wide range of potential adverse impacts.

Moreover, from the point of view of regulators and civil society organisations, big data technologies could facilitate monitoring the compliance with HREDD obligations of a large number of corporations. The aim of this study was thus to map the current usages of big data technologies in the HREDD process, as well as to discuss potential challenges that might arise in this context. The study shows that there are various steps of the HREDD process in which big data technologies are already used or could be of use.

First, we have concluded that big data technologies can play a role in enabling corporations to map much more precisely their extensive and complex upstream and downstream supply chains. Second, our research shows that big data technologies can play a role at the stage of detecting and assessing human rights and environmental risks or adverse impacts linked to global supply chains. In both of these examples the main added value provided is in the ability of big data technologies to navigate the size and complexity of modern supply chains and to process vast amounts of data in real time covering a wide range of risks.

The third potential use explored in the study concerns the potential of big data technologies to prove beneficial in supporting the monitoring of business compliance with HREDD obligations. More specifically, these technologies could offer advantages in scrutinizing extensive corporate due diligence reports that contain large amounts of qualitative (textual and visual) data.

Nevertheless, the study also identified a number of potential risks and challenges connected to the reliance on big data technologies in the framework of the HREDD process. More specifically, the study outlined challenges related to the effectiveness of these technologies, to their relationship with specific requirements of the HREDD process, such as transparency and stakeholders’ engagement, as well as to the human rights and environmental risks linked to their use and the potential conflicts of interests of the companies developing these technologies.
# List of abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>BHRRC</td>
<td>Business &amp; Human Rights Resource Centre</td>
</tr>
<tr>
<td>CSR</td>
<td>Corporate Social Responsibility</td>
</tr>
<tr>
<td>DIHR</td>
<td>Danish Institute for Human Rights</td>
</tr>
<tr>
<td>ESIA</td>
<td>Environmental and social impact assessments</td>
</tr>
<tr>
<td>EIA</td>
<td>Environmental impact assessments</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GRI</td>
<td>Global Reporting Initiative</td>
</tr>
<tr>
<td>HS Codes</td>
<td>Harmonised System Codes</td>
</tr>
<tr>
<td>HREDD</td>
<td>Human rights and environmental due diligence</td>
</tr>
<tr>
<td>HRDD</td>
<td>Human rights due diligence</td>
</tr>
<tr>
<td>HRIA</td>
<td>Human rights impact assessments</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>ILO</td>
<td>International Labour Organization</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>KYC</td>
<td>Know your consumer</td>
</tr>
<tr>
<td>KDD</td>
<td>Knowledge Discovery in Databases</td>
</tr>
<tr>
<td>NGO</td>
<td>Non-governmental Organisation</td>
</tr>
<tr>
<td>OHCHR</td>
<td>Office of the United Nations High Commissioner for Human Rights</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>SDG</td>
<td>Sustainable Development Goals</td>
</tr>
<tr>
<td>UN</td>
<td>United Nations</td>
</tr>
<tr>
<td>UNGPs</td>
<td>United Nations Guiding Principles on Business and Human Rights</td>
</tr>
</tbody>
</table>
1. Introduction

This study was prepared on behalf of the Initiative for Global Solidarity (IGS). The IGS is a project funded by the German Federal Ministry for Economic Cooperation and Development and implemented by the Deutsche Gesellschaft für International Cooperation (GIZ) GmbH. IGS works to implement human rights and environmental due diligence in global supply chains by scaling up and harmonising proven approaches. The IGS enables buying and supplying companies particularly in the garment and electronics sector to exercise shared responsibility for the impacts of their business practices on people and the planet.

1.1 Objective of the study

In the last five years there has been a growing trend of mandatory HREDD legislation across Europe. Most notably, the EU’s two biggest economies, France and Germany, have imposed a duty to conduct the HREDD process onto their biggest corporations, while the EU institutions are currently in the final stages of the adoption of a corporate sustainability due diligence directive. Due diligence as a process aimed at preventing human rights harms caused by or linked to businesses was first introduced in the UNGPs in 2011. The substantial scope of application of the due diligence process was widened beyond human rights by its integration into the 2011 OECD Guidelines for Multinational Enterprises. Since then, it has become a touchstone in regulatory initiatives aimed at the responsibility of corporations for the adverse human rights and environmental impacts linked to their transnational economic activities.

The emergence of complex transnational supply chains, which are difficult to control for a single state, is a central background condition to the emergence and spread of HREDD as a regulatory strategy. It is also the reason why conducting HREDD throughout these supply chains in order to identify and prevent adverse impacts linked to a particular product or service will be an arduous task, which will involve analysing thousands of businesses across several continents for a broad range of human rights and environmental risks. It is against this backdrop that this study aims to map the role that big data technologies could play in the HREDD process. Big data technologies are already being used by businesses in order to increase efficiency and thus profits. The hypothesis behind the present study is that these efficiencies could potentially be transferred to the HREDD process in order to support corporations in tackling the scale and complexity of contemporary supply chains as well as the challenges associated with analysing a wide range of potential risks. While, from the point of view of public regulators, big data technologies could facilitate monitoring the compliance with HREDD obligations of a large number of corporations. Our purpose is not to analyse the effectiveness of these big data technologies but to draw links between claims about what these technologies could do and the main steps of the HREDD process, as well as to highlight potential challenges that could arise due to the systematic use of big data technologies in this context.

1.2 Methodology

This study’s methodology is grounded in two main processes of collection of qualitative information. First, a comprehensive interdisciplinary literature review was conducted in order to map the existing scholarship on the application of big data technologies to issues directly or indirectly related to HREDD (such as supply chain sustainability, big data for development and human rights) and derive interesting insights that could be transposable to the application of big data technologies in the HREDD context. Second, we conducted a series of semi-structured interviews with a variety of stakeholders, including representatives of companies offering big data technologies services for sustainable supply chains and, in some cases, HREDD; academics and NGOs working on new technologies and business and human rights; and HREDD consultants. These interviews helped identify the current state of use of big data technologies in HREDD processes, as well as the potential opportunities and challenges that may arise from their use.

This study was conducted by legal scholars with business and human rights expertise, we have relied on secondary sources to describe technological processes. Therefore, our contribution is limited to linking claims made by companies and in the literature to the specific requirements of the HREDD process. However, we are not in a position to assess the validity of claims regarding the effectiveness of specific technical solutions.

1.3 Structure

This study will begin in Section 2 with a brief introduction to big data technologies, discussing the four main types of technology and some of the preconditions for the use of such technologies. It will then turn in Section 3 to the core subject matter of this report, the contribution of big data technologies to the HREDD process. In this section, we start by briefly outlining what the HREDD process entails for companies. Thereafter, we discuss the general potential of big data technologies in the context of the HREDD process before outlining three potential use-cases. These use-cases focus on the application of big data technologies to map transnational supply chains, to identify human rights and environmental risks and to monitor the compliance of companies with HREDD obligations. The use-cases are followed in Section 4 by a selection of potential risks and challenges linked to the use of such technologies in relation to the HREDD process. The study concludes in Section 5 by offering some concrete recommendations.
2. Big Data and Big Data Technologies: A Short Introduction

Big data is a term that has had significant use over the last two decades. At its most basic level big data refers to a massive amount of data which can be analysed and used to make decisions. However, this definition does not capture the broad nature of the term big data nor does it point towards any of its actual and potential uses. In this section the meaning of big data will be defined, the various ‘big data technologies’ will be discussed as well as the preconditions for the effective use of big data.

2.1 What is big data?

Big data is a term that was coined by data analyst Douglas Laney in 2001 in his paper ‘3D Data Management: Controlling Data Volume, Velocity and Variety’. His definition includes three essential concepts: the three V’s of Volume, Velocity and Variety.

Volume refers to the sheer amount of data being collected. Before computing power reached its current level, businesses and governments collected a lot of data, but storing it was challenging. Nowadays, increased computing capacity means that data storage is no longer a problem. Moreover, there is an increasing amount of data collected through a variety of sources and processes. Data is constantly being collected via the internet through social media, online retail or online streaming sites or in person through sensors and cameras. It is now routine for data scientists and those working in big data to come across data sets with trillions of elements - such is the volume of data now being collected. Velocity refers to the speed at which data is collected. Whereas data used to be ‘lagged’, meaning there would be a period of time between actions generating data (e.g. browsing an online store) and data storage and analysis, now data is being collected in real time and at incredibly fast rates. Velocity involves the rapid production and exchange of the huge volume of data in limited time spans.

Variety refers to the type of data being collected. Whereas in the past the type of data being collected was basic (e.g. demographic and geographical information), there is now a much wider range being collected. Additionally, the range of sources from which data is collected and processed has drastically expanded. For example, the political consulting firm Cambridge Analytica, which made use of big data to target undecided voters, claims to have had, using only data from social media, 4,000–5,000 different data points for every voter in the US upon which it could evaluate individuals and offer targeted messaging. The three V’s Laney introduced have now been enriched by two further V’s: Veracity

![The five V's of big data defined by Douglas Laney](image-url)

---

1 Patrick C. K. Hung, Big Data Applications and Use Cases (Springer Cham 2016).
2 Doug Laney, ‘3D Data Management: Controlling Data Volume, Velocity and Variety’ (META Group 2001). This definition has also been used by the UN Global Pulse in UN Global Pulse, ‘Big data for Development: Challenges and Opportunities’ (May 2012)
5 Ibid.
and Value. Veracity refers to how the accuracy of the data inevitably affects the quality of the final result – poorly collected data will mean the analysis is less accurate. Value expresses the ability of big data to create business opportunities by generating values from the processing of information. The 5 V’s of Volume, Velocity, Variety, Veracity and Value can help to provide an understanding of what is meant by big data but are of less use concerning how big data is used and which technologies make use of the vast resources of data available.

2.2. Big data technologies

Big data refers only to the amount of data that is now accessible but this data is made effective through big data technologies which make use of this data and provide an outcome or insight. There are four important types of big data technologies: data mining, data storage, data analytics, and data visualisation. It is through these four types of big data technology that big data has become a driver of innovation.

2.2.1 Big data mining

Big data mining refers to the extraction of useful patterns and trends from raw data. Other terms used for data mining are Knowledge Discovery in Databases (KDD), knowledge extraction, data archaeology, and data dredging. The data mining process involves a number of steps, from data collection to extracting useful information from large data sets. The Internet of Things (IoT) has become the primary grounds for data mining. IoT refers to the embedded sensory and network capable devices which are now a part of everyday life. Wearable technology, smart home devices, and smartphones are examples of IoT technology; these devices record and track various data points that can then be analysed. They work by communicating together and storing information in the cloud where it can be accessed by data analytic tools. The growing trend of inserting IoT devices into everyday life is known as pervasive computing.

Data is also gathered from the internet, with social media being one of the most prominent examples as companies like Facebook and Twitter use insights gained from the minutia of its users behaviour to provide targeting advertising. Data mined from the internet is not limited to social media, though, practically any website can be mined to provide insights. There are many different tools through which data mining occurs; one example is text-mining whereby artificial intelligence ‘reads’ text and can then sort documents by different criteria.

---

12 Patrick C. K. Hung, Big Data Applications and Use Cases (Springer Cham 2016).
15 Patrick C. K. Hung, Big Data Applications and Use Cases (Springer Cham 2016).
16 Ibid.
18 ChatGPT is an example of artificial intelligence utilising a broad range of online sources: https://openai.com/blog/chatgpt/
2.2.2. Big data storage

As previously stated, big data involves the use of vast quantities of data – more data than traditional methods of storage, such as local hard disk drives, can hold. The ability to store more data has been instrumental in the growth of big data technologies, it has allowed analytics tools to work with a large enough data pool to provide useful insights in various sectors and industries. Big data storage comprises infrastructure which is designed to fetch, store, and manage vast amounts of data. In the context of big data storage, there are two important technologies: Blockchain and Cloud Computing. These technologies allow for data storage and are offered by various businesses, such as Apache Hadoop and MongoDB, through their own software.

Blockchain

Blockchain is a technology that is used to store data in the safest way possible. It is a distributed ledger system that operates in a decentralised environment, allowing it to protect the large amounts of data generated. Blockchain works by placing data in a decentralised ledger, this data is broken up into shared blocks which are ‘chained’ together with unique identifiers in the form of cryptographic hashes which can be thought of as digital fingerprints identifying the block and its content. This makes the data secure as, due to being decentralised, no single individual can modify the data unilaterally and, due to being chained together via the hashes, there is a record of modification to the data as any modification creates a new hash and adds a new block to the chain. Blockchain was created in 1991 and was intended to timestamp digital documents so they could not be backdated or edited. The three main features of blockchain are that it is decentralised, immutable and built on consensus. Decentralisation refers to the fact that data is transferred from the control of a centralised entity (individual, organisation or group) to a decentralised network – meaning the data is shared over many peer-to-peer networks where each network contains the blockchain. Immutability refers to the fact that the blockchain cannot be changed or altered – this occurs because of the hash system and the fact it is decentralised. Consensus refers to the fact that data can only be added and taken away from the blockchain when the majority of participants in the network give their consent. Blockchain provides a safe and secure way to store big data where it is accessible to all parties but is safe from being tampered with.

Cloud computing

Cloud computing provides an infrastructure which is playing an important role by providing organisations with the ability to store data economically and efficiently. It is used by many organisations irrespective of size because of an adapted pay-per-use model thus providing scalable and cost-effective solutions. Cloud computing at its simplest means data is stored via the internet. A business choosing to ‘move to the cloud’ means its IT infrastructure is stored offsite at a data centre that is managed and maintained by a cloud computing provider – this is attractive as it offers agility, scale and flexibility without the need for large upfront investment. In the context of big data, cloud computing allows for masses of data to be stored without the need for the upfront investment – once on the cloud the data can be accessed and analysed to provide insights.

2.2.3. Big data analytics

Technologies are used in big data analytics to clean and transform data into information that is actionable, in other words that can be used to drive decisions. This is accomplished through the use of algorithms, models, and specific tools, such as Apache Spark and Splunk. Big data analytics can be divided into four categories: descriptive analytics, which helps to create reports and visualise information; diagnostic analytics, which can explain why a problem has occurred; predictive analytics, which uses past and present data to make predictions; and prescriptive analytics, which can provide solutions to problems by relying on AI and machine learning to gather data and use it for risk management. Underlying these types of data analytics is artificial intelligence (AI). AI has become a catchall phrase for applications that complete complex tasks that were once done by humans and is often used interchangeably with its subfields like machine learning and deep learning. AI refers to systems or machines that can mimic human intelligence to perform tasks and can iteratively improve themselves based on the information they collect. AI is, therefore, central to big data analytics and making use of big data gathered through data mining.

Machine learning is a term that is often used in literature on AI and is frequently used interchangeably with deep learning but these two technologies are different, with deep learning being a sub-field of machine learning. The way they learn differs, with ‘deep’ machine learning able to use both labelled and unlabelled data sets; this means it can ingest unstructured data in its raw form, such as texts and images. Classical or ‘non-deep’ machine learning, on the other hand, requires more human intervention to learn. Humans must determine the set of features to understand the differences between data inputs. Machine learning and deep learning are two important technologies that aid the data analysis process.

---

2.2.4 Big data visualisation
Data visualisation tools are used to make the outcome of the analysis process easy to understand for humans, this can come in the forms of graphs, text or simply by showing the relevant data. Data visualisation tools retrieve data from the cloud, blockchain or local storage in order to make results understandable. Visualisation is often a part of the service offered by data analysis technologies or can be done externally.

2.3. Preconditions for using big data
There are two main preconditions for making meaningful use of big data: data quantity and data quality. First, the various big data technologies discussed previously need a large amount of data in order to become more accurate and hence produce better results. This is particularly true for data analytics technologies that use AI. However, this comes with a downside as there are drawbacks to data hoarding. Data hoarding is a situation in which data is collected and stored but never utilised to create insights. To begin with, storing data is expensive – whether stored locally, the cloud, or on blockchain, there can be significant economic and environmental costs. Data hoarding also costs time and money spent on experts who need to structure the data – this is especially true when machine learning, which requires labelled or structured data, is used. Deep learning, on the other hand, does not require the previously mentioned data structuring. Data hoarding also means that more energy is used by the various technologies. For example, machine learning, particularly deep learning, consumes a great amount of energy. There must be a balancing act between having enough data to gain accurate insights on the one hand and not using an unnecessary and expensive amount of data on the other.

Second, data quality is an increasingly large problem in big data. Due to online retail, social media, and IoT devices, there is usually no shortage of data, but whether this data is of the desired quality is another matter. Mining data from multiple sources means managing different data types and complex structures, which makes data integration more difficult. Judging data quality is also a resource heavy exercise, particularly for unstructured data, which makes up over 80% of the total data in existence – this adds to the cost and the time needed to apply big data technologies.
3. Big Data Technologies and HREDD

The core aim of this study is to determine whether big data technologies could play a role in the context of the HREDD process. This section will first briefly elucidate what implementing an HREDD process entails for corporations and then elaborate on the potential contribution of big data technologies in this regard.

3.1. What is HREDD?

The notion of due diligence is not new, it has been in use in the business context in Anglo-Saxon countries for a long time, where it is referring to the process of evaluation of risks for a particular business and is generally conducted in the context of the acquisition of a company. However, this is not the type of due diligence at the heart of this report. Instead, the study is focused on a different sort of due diligence altogether, a process aimed originally at preventing human rights harms enshrined at the heart of the UNGPs by the former U.N. Special Representative on Business and Human Rights, Prof. John Ruggie. In this section, we will rely on the definition of due diligence for responsible business conduct provided by the OECD, which is widely referred to and remains directly inspired by the UNGPs.

The main difference between HREDD and traditional corporate due diligence is that the former is not focused on the material risks faced by a business, but instead is concentrated on adverse impacts for people and the environment which are linked to the activities of a particular business. HREDD is not limited to the adverse impacts caused or contributed to by a specific business, as it extends to impacts that are directly linked to a company’s operations, products or services by its business relationships. Importantly, it means in principle that a particular business will have to conduct HREDD along its entire transnational value chain. However, recently adopted laws, such as the French loi sur le devoir de vigilance and the German Lieferkettengesetz have limited the legal obligation to conduct HREDD to certain tiers or relations in the supply chain. HREDD is defined by both the UNGPs and the OECD Guidance as an ongoing process which is meant to vary in complexity with the size of the business enterprise, the risk of severe human rights impacts, and the nature and context of the operations of a specific business.
In practice, HREDD constitutes a ‘bundle of interrelated processes’ aimed primarily at:

- Identifying and assessing the risk of adverse impacts
- Preventing and mitigating them through specific actions
- Tracking the implementation and effectiveness of the actions taken
- Communicating on how adverse impacts are being addressed

3.2. Using big data technologies in HREDD

As HREDD is progressively being turned into a legal obligation for a number of companies in Europe and beyond, questions related to the proper implementation by businesses of the process will become increasingly relevant. Both (national or European) courts and (national or European) administrative bodies will soon have to determine whether a particular HREDD process implemented by a company has complied with the requirements introduced in national law and soon European legislation. In light of the complexity and transnationality of supply chains, it is likely that businesses will have recourse to technological support to conduct the HREDD process. In this regard, this study aims to discuss the extent to which big data technologies, as defined in section 2, could play a role in discharging this duty to implement HREDD. We will address the issue first in the abstract, by highlighting, based on our literature review, how big data could hypothetically contribute to the HREDD process. This general discussion will be followed by the presentation of use cases in which big data technologies are already being used in order to contribute to different steps of the HREDD process.

3.2.1 General potential of big data technologies for HREDD

The emergence of big data dates back to the early 2000s, but it is only in the past decade that these technologies started to be harnessed to pursue development goals or humanitarian objectives. Similarly, it is only recently that corporations commenced to utilise big data technologies in order to strengthen the sustainability of their supply chains. These emergent usages of big data for the public good can inform the relevance of big data in the context of the HREDD process.

The emergence of big data for development and human rights

While the use of big data technologies by businesses is often a way to increase efficiencies and ultimately profits, big data is also increasingly mobilised to pursue the public interest or, more simply put, to do good. This ambition has been at the heart of the creation by the UN of the Global Pulse, an initiative aimed at leveraging innovations in digital data, rapid data collection and analysis to help decision-makers. More generally, the contribution of big data technologies to development and the fulfilment of the sustainable development goals has also been extensively discussed. From this perspective, big data is to be harnessed primarily by public actors, states and international organisations to guide transformative policy changes aimed at improving the lives of citizens.

At the same time, big data has also been progressively harnessed by a number of civil society organisations in the context of humanitarian activities, leading to the emergence of what has been called ‘Digital Humanitarians’. In particular, the tragic 2010 earthquake in Haiti proved a foundational moment in which a set of big data tools were for the first time deployed to guide some of the relief action. As outlined by Aronson, ‘the digital exhaust’ from mobile phone and Internet usage can increasingly be mined for information about social, economic, and political conditions that often precipitate human rights violations if not remedied quickly’. The use of big data has also been trialled to support investigations into international crimes in conflict zones.

27 Ibid, at 16
28 See the website of Global Pulse at https://www.unglobalpulse.org.
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which are impossible to access physically. In short, big data technologies are perceived as contributing to a new technologically informed approach to enforcing human rights law and engaging into human rights advocacy.

While the assessment of the literature is not without strong caveats about the impacts and effectiveness of these initiatives, be it on the development side or the human rights side, these examples aimed at leveraging big data in the public interest can provide interesting models and insights in considering the relevance of big data in the context of the HREDD process.

The turn to big data in the management of sustainable supply chains

While leveraging big data technologies for development and human rights is a relatively new phenomena, businesses have traditionally been using big data analytics for a variety of purposes, including to better anticipate and influence the behaviour of their customers and to improve the efficiency of their decision-making. Moreover, in recent years, various authors have also envisaged the use of big data in order to improve the sustainability of transnational supply chains. In particular, it has been argued that big data analytics can help predict several social problems (such as workforce safety, fuel consumption monitoring, workforce health, security, physical condition of vehicles, unethical behaviour, theft, speeding and traffic violations) and enable companies to mitigate social risks throughout their supply chains. Similarly, big data analytics has been found to help with ‘remote monitoring of labour issues, including compensation, like the use of forced or child labour and exploitation of communities where the supply chain facilities are located’. In the agricultural sector, researchers have concluded that the use of big data in the coffee supply chain ‘can control and reduce waste from the production process and reduce the risks arising from the processing’. All these examples rely more or less directly on the increased surveillance capacity of lead firms in supply chains enabled by big data, and are going in the direction of the emergence of the ‘digital sustainability panopticon’ envisaged by Seele. The intimate link between these developments and the underlying purpose of the HREDD process should be evident, but none of these contributions considered directly how big data could support and be integrated into the HREDD process.

Towards harnessing big data for HREDD?

Until now big data technologies have not been linked in the literature with the HREDD process. During our research, we did not find any academic article engaging with the role of big data in this context. Yet, in theory at least, the collection of massive amounts of diverse data and its analysis through descriptive, predictive or prescriptive algorithms could play a role in the implementation of HREDD processes. Data collected on the web (such as social media posts, videos or news items), in specialised repositories (such as entries in public registries or customs data), from remote sensing technologies (via satellite imagery, cameras or IoT), or from businesses could be harnessed in the implementation of the due diligence process to improve its effectiveness in preventing the materialization of human rights or environmental risks. More concretely, big data has the potential to help respond to one of the fundamental challenges faced by corporations in implementing the HREDD process: the size and complexity of their supply chains. Many businesses have a limited insight into their supply chains beyond the first tier and will, therefore, struggle to identify and assess adverse impacts linked to their products and services located further upstream. Accordingly, the first step in an effective HREDD process will always be a comprehensive mapping of a corporation’s supply chain, its functional territory

---


35 See for a strong critique, Miren Gutierrez and John Bryant, ‘The Fading Gloss of Data Science: Towards an Agenda that Faces the Challenges of Big Data for Development and Humanitarian Action’ (2022) 65 Development 80.


43 For a critical study of such use, see Matthew Archer, ‘Imagining Impact in Global Supply Chains: Data-Driven Sustainability and the Production of Surveillable Space’ (2021) 19(3) Surveillance & Society 282.
of responsibility. As we will see in section 3.2.2, specific solutions based on big data analysis are starting to emerge in order to support companies in their mapping of their supply chains.

Big data technologies are also widely used in a variety of sectors to predict the existence of risks or adverse impacts (such as by the police in order to predict crimes).\textsuperscript{44} The fact that risk assessments are so central to the HREDD process and risk prevention is its main purpose would in principle speak for integrating big data technologies already employed in other contexts to predict risks.\textsuperscript{45} In other words, large quantities of data (such as satellite imagery, social media posts or news articles) could be collected, mined and analysed with the help of big data technologies in order to produce risks scores on a variety of metrics relevant to the HREDD process. In fact, as discussed in greater details in section 3.2.3 below, big data technologies are currently being leveraged by a number of service providers in order to identify specific risks or harms, such as deforestation or forced labour, in supply chains.

Finally, big data technologies are likely to possess the potential to support other steps of the due diligence process, even though we have not found evidence that there are being used to do so at this point. For example, the tracking and the assessment of the effectiveness of the actions taken to prevent or mitigate the risks identified through the HREDD process could be supported by similar big data technologies as the risk assessment. Furthermore, in the longer term, it might be possible for AI tools trained on large datasets of past decisions by corporations taken in the context of their HREDD process to offer prescriptive insights in terms of the best course of action concerning a particular risk or with regard to the most appropriate remedy to be offered to affected stakeholders.

In any event, as we will show in the coming sections, big data technologies are already being employed to contribute to the HREDD processes of corporations and it is difficult to imagine that this contribution would diminish or disappear in the years to come.

\textsuperscript{44} For a comprehensive summary of the existing use of big data in predictive policing, see Peter Seele, ‘Predictive Sustainability Control: A review assessing the potential to transfer big data driven ‘predictive policing’ to corporate sustainability management’ (2017) 153 Journal of Cleaner Production 673.

\textsuperscript{45} Advocating the transferability of big data technologies from policing to ‘sustainability control’, see ibid.
3.2.2. Use case 1: Big data technologies and the mapping of the functional territory of HREDD

The centrality of supply chain mapping for HREDD

Supply chain mapping is necessary to complete the first half of the ‘scoping exercise’ in the abovementioned second step of HREDD. This ‘scoping exercise’ is where businesses identify the adverse impacts linked to their operations, products and services. In particular, it requires producing a high-level picture of all areas of a specific business, across its operations, relationships and supply chain. It is only when a business has this information that it can begin identifying the adverse impacts associated or linked to its operation, products or services. Scoping is necessary because, as previously mentioned, HREDD covers not only the business’ own human rights and environmental impacts but also those to which it is directly linked. The various pieces of legislation and guidance on HREDD have different definitions of the nature and intensity of this link. This scoping can be done through supply chain mapping but there is also a trend of businesses providing commodity chains mapping services whereby they map the flow of commodities and can be useful for businesses to know the geography of their supply chain, though is not business-specific like a supply chain.

The fact that HREDD extends beyond the impacts caused or contributed to by a specific business to cover also the adverse impacts to which it is linked through its supply chain implies that the mapping of these supply chains is a necessary first step to the assessment. Without a detailed knowledge of the parties involved in their supply chain, businesses would lack the ability to identify and assess the extent of the risks linked or associated with their activities.

The challenge with supply chain mapping

Mapping supply chains is a challenging task for businesses of all sizes. There are many factors that combine to make this a hard task, for example, a study by Gaur, Osadchity and Udenio concluded that two largest challenges were a lack of upstream visibility as firms rarely know their suppliers beyond tier 1 and the interlinkage of supply chains in a vast global network. The challenges faced can be split into three fundamental characteristics of modern supply chains: they are vast, complex, and changeable.

First, the vastness of modern supply chain refers to the sheer number of firms that businesses have relationships with, even those that could be considered high in the supply chain. For example, a raw material extraction firm can report having over 14,000 suppliers in their chain despite being traditionally high in the chain. Other firms will, of course, have even more suppliers. Furthermore, supply chains go both upstream as well downstream; the European Commission proposal for a directive on Corporate Sustainability Due Diligence explicitly stated its intention to apply in both directions of the supply chain. The OECD Due Diligence Guidance also references the use of HREDD on mid-stream and upstream suppliers.

The sheer size of modern transnational supply chains makes mapping them a practical challenge for every business initiating a sustainability due diligence process.

Furthermore, the structure of modern supply chains composed of a wide diversity of intermediary business relationships makes it very difficult to map the entire network of entities involved in a particular supply chain. More often than not, businesses will be ignorant of many of the companies involved in their supply chains. For example, a business will ordinarily never know, through looking at their official suppliers list, that their supplier in Shanghai is potentially sourcing its products from a company active in Xinjiang.

47 Ibid., at 25.
48 Ibid.
49 The OECD Due Diligence Guidance calls for the mapping of an enterprise’s operations, suppliers, and other business relationships, including associated supply chains. Highlighting that scoping is intended to be broad and to serve as an initial exercise to also enable prioritisation. It explicitly refers to the relevance of supply chain mapping in this initial scoping exercise, stating that it “will be important for enterprises to map their general operations and the structure of the supply chains”. The UNGPs’ definition of HRDD likewise goes beyond a business’s adverse human rights impacts from its own activities and covers also those which may be directly linked to its operations, products or services by its business relationships. The German Lieferkettengesetz calls for HREDD to cover the actions of the enterprise in its own business area, the actions of direct suppliers and, to a more limited extent, the actions of indirect suppliers.
50 Some businesses that offer commodity mapping are: The Sustainability Consortium and S&P Global
52 Ibid.
54 Ibid.
56 OECD, Due Diligence Guidance for Responsible Business Conduct (OECD Publishing 2018), at 47.
This complexity is exacerbated by the unwillingness of first-tier suppliers to disclose information about their own supply chain, a problem which is prominent throughout industries but particularly with suppliers that act as consolidators of raw material from smaller firms. The complexity of supply chains might also be enhanced by the inclusion of informal relationships as recognised in the OECD Due Diligence Guidance. Overall, the complexity of the production networks behind the supply of services and products in our globalized economy can make it a very arduous task to reconstitute the path followed by a particular product (or service) until it reaches its end user and to identify all the entities (as well as people and environments) affected by this process.

Finally, contemporary supply chains are extremely dynamic as businesses are constantly onboarding new suppliers and innovating. Consequently, these complex and vast networks of production are also changing at a fast-pace. Furthermore, modern supply chains are volatile in nature due to their susceptibility to political instability, legal developments and technological changes – making it difficult for businesses to maintain a complete picture of their supply chain. The ephemeral nature of contemporary supply chains is further driven by the ease with which companies appear and disappear by changing their form or place of incorporation. The UNGPs took into account this issue by highlighting that the HREDD process is dynamic and needs to adapt to changes in the way in which businesses operate and structure their activities. In a similar vein, the OECD Due Diligence Guidance for Responsible Supply Chains in the Garment and Footwear Sector emphasised the short-term nature of the buyer-supplier relationships in the sector. This volatile nature means supply chain maps can quickly become outdated and difficult to keep a track of.

The vastness, complexity, and changeability of modern supply chains therefore make them difficult to map. Were a business to simply contact their suppliers to ask for their own list of suppliers it is likely that, even in the unlikely event that they would receive a complete list of their suppliers’ business relationships, this list would be outdated by the time they receive it. It is against this backdrop that big data technologies could provide corporations engaging in an HREDD process some needed support in the mapping of their supply chains. In particular, we have identified a number of service providers relying on AI to analyse vast amounts of data published by customs authority or national registers of corporations, which claim to be able to produce an accurate map of the supply chain of a particular company.

**Use case: Leveraging big data technologies to map supply and value chains**

Company A is a technology-based start-up which provides a software as a service (SaaS) in the form of an interactive map of supply chains. It utilises cloud computing and observations of transactions to build a map of the global supply chain over which it flags forced-labour risks. In an international transaction these observations can come from customs authorities that register the exportation and importation of goods. This publicly available information can provide details on who is shipping to whom, and some information around what is being shipped and when, including details like HS codes. This data is purchased from 3rd party providers and stems from the custom authorities of specific states, including India and the US. Such data is not available, however, for domestic shipments or in jurisdictions where such information is not available for purchase – like the EU and China. Company A also receive data from partners that operate in the shipping, warehousing and logistics industry. Another purchased 3rd party data source is ownership data which is used to connect clusters of companies that are linked but are legally separate entities, for example there are many separate Adidas corporations which otherwise would be seen as separate by AI. Other 3rd party data sources include geographical, financial and country-specific data.

To address the data gaps in 3rd party data sources, Company A employs a federated learning model to develop their own 1st party data. Company A’s customers run their own instance of their map in a secure data enclave, where their data is enriched and fused with the chain, and where machine models are trained to send analytics and learnings back to the core map model to improve its accuracy. The federated aspect refers to the fact that these insights are incorporated into the map without clients having direct access to the datasets shared. This is being done by only taking the ‘learnings’ from this data, through aggregate
information commonly known as firmographic data. This model is commonly deployed elsewhere, such as in smartphone maps or texting applications. Taking the latter as an example, the spell check application on a smartphone learns how its user types, but entire text messages are not sent to the smartphone maker for analysis. Instead, the typing patterns, common mistakes, and other pieces of aggregate information are analysed — allowing for both a tailored spell-check for every user and a better understanding of language patterns for all user applications. This private, closed-source data can allegedly fill in some of the gaps left by the open-source data and in a way that enriches the map without businesses sharing proprietary information with the public or their competitors. Identity resolution and machine learning is then used to combine all these data sources, creating a unified and explorable view of the supply chain that is always growing.

Company A claims their map can navigate the issue of the enormity of modern supply chains. The issue is simply, as will be expanded in more detail later, access to enough data to be able to do this. With regard to complexity, Company A claims to be able to find business relationships that are not obvious or disclosed. By seeing which businesses are sending goods to each other, for example, the company claims to be able to identify the business networks of firms to see whether a supplier has a sister company based elsewhere from which it is receiving goods that would otherwise be invisible to businesses using traditional methods. Furthermore, Company A claim they can match the shipments and products involved in the various stages of the chain to the end-product, for example, matching cotton and thread which is shipped between businesses to an apparel product made using that cotton. They do this through AI tools using natural-language processing to match the product descriptions or HS codes of goods shipped to a business and then create a likelihood score of those goods having a relationship to the final outcome. The alleged ability to map value chains would mean, in the HREDD context, that businesses can carry out human rights and environmental risk assessments on those businesses that have contributed to the products they sell – not businesses that are unrelated but happen to be in a business relationship with the supplier.

Model example of a product specific value chain
However, Company A’s data is limited to international exportation and importation from and to specific countries or data received from clients and data partners – this will leave some business relationships unaccounted for. Shipments within one country can only be picked up where the shipment is done via one of their data partners or through open source information. This is usually the first step in a supply chain – where raw materials are transported to an exporter ready for exportation, meaning this step in the supply chain is likely often missed. The harvesting of raw materials that are used later in the supply chain is an area where human rights and environmental risks are prevalent. For example, reports have suggested that 570,000 people in the Xinjiang region of China are being forced to pick cotton through coercive labour training and transfer schemes. Where such materials are first transported within China, Company A will only be aware if it happens to be done via a data partner or an open source of information.

Furthermore, the changeability of modern supply chains may present a challenge. Company A accepts that there is a time delay between a new entity appearing in a supply chain and its ability to identify it. This is also true when businesses create avatars after

they have been identified as contributing to human rights or environmental risks. Businesses will often cease their activities, and a brand-new entity will appear in its place engaging with all the old business-relationships. However, in such a case, Company A will need several weeks for enough data to accumulate and accrete to confirm that the new business is just a guise for the old one. In conclusion, this example shows how big data technologies have the potential to help with supply chain mapping, as they have the capacity to overcome some of the problems related to the vast, complex, and changeable nature of supply chains. Company A is not the only provider of this type of services and it seems big data combined with AI analysis could increase supply chain transparency and visibility and, therefore, enable lead companies to conduct HREDD on a more accurate and comprehensive set of entities and locale directly linked to their products or services.

3.2.3 Use case 2: Big data technologies and risk identification and analysis in HREDD

The centrality of risk identification and assessment in HREDD

The HREDD process aims at preventing the manifestation of certain adverse impacts affecting human rights or the environment. In order to do so, it requires primarily that companies determine the actual or potential adverse impacts linked to their activities or supply chains. The identification of these actual or potential adverse impacts requires that each company engages in a complex discovery process in order to identify the specific impacts connected with its economic activity. This impact assessment, as provided by the OHCHR Interpretive Guide to the Responsibility to Respect, will need to draw on ‘various sources’. The OHCHR Interpretive Guide identifies a variety of sources relevant to the assessment, such as:

- A grievance mechanism
- News or expert reports on particular operating contexts or industry developments
- Campaigns by non-governmental organizations (NGOs) or other third parties

Ultimately, the Guide foresees that ‘processes for assessing human rights impact should be systematic so that the various elements add up to a coherent overview of actual and potential human rights impact associated with an enterprise’s activities and relationships and can accurately inform the subsequent steps in the due diligence process’.67

The OECD Due Diligence Guidance provides a more detailed description of what is expected from corporations in this regard. First, it foresees a broad scoping exercise, aimed at identifying ‘all areas of the business, across its operations and relationships, including in its supply chains, where RBC [Responsible Business Conduct] risks are most likely to be present and most significant’. The exercise calls for the analysing of information about sectoral, geographic, product and enterprise risk factors, which can be gathered from governments, international organisations, civil society organisations, workers’ representatives and trade unions, national human rights institutions (NHRIs), media or other experts. Information is also to be obtained through consultation with relevant stakeholders, as well as through early warning systems and grievance mechanisms. Second, the business must conduct in-depth assessments of operations, suppliers and other business relationships focusing on the significant areas of risk identified in the scoping exercise. It must assess the nature and extent of actual and potential impacts linked to prioritised operations, suppliers or other business relationships by using where available:

- Information from environmental impact assessments (EIA)
- Environmental and social impacts assessments (ESIA)
- Human rights impact assessments (HRIA)
- Legal reviews
- Compliance management systems regarding corruption
- Financial audits (for disclosure)
- Occupational, health and safety inspections
- Any other relevant assessments of business relationships carried out by the enterprise or by industry and multi-stakeholder initiatives, including environmental, social and labour audits, corruption assessments and Know Your Customer (KYC) processes

The impacts identified must be reassessed at regular intervals, in particular in relation to changes in the activity or operating environment of the business. Furthermore, when human rights impacts are concerned, businesses must consult and engage impacted and potentially impacted rightsholders to gather information on adverse impacts and risks, taking into account potential barriers to effective stakeholder engagement. In short, the identification and assessment of potential adverse impacts is at the heart of the HREDD process and a central responsibility of corporations implementing it.

67 Ibid., at 41.
The challenges posed by risk identification and assessment in HREDD

We have discussed in the previous section how big data technologies can help businesses to map their supply chains by tracking links between companies and retracing the journey from particular raw material to end product. As we will see, there is also potential for big data technologies to support the risk identification and evaluation phase of the due diligence process. Indeed, once the mapping of a specific supply chain has been completed, it remains to be determined what human rights and environmental risks are prevalent along that supply chain. To conduct such an assessment, a business will need to analyse vast quantities of information on the different companies and sites involved in its supply chain. In this regard, big data technologies have the advantage, compared to human analysts, to be able to process vast quantities of data at a fast pace. Indeed, as most businesses are dealing with massive, complex and dynamic transnational supply chains, it is unlikely that (relatively small) teams of human analysts specialized in human rights or environmental issues will be able to qualitatively identify and assess a significant share of the adverse impacts linked to them. In fact, even when companies are able to engage auditors to investigate for example compliance with labour rights at specific factories, there are well-known limits to their capacity to identify the failings of a particular employer or building.69 In this context, big data technologies could offer a powerful support for companies to assess, on a recurrent basis, the existence of risks of adverse impacts linked to their supply chains without having to organize in-person visits of each and every factory, mine or farm and without being dependent on auditors, who might be at best ineffective and at worse captured. In other words, the ability of big data technologies to gather, process and analyse vast amounts of data at a relatively quick pace could ensure a swifter and more comprehensive identification and analysis of the risks of adverse impacts linked to a particular supply chain.70

More concretely, the data produced by users of social media or the information stemming from news organizations around the world could be gathered and analysed by powerful algorithms (such as AI systems specialized in language analysis), which could then detect specific patterns in complaints of social media users directed against a particular business or industrial site or identify negative assessments in news items potentially unavailable to human analysts due to the sheer size of the data collected and linguistic barriers.71

Another potential use of big data in this context relates to the use of environmental data stemming from remote sensors or satellite imagery to assess risks or ongoing instances of, for example, deforestation. Indeed, powerful algorithms trained to assess satellite imagery can sift through massive quantities of data to pinpoint locations in which deforestation is highly likely to be occurring.72 For example, it has been argued that ‘advances in remote sensing and cloud computing (the use of networks of remote servers hosted on the Internet to store, manage, and process data) are making it possible to monitor changes in forest cover and condition, as well as the extent of fires and the impacts of natural disasters more cost-effectively and more frequently than forest patrols and surveys are able to’.73 The same could be true of the health and safety of workers, which could be monitored at a distance by gathering data through wearable bracelet sensors.74 In short, the relative ease of collection of massive amounts of diverse data from a wide variety of sources linked with the capacity to process that data swiftly and effectively could in theory help alleviate the physical limits faced by human analysts when they have to conduct a wide-ranging risk analysis (in terms of the variety of adverse impacts on human rights or the environment that need to be considered) on an even wider terrain (the entire supply chain of a specific business).

Use case: Big data analysis of publicly available information on the Internet in order to identify and assess human rights and environmental risks

Our first use case on risk identification and analysis concerns Company B, which claims to be capable to employ AI and automated language processing in order to identify a wide range of risks in every tier of the supply chain of its customers. In order to do so, specialized data collectors scan publicly available information on the Internet from sources in more than 50 languages, including from local news media, NGOs websites, social media, and other publicly available databases. The information is collected automatically in blocks every 5 or 6 hours based on keywords related to specific event types corresponding to specific risks, including in particular human rights and environmental risks. The data collected is automatically assessed to ensure data quality and avoid duplicates.

69 Genevieve LeBaron, Jane Lister & Peter Dauvergne, ‘Governing Global Supply Chain Sustainability through the Ethical Audit Regime’ (2017) 14(6) Globalizations 958.
71 Already a number of service providers are claiming to be able to conduct this type of automated risk analysis, see our list of big data technology solutions in annex.
73 Ibid, at 130.
74 For such an attempt, see Kenzen (https://kenzen.com).
It is then analysed by an AI employing machine learning and natural language processing. Company B claims that the AI is able to accurately identify data pointing at specific risks linked to their customers’ suppliers. In the framework of this analysis, the AI rates the quality of the underlying sources and tries to detect whether other sources point at the same risk linked to the same company or industrial site. If the AI comes to the conclusion that the data collected supports the existence of a risk it will issue an alert which will be visualised for the customers of Company B through an online interface. The alerts will either be flagged as low, medium, high risk and red flag alerts depending on the customer’s customization of the system and the specific characteristic of the event identified (taking, for example into account the number of persons potentially affected) or of the company concerned (if it is a company that has already been flagged for this risk). The customers have then the opportunity to review the underlying data which led the AI to issue the alert and can decide how to proceed next to prevent the risk to materialise or to mitigate the harm suffered. Furthermore, the customers of Company B have also access to an overall alert score reflecting the AI risk scoring of suppliers (and their factories) on a scale of 0-100 (with 0 being the lowest score) based on the frequency, types and severity of alerts produced by the AI in a time frame of 24 months.

A short case study published by Company B on extractive practices in Ethiopia and their effects on local communities illustrates the mode of operation of this technology. As presented by the company, its technology was capable of detecting social unrests caused by the environmental and health impacts of a particular mining company in social media posts and news items published in Amharic (in this case Twitter posts). This led Company B to label the mining company (and in particular its mining site in Ethiopia) as high risk in its platform even before the government decided to remove its license. The example illustrates how, by gathering publicly available sources on a specific production site or company and by being able to process it quickly, Company B might be able to rapidly flag certain risks and harms and attract the attention of its customers to a weak link in their supply chains.

In the course of our research, we have encountered a number of other companies claiming to engage in similar approaches than Company B in order to flag risks emerging in the supply chain of their clients. Most of these companies are either buying large data bundles of social media posts or news items from specialized providers and then analysing them with their in-house technology or, like Company B, dredging the internet to collect the data themselves. This type of approach to the use of big data analytics in the context of HREDD is premised primarily on the capacity of machine learning algorithms to analyse vast quantities of text and to identify correlations between the textual content and specific risks. However, we are not in a position to assess the effectiveness of such technologies in achieving their aim, and we have not encountered any publications having done so at this point. Nevertheless, we can conclude that they are rapidly occupying a market segment and being aggressively marketed as a suitable technical solution to comply with due diligence obligations stemming from emerging mandatory HREDD legislation.

### Fig. 5 | Use case: Analysing publicly available information to identify and assess human rights and environmental risks

<table>
<thead>
<tr>
<th>Source which lead to flagging</th>
<th>AI rates quality of sources and conducts analysis through machine learning and natural language processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supplier Alert Score</td>
<td>Weighted Flagging (high, low and medium risk)</td>
</tr>
<tr>
<td>Factory Alert Score</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Collected every 5-6 hours</th>
<th>Customisable to HREDD legislation or business ambitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local news media</td>
<td>Source which lead to flagging</td>
</tr>
<tr>
<td>Social media</td>
<td>Weighted Flagging (high, low and medium risk)</td>
</tr>
<tr>
<td>NGO Websites</td>
<td>Supplier Alert Score</td>
</tr>
<tr>
<td>Other publicly available databases</td>
<td>Factory Alert Score</td>
</tr>
</tbody>
</table>
Use case: Big data analysis of satellite imagery to detect deforestation

The second company profiled in this section presents itself as a ‘geospatial sustainability company’ which provides insights on deforestation, supply chains, land degradation, and downstream scope 3 emissions. In terms of technology, its approach is to rely on data collected from remote sensing technology in the guise of satellite imagery.

In particular, for the purpose of this case study, we are focusing on the company’s use of satellite imagery to identify risks of deforestation (but the company is also monitoring tree age, carbon stock, burned area, and crop performance indicators). In terms of data, the company relies on open data from satellites (Santine-1, Landsat (5,7,8) and Sentinel-2) which are capable of looking through clouds and analyses the radar signals that they collect. The changes of the levels of the signal over time (the higher the forest density, the higher the signal is) provide a good indication of changes in the forest environment and, therefore, potentially of ongoing deforestation.

In order to process these photographs Company C relies on a change detection algorithm using ‘Iterative Bayesian Updating’, which calculates the probability that an area is deforested and ‘stacks’ these probabilities in an iterative way to have a higher degree of certainty about the deforestation event. Ultimately, the tool is delivering to its customers a probability assessment that deforestation has been taking place.

The total area monitored by Company C reaches approximately three million square kilometres meaning that three billion pixels are being processed on a near-real-time basis by the company’s algorithms. There is no way a human analyst could process such a quantity of data on a daily basis. In fact, the running of the algorithm requires massive amounts of processing power which is secured through a specific cloud system. Ultimately, the detection of changes in forest cover by the algorithm does not automatically trigger an alert being sent to the customers. The change in forest coverage is first compared to the historical record based on Landsat satellite archive dating back to 1984 in order to make sure that the area in question has never been deforested before. In addition, each customer of Company C can customize a list of additional conditions determining when alerts are to be sent to them.

Unlike Company B, Company C is thus relying on data capturing the state of the environment through sensory captors (in this case satellites, but other types of sources of data, such as video cameras could also be used), which is then processed by algorithms in order to determine whether the data is pointing at the existence of deforestation. This approach could potentially, under the condition that relevant data can be collected from sensory captors, be applicable to capture other types of environmental issues, such as degradation of biodiversity or pollution linked to particular farming, industrial or mining processes.

3.3. Using big data technologies in supervising compliance with HREDD obligations

3.3.1 Monitoring HREDD compliance

Legislation may require national authorities to monitor companies’ compliance with HREDD obligations. The German Supply Chain Act, for example, is officially monitored and enforced by the Federal Office for Economic Affairs and Export Control. As such, this authority must review the annual reports that businesses are required to submit on the fulfilment of their due diligence obligations. It has also far-reaching supervisory powers. For instance, it can inspect and examine documents, and prescribe specific measures to remedy problems. It may also require enterprises to take concrete steps to meet their obligations, which it may enforce by imposing financial penalties and administrative fines.

Furthermore, private third-parties, such as NGOs, investors, and business partners, may seek to monitor and evaluate companies’ HREDD processes and their effectiveness. For example, due to a lack of public enforcement of the French Act on the Duty of Vigilance by French authorities, NGOs have played an important role in monitoring companies’ compliance with their obligations, particularly by analysing the vigilance plans that companies must publish each year.

75 It is important to note that monitoring in the context of HREDD has both an external and internal dimension. While external HREDD monitoring is performed by third parties (eg public authorities and private third-parties), internal HREDD monitoring is performed by the company itself and is an important part of the HREDD process for businesses. This case study focuses on the potential of big data technologies for external monitoring. However, big data technologies could also be relevant for internal monitoring by assisting businesses in tracking the effectiveness of HREDD measures they have implemented.

76 Bundesamt für Wirtschaft und Ausfuhrkontrolle.


78 See Radar de devoir de vigilance, https://plan-vigilance.org/.
The Potential of Big Data Technologies for the Human Rights and Environmental Due Diligence Process

3.3.2. The potential role of big data technologies in monitoring HREDD compliance

In theory, big data technologies could support the monitoring of companies’ compliance with mandatory HREDD obligations. Indeed, the functionalities of big data technologies sought by companies in order to implement their HREDD obligations, as discussed in Section 3.2, may also be useful to national authorities and private third-parties seeking to ensure effective compliance with due diligence legislation. Broadly speaking, adopting a monitoring approach based on big data could increase resources efficiency for monitoring authorities and private third-parties.

As described in this study, big data technologies are being used for the mapping of supply and value chains or the identification of human rights and environmental risks, a task that would otherwise likely require greater financial, technical, and human resources. Given that authorities and NGOs have limited resources, the use of big data technologies can enable them to allocate these more efficiently.

Additionally, using big data may provide benefits for reviewing corporate due diligence reports. HREDD legislation frequently requires companies to submit an annual report outlining the risks identified in their supply chain as well as the measures taken to prevent those risks. Depending on the legislation’s personal and material scope (i.e., the types of companies and their business or ownership relationships covered by the legislation), as well as its global reach, those reports may contain a variety of complex information. In practice, this means that authorities and private third-parties will have to review a large amount of complex data if they want to assess the content of the reports of all, or even some, companies subject to HREDD obligations. In this context, some AI-based processes could assist the review and analysis of those reports. For example, natural language processing, which enables computer to process human language in the form of text or voice data and to understand its full meaning, could be used to select, extract, categorize, and organise relevant information from corporate due diligence reports. This could make it easier for monitoring authorities and private third-parties to identify relevant or missing information.

3.3.3 Status quo of big data technologies in HREDD compliance monitoring

Based on our scoping research, big data technologies do not appear to have been systematically used to monitor business compliance with HREDD thus far. Having said that, in recent years, a number of projects led by data scientists and NGOs have attempted to use AI-based technologies in order to better understand how those technologies can help monitor how companies comply with their non-financial reporting obligations. Several pieces of legislation, including the UK Modern Slavery Act, and the EU Non-Financial Reporting Directive and its amending Directive on Corporate Sustainability Reporting, require certain companies to disclose their impacts on sustainability issues, such as modern slavery and climate change. Although non-financial reporting and HREDD are distinct processes, companies must be transparent in both cases by making publicly available information on the human rights and environmental impacts of their activities. Given the similarities between non-financial reporting and HREDD, experiments using big data technologies to monitor corporate implementation of non-financial reporting or modern slavery statements can provide valuable insights into the potential use of these technologies to monitor business compliance with HREDD obligations.

Use case: Project AIMS

Project AIMS (Artificial Intelligence against Modern Slavery) was launched in May 2020 by the Future Society and Walk Free. The aim of Project AIMS is to understand whether AI can be used to improve the efficiency of assessing compliance with the UK and Australian Modern Slavery Acts and policymaking by providing actionable insights to governments, businesses, and civil society organisations. The project’s overarching goal is to identify and share best practices in modern slavery reporting, as well as to identify specific sectors where reporting falls short. It will make recommendations to businesses on how to improve compliance with the UK and Australian Modern Slavery Acts, as well as to governments considering similar legislation on how to maximise its impact.

For those purposes, Project AIMS employs AI to analyse modern slavery statements and evaluate business compliance with the UK and Australian Modern Slavery Acts. More specifically, it employs data science and machine learning techniques, with a particular emphasis on natural language processing and computational

linguistics, to delve deeply into each report while also assessing and improving the overall understanding of the quality of the reports produced under the UK and Australian Modern Slavery Acts.

Project AIMS builds on the work of Walk Free, WikiRate, and the Business & Human Rights Resource Centre (BHRRC) to evaluate statements produced under the UK Modern Slavery Act. It draws from the BHRRC Modern Slavery Registry to develop an AI algorithm that ‘reads’ and ‘assesses’ the statements produced by companies under supply chain transparency legislation. This algorithm will assess statements using 18 metrics designed by Walk Free, in line with the UK Home Office guidance, and will be integrated with the WikiRate platform to allow for ongoing human verification of the automated data collection and analysis. Project AIMS is divided into four phases, with the first two focusing on designing and fine-tuning the technology. While the first phase, which is now complete, focused on accessing, gathering, and structuring data from existing company statements in order to create a large and publicly available text corpus of modern slavery statements, the second phase, which is still in progress, aims to design an automated labelling function using weak supervision tools to increase the amount of available labelled data. Assessment of the modern slavery statements against specific metrics and publication of the results will take place during the third and fourth phases. 84

Use case: DIHR’s algorithm

The second project was conducted by the Danish Institute for Human Rights (DIHR). The DIHR notes that existing private initiatives to analyse how companies report on human rights and assess their human rights performance, such as the Alliance for Corporate Transparency and the Corporate Human Rights Benchmark, have done so through manual analysis of company reporting. Each of these projects produced data on the state of human rights reporting by large companies that can be used to assist a range of stakeholders in identifying trends and gaps in current company human rights practice. The DIHR noticed, however, that ‘efforts to undertake large scale qualitative analysis of company reports are limited by the resource intensive nature of the review, requiring manual review of company reports which provide data in often quite different formats and without reference to common standards’, making ‘qualitative analysis challenging to scale up.’ 85

To address this challenge, the DIHR developed a project which aimed to use algorithm-assisted analysis of a large number of company sustainability reports against a set of sustainability and human rights indicators. More specifically, the DIHR developed an AI-based text mining algorithm that can be applied to large datasets. This text mining algorithm is the engine behind DIHR’s SDG-Human Rights Data Explorer, which currently classifies approximately 145,000 UN system recommendations to the 169 SDG targets. The DIHR accessed company sustainability reports via the GRI’s Sustainability Disclosure Database, which contains links to around 50,000 company reports that used GRI reporting standards during 2010 and 2020. 86 The GRI had already tagged the reports in the dataset according to their size, sector, and geography, enabling the DIHR to segment the data at the analysis stage. The DIHR first converted the reports from pdf-files into analysable ‘text bits’, usually the length of a paragraph. The result was 3,391,615 text bits from the 9,374 sustainability reports included in the analysis. Furthermore, the DIHR developed a set of 18 human rights indicators which the reports were to be classified to. The human rights indicators focus on a range of issues, including disclosure of the policies and processes used by companies to identify and address human rights impacts, as well as how companies report on fundamental labour rights, the needs of a range of stakeholders, and human rights impacts in the supply chain. The text mining algorithm identified relevant text bits in company reports and generated data that was tested against a series of hypotheses, allowing the DIHR to identify trends among companies of a particular category. Then, the DIHR trained the algorithm on a subset of text bits by tagging those that responded to a specific indicator. A human expert was responsible for this tagging. The algorithm analyses the patterns in these text bits, which it then uses to evaluate and categorise the entire set of text bits.

Ultimately, the DIHR was able to observe a number of high-level trends in company human rights reporting. It claims that in some cases, it was able to make observations indicating that trends in company reporting may be responsive to regulatory developments. Furthermore, it was able to segment the data and explore whether there were any observable trends based on size, geography, and sector. According to the DIHR, the full range of data analysed by the algorithm could be of use to researchers and other actors interested in exploring company reporting on human rights issues and could potentially be a valuable supplement to quantitative analysis. 88

88 Ibid, at 19.
4. Risks and Challenges in using Big Data technologies for HREDD

This study has so far concentrated on the potential of using big data technologies to drive the HREDD process. However, we believe there are several risks and challenges that could be associated with this use. It should be noted that some of the risks and challenges identified below stem from a broader consideration of the risks associated with big data technologies or their use in the prevention of human rights violations.

4.1. Limits to the effectiveness of big data technologies in the HREDD process

4.1.1. The quality and incompleteness of the data used

First, the underlying data itself poses challenges to the use of big data technologies in the human rights context and therefore in the HREDD context. Ensuring the quality of the data collected seems to present a well-recognised challenge for big data analysis. In order to gain useful insights, the data used must be reliable, as, put simply, bad or incomplete data results in poor quality insights – this is known as the garbage in garbage out principle. This risk is particularly evident in data obtained from social media, as it is not produced under controlled conditions and is rarely subjected to rigorous scrutiny (ie it is not necessarily representative of a given situation). Human rights related data in general has been identified as imperfect in nature due to the challenges faced in its collection.

Having reliable data can also be difficult (at least for public authorities or NGOs) due to another challenge: the inaccessibility of privately-held data. Despite the value of open-source, publicly available data, there is likely to be even more value in data held by corporations. However, those corporations can be reluctant to share the data they hold. As a result, accessing enough data of the correct quality can be a difficult task for certain organizations. Furthermore, open-source data is not as accessible as one would presume – there are technical challenges associated with retrieving data which, while open-source and publicly available, can be in non-machine-readable formats amongst other technical challenges.

Finally, there is the issue of data gaps or data deserts, which might fundamentally bias the data sample relied on by private providers or public authorities. For example, a large part of the world’s population has no access to social media (or uncensored social media); how are these people and the risks they might face accounted for if no relevant data is collected from them?

In other words, particular environmental issues or social groups might become invisible in HREDD processes due to the limited data available (publicly or privately) about them. Only activities, communities, environments, or beings which are releasing collectible data or which are traced by sensors can be subjected to a big data analysis, the others will remain out of sight of a data-led HREDD process. In short, an HREDD process exclusively driven by big data technologies would likely be blind to specific risks, communities and/or environments about which limited data is available.

In sum, relying on trustworthy and comprehensive data is a necessary pre-condition to the use of big data technologies in the context of the HREDD process.

93 UN Global Pulse, ‘Big data for Development: Challenges and Opportunities’ (May 2012).
95 See Sarah Giest and Annemarie Samuels, ‘For good measure’: data gaps in a big data world’ (2020) 53 Policy Sciences 559 and Miren Gutierrez and John Bryant, The Fading Gloss of Data Science: Towards an Agenda that Faces the Challenges of Big Data for Development and Humanitarian Action’ (2022) 65 Development 80, at 89.
4.1.1. The risk of algorithmic bias in the analysis of the data

There is often a perception amongst the public and amongst developers that technology is inherently neutral and objective. However, as many authors have argued, technology reflects the values and interests of its creators and the data upon which it functions, both of which are fundamentally shaped by society. In fact, it has been argued that a misplaced faith in the neutrality of technology can contribute to discriminatory outcomes. The reasons for the lack of technology neutrality are two-fold: the data fed into big data algorithms and the subjective intervention of those developing these algorithms.

We have discussed the potential issues with biased or incomplete data in the previous section, here we are concerned with the hidden assumptions embedded in the algorithms tasked with mining and analysing the data. Algorithms are as good as their developers program and train them, if trained on a biased sample they will reproduce this bias in their analysis of the data. For example, a number of recent studies have highlighted that algorithms can reinforce racial inequalities and discriminations.

The effectiveness and fairness of the use of big data technologies in the context of the HREDD process will likely as well be affected by the biases of developers and by the choices they make to deal with what they perceive as the key dimensions of the process. In short, big data technologies are never value free and each use of these technologies comes with fundamental decisions, which are controversial and will influence the outcome of the HREDD process in one way or another, to the detriment of, for example, certain countries, companies or risks. This issue could be heightened in the HREDD context because the majority of big data technologies identified in this study are produced by companies (as well as data and computer scientists) headquartered in the global north.

4.2. Potential incompatibilities of the use of big data technologies with some requirements of the HREDD process

4.2.1. The corporations’ ownership of the HREDD process

An important issue raised by stakeholders interviewed during this study is the responsibility of the company to take ownership of its own HREDD process. As foreseen by the UNGPs and the OECD Guidelines, it is essential that a company takes ownership and responsibility for its HREDD process, integrates it throughout its operations and develops internal capacity to support the process. With the adoption of big data technologies in this context, there is a risk that companies will simply consider paying to offload their due diligence obligations to the technology and its developers, not unlike they have done with auditing firms in the past. Indeed, the apparent neutrality and objectivity of technology and the simplicity of the conclusions reached by big data technologies might lead corporations to simply defer to their assessments and could lead them to refrain from internalizing HREDD concerns inside their corporate processes. In short, big data technologies could become a new way for corporations to fully externalize HREDD processes and to limit their direct involvement and ownership of the process thus risking defeating one of the purposes of HREDD, which is to change the way corporations consider their own responsibility for their adverse impacts on human rights and the environment. Ultimately, big data algorithms might liberate companies from the need to engage more directly with their adverse impacts and to take full responsibility for the decisions taken to tackle them.

4.2.2. The opacity of big data technologies and the transparency requirements of the HREDD process

The opacity linked with the use of big data technologies might also be seen as incompatible with the HREDD processes. The issue of the opacity of big data technologies and algorithmic accountability

---
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has been recognized in the literature, such as in the context of risk assessments by insurance companies in the US. Indeed, big data technologies used by corporations are proprietary to the businesses which have developed them and are therefore not subjected to public scrutiny. In other words, it is currently very difficult for the public, regulators or the affected stakeholders to lift the hood of the technology and get an insider perspective on the algorithms and the analytical steps they follow to reach a particular conclusion. In the context of self-learning algorithms this might even be impossible, as AI technologies are not always explainable. Nevertheless, the findings of these algorithms will be relied upon by companies to take crucial decisions in the HREDD process or to justify certain decisions vis-à-vis public regulators. In many instances it will be impossible for the users, the regulators or the affected stakeholders to fully understand the reasons why a particular technology came to a specific risk assessment, to a specific conclusion regarding the level of the threat posed by a supplier, or how it identified the structure and composition of a supply chain. This might pose an issue in terms of the quality of the information communicated by the company in the framework of its HREDD process and raises the question whether information which does not allow the affected stakeholders or the regulators to understand how a particular company came to a specific conclusion is sufficient to satisfy to the transparency requirements of the HREDD process. Accordingly, there is a risk that the use of big data technologies could turn HREDD into an opaque process, a black box, which would run counter to the transparency requirements embedded in the UNGPs and the OECD Due Diligence Guidance.

### 4.2.3. Big data technologies and the centrality of stakeholders’ engagement in the HREDD process

Finally, engagement with rightsholders and, more broadly, relevant stakeholders is a critical component of the HRDD process. For instance, the process by which companies identify and assess actual or potential adverse human rights impacts should involve meaningful consultation with potentially affected groups and other relevant stakeholders. Business enterprises, in particular, should seek to understand the concerns of potentially affected stakeholders by consulting them directly in a manner that takes into account language and other potential barriers to effective engagement. Similarly, stakeholder engagement with digital technologies can be critical when collecting information on human rights risks, as relevant affected stakeholders, such as workers or local communities, are more likely to have concrete information on local instances of adverse human rights and environmental impacts.

While it is possible to envisage that technologies, including big data technologies, could be used to amplify the voice of, or to reach out to, certain stakeholders, who would be difficult to engage with otherwise, there is also a potential risk that big data technologies will marginalise alternative modes of stakeholder’s engagement. As companies have limited resources dedicated to their HREDD processes, and will compete to produce the most cost-efficient processes in order to maintain their profit margins, it is not excluded that businesses will decide to prioritise less costly big data technologies to the detriment of costly on-site engagement with stakeholders. This fear was shared by a number of our interviewees. In doing so, the quality of the engagement of companies with stakeholders, a key measure of an effective and legitimate HREDD process, might be affected. Consequently, the spread of big data technologies as support tools for HREDD might relegate direct stakeholder engagement to the margins of the process, while it was considered a fundamental pillar of its integrity by the father of HRDD, John Ruggie. In other words, there is a potential for big data technologies to ‘reinforce and expand a colonial-style relationship’ by empowering companies in the Global North to shape HREDD without really meaningfully consulting local stakeholders.
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4.3. Adverse human rights and environmental impacts linked to the use of big data technologies

While this study focuses on the potential of big data technologies to prevent adverse human rights and environmental impacts in the supply chain, the human rights and environmental risks posed by these technologies must also be acknowledged.

4.3.1. Big data technologies and their adverse human rights impacts

The first well charted risk posed by big data technologies in terms of human rights is linked to the right to privacy.110 The collection of large amounts of data from an array of digital sources and sensors, including personal data emitted by individuals as part of their daily lives (e.g., posting pictures on social media, navigating websites, or using a smartphone with GPS tracking operating in the background) may conflict with the rights to privacy, informed consent, and data autonomy.111 Individuals may not have given consent for the collection or use of certain data in specific contexts, or may not be truly aware of what data they are sharing, the organizations that have access to it, and the uses to which the data will be put.112 Some stakeholders interviewed for this study expressed concern that data collection should not violate the privacy of workers or anyone else linked to a particular supply chain. In addition, the existence of a commodified data market may exacerbate tensions regarding privacy and informed consent rights. A company can collect data directly or through a transaction with a third-party data provider. However, the practices of third-party data providers, also known as data brokers, who acquire, merge, analyze, and share data (including personal data) with other recipients, are largely shielded from public scrutiny and only marginally inhibited by existing legal frameworks.113 As put by Latonero, ‘it is unclear whether the uncertain benefits of long-term human rights monitoring and advocacy can outweigh the very concrete risks to privacy that accompany the use of big data’.114 These concerns regarding the unwanted and monetized surveillance intimately connected with big data technologies extend a fortiori to the use of these technologies as surveillance mechanisms in the framework of the HREDD process.

Another human rights risk linked to the use of big data technologies is the one of exposing the messenger(s) to retaliation. Big data analysis could lead to the identification of individuals or groups which are complaining or opposing a particular corporation or project and denouncing its adverse impact on their rights or environments.115 It is possible that this opposition once identified through a big data analysis and communicated to the connected corporations as part of their HREDD process will lead to the identification of the complainants and to retaliation. In short, the surveillance through big data analysis of local whistle-blower and activists in order to identify risks of adverse human rights or environmental impacts will need to be done in such a way as to protect their anonymity and safety.

The final, less charted, potential human rights issue that we identified is linked to the development of big data technologies related to the training of algorithms, which can be very labour intensive and might lead to abuses amounting to violations of fundamental labour rights.116 This would especially be the case when algorithms are being trained to identify sensitive material, such as images or words amounting to human rights violations. Therefore, there is a nontrivial risk that the labour conditions under which big data technologies are developed to support HREDD processes will be themselves conducive of adverse impacts on the human rights of those involved in the development process. In sum, it is essential to ensure that the companies behind big data technologies for HREDD are themselves implementing rigorous HREDD processes and preventing the human rights risks arising out of the development of such technologies.

---


4.3.2. Big data technologies and their environmental footprint

Our interviewees have also stressed the fact that big data technologies, such as AI and cloud computing, can have substantial environmental impacts. For instance, AI can consume a significant amount of energy, particularly when training large AI models to conduct natural language processing, and has therefore a significant carbon footprint. Furthermore, the rise of AI places a significant strain on the demand for rare earth metals and other raw materials needed to power significant additional computing resources, putting supplementary environmental pressure on resource extraction. Similarly, cloud computing, which is the backbone of big data, and data centres have a significant environmental footprint characterised by high energy consumption, waste production, and CO₂ emissions. The storage of voluminous amounts of data requires extensive facilities that use natural resources such as water and energy. Furthermore, the manufacturing and disposal of devices used for data collection and processing emit pollutants. In this context, it has been argued that the ‘data revolution, advocated as a vehicle to achieve sustainable development, is supported by technologies that endanger sustainability and the environment by other means’.

Hence, if the core aim of HREDD is to ensure the sustainability and human rights compatibility of economic activities of corporations, it should be clearly demonstrated that the use of big data technologies has an overall positive impact on a company’s environmental and human rights footprint.

4.4. The risks of conflicts of interests and the use of big data technologies in HREDD

Finally, the use of big data technologies might give rise to conflicts of interest affecting the providers of such technological solutions. On the one hand, not unlike like auditing firms, the providers of big data technologies for HREDD will be remunerated by companies. Accordingly, it is likely that a big data technology solution which would identify many more risks than its competitors on the market, and therefore increases the compliance costs of its customers, might face difficulties in finding customers. In fact, in our interviews we were regularly told that the technology solutions could be tailored to fit the risk savviness of customers. In other words, it is possible that the companies offering such big data technologies will tweak them to be as attractive as possible to customers and not necessarily to be as comprehensive or as effective as possible in identifying risks to potentially affected stakeholders. The economic incentives and profit-driven nature of the companies devising these technologies might collide with the fundamental objective of HREDD, which is not to prevent adverse impacts to companies but to stakeholders and the environment. As mentioned, the same dilemma exists for auditing services, which have strong economic incentives to under-report non-compliance or risks if they wish to keep being attractive to businesses. However, in this case combined with the opacity of the analytical process, this bias might be even more difficult to evidence in practice.

On the other hand, there is also a risk of conflict of interest when the same companies are providing identical or similar technical solutions to both the regulators and the regulated. Indeed, it is not unforeseeable that in the near future the regulators will be using similar big data technologies than companies to map supply chains and to assess the types of risks that should have been identified and prevented through the HREDD process of a specific company. However, in these types of situations, it is likely that the company providing these technical solutions to the regulator will be in a very favourable situation to market its technologies to companies. In such a situation, there is a risk that the clients of the tech company working with the regulator would get a more favourable assessment than other companies, as they are using the same algorithms as the agency in charge of overseeing them.

Most developers of big data technology for the HREDD process are driven primarily by profit motives. This means that the risk of conflict of interests is heightened when they are supposed to be acting in the interests of both their clients and third parties, such as affected stakeholders and the environment. Big data technologies, due to the objectivity and neutrality often attached to them, might give the impression that conflicts of interest would be less relevant than with, for example, auditing firms, this is not necessarily the case and public authorities should be aware of the potential for algorithmic opacity to be abused by private businesses to favour their economic interests to the detriment of stakeholders or the environment.

120 Ibid, 1013.
121 For a similar cautious approach to the impact of AI on sustainability, see Peter Dauvergne, AI in the Wild (MIT Press, 2020).
5. Conclusions

This study provided a first mapping of the potential for the use of big data technologies in the context of the HREDD process, it is informed by semi-structured interviews with experts and stakeholders and an extensive multidisciplinary literature review. In this process, we have identified both potential opportunities and challenges in harnessing big data technologies for HREDD. On the one hand, the study has shown that there are essential steps of the HREDD process for which big data technologies could be or are already in use, such as for the mapping of the extensive upstream and downstream supply chains of corporations. Indeed, a number of companies are leveraging big data technologies to offer what they portray as a more comprehensive and reactive mapping of value, supply or commodity chains than would be possible without them. We have also identified that big data technologies are being used to detect and assess human rights or environmental risks or harm linked to the supply chains of companies. The most important added value of big data technologies in both instances lies in their capacity to cut through the intricacies of supply chains and to swiftly process vast amounts of data to identify a variety of risks or adverse impacts linked to the products or services of a particular company. In a global economy structured around complex transnational networks of exchanges and chaotic trade links, the use of big data technologies seems almost inevitable in order to monitor the impact of corporations on this extensive and highly flexible space overlapping with multiple communities and environments. Furthermore, big data technologies could also be helpful for the supervision of business compliance with HREDD requirements by public authorities and private third parties (such as NGOs or investors). In particular, they may be advantageous when reviewing corporate due diligence reports containing a large amount of complex data to analyse.

On the other hand, we have also identified potential risks or challenges connected with a widespread adoption of big data technologies in the framework of HREDD. First, we discussed challenges linked to the effectiveness of these tools. In particular, the veracity and the partiality of the data available might be leading to misdiagnoses and blind spots in HREDD processes. Furthermore, biases embedded in the algorithms might also vitiate their analyses and affect the quality of the findings. Second, we show that the use of big data technologies could be difficult to reconcile with certain requirements of the HREDD process, such as the required transparent communication on the process and comprehensive engagement with affected stakeholders. The opacity of big data analysis constitutes a formidable potential obstacle to the former, and the potentiality of entrusting most (if not all) the HREDD process to big data technologies could undermine the latter. Third, we believe there is a potential for the development and use of big data technologies to be linked with a number of environmental and human rights risks, which need to be carefully balanced against the benefits they provide.Fourthly, we see a risk of conflict of interests on the side of the companies developing these technologies, as they will have to mediate between the interests of their clients and the interests of the affected stakeholders and environments which the HREDD process is tailored to protect. Moreover, if the same technologies are being used by both regulated entities and regulators, this might also raise issues of conflicts of interests.

In conclusion, this study has shown that big data technologies have both in theory and in practice a potential role to play in the HREDD process. However, this development comes with risks and challenges which ought to be taken seriously by companies and public authorities. Gaining a more granular understanding of the effectiveness of the use of big data technologies in the HREDD processes, as well as of their potential adverse impacts will require further interdisciplinary research in years to come.
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6.3. Overview of relevant big data technology solutions

<table>
<thead>
<tr>
<th>COMPANY</th>
<th>PRODUCT</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altana AI</td>
<td>Atlas</td>
<td>The Altana Atlas is a supply chain map powered by an AI model of the supply chain, which learns from billions of data points describing businesses, facilities, supply chain flows, and ownership relationships worldwide.</td>
</tr>
<tr>
<td>IFC (World Bank)</td>
<td>Malena</td>
<td>IFC’s Machine Learning ESG analyst is an AI powered platform that aims to extract meaningful insights from unstructured ESG data at scale.</td>
</tr>
<tr>
<td>Elevate</td>
<td>EIQ</td>
<td>EIQ Sentinel service scans the web and media sources and sends alerts for supplier and vendor controversies relating to labor, health and safety, environment, business ethics and management systems.</td>
</tr>
<tr>
<td>Mana Vox</td>
<td>MANA-Vox</td>
<td>MANA-Vox uses an AI-enhanced platform that can monitor individual corporations’ involvement in local ecological controversies based on real-time information compiled from public information automatically collected from trusted sources.</td>
</tr>
<tr>
<td>Sayari</td>
<td>Sayari Graph</td>
<td>Sayari Graph uses big data technologies to identify and visualize supply chain networks as well as to provide risk analysis.</td>
</tr>
<tr>
<td>Prewave</td>
<td>Supply Chain Risk Intelligence</td>
<td>Uses big data and AI to provides risk alerts in line with the German Supply Chain Due Diligence law.</td>
</tr>
<tr>
<td>Satelligence</td>
<td>Satelligence</td>
<td>Satelligence combines satellite data with supply chain linkage data to provide insights on performance of agricultural production and supply chain risks.</td>
</tr>
<tr>
<td>FACTSET</td>
<td>ESG Investing Solution</td>
<td>Provides access to ESG databases and ESG workflows through interface via artificial intelligence-powered analytics.</td>
</tr>
<tr>
<td>I.point systems</td>
<td>I.Point Suite</td>
<td>Collects and analyses human rights-relate data from the supply chain and can be adjusted for company-specific requirements.</td>
</tr>
<tr>
<td>Orbital Insight</td>
<td>Orbital Insight Supply Chain Intelligence</td>
<td>Orbital Insight’s Supply Chain Intelligence solution applies advanced analytics to a variety of data sources in order to improve the visibility and traceability of commodity supply chains.</td>
</tr>
<tr>
<td>Osapiens</td>
<td>Osapiens Hub</td>
<td>The Osapiens HUB claims to offer services to fully automate the risk evaluation in compliance with the German Supply Chain Law.</td>
</tr>
<tr>
<td>Sourcemap</td>
<td>Due Diligence</td>
<td>Supply chain mapping software automates the process of engaging stakeholders across the supply chain, including direct suppliers, indirect suppliers, and raw material producers. It also automates the process of risk and impact assessment by scoring every stakeholder using self-reported and third-party data, including the Department of Labor’s List of Products of Forced and Child Labor and region-level forced labor risk heat maps.</td>
</tr>
<tr>
<td>Trilateral Research</td>
<td>STRIAD: Honeycomb</td>
<td>Honeycomb surfaces patterns, trends, and insights across huge volumes of text data and structured data in order to counter human trafficking. In doing so, it uses natural language processing (NLP) tools and data visualisations.</td>
</tr>
<tr>
<td>Trilateral Research</td>
<td>STRIAD: Airquality</td>
<td>Air quality monitoring in an area of interest claim to show where and when air pollution is at its worst. Track different pollutants over time and understand the trends where it matters.</td>
</tr>
<tr>
<td>Kharon</td>
<td>Clearview</td>
<td>Kharon ClearView uses large datasets to provide know your customers, investigations, and analysis to check if customers, supply chains, or other individuals or entities of interest are associated with sanctioned or trade-restricted parties.</td>
</tr>
<tr>
<td>COMPANY</td>
<td>PRODUCT</td>
<td>DESCRIPTION</td>
</tr>
<tr>
<td>-------------------------</td>
<td>----------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Predik</td>
<td>Supply Chain Mapping Tool</td>
<td>Uses big data to visualise all the entities in the supply chain operation and identify patterns, events and behaviours.</td>
</tr>
<tr>
<td>Refinitiv</td>
<td>Due Diligence Centre</td>
<td>Provides real-time risk scoring for third parties and monitors and assesses risk areas to provide compliance screening.</td>
</tr>
<tr>
<td>Sphera</td>
<td>Supply Chain Risk Management</td>
<td>Uses internal and external data sources to assess through the use of AI supply chain risks. Claims to enable compliance with the German Supply Chain Law.</td>
</tr>
<tr>
<td>Earthqualizer</td>
<td>Spatial Intelligence Labs</td>
<td>Monitor agriculture and forestry supply chain No-deforestation, No-peat and No-exploitation commitments using a variety of data sources (High-resolution satellite imagery and aerial monitoring) and technologies (Artificial Intelligence, machine learning, deep learning).</td>
</tr>
<tr>
<td>Descartes Labs</td>
<td>Descartes Labs</td>
<td>Monitor deforestation and carbon equivalent emissions across the agricultural supply chain: Powered by remote sensing, machine learning, and multiple datasets.</td>
</tr>
<tr>
<td>Trase earth</td>
<td>Supply Chain</td>
<td>Follows trade flows to identify sourcing regions, profile supply chain risks and assess opportunities for sustainable production.</td>
</tr>
<tr>
<td>Starling Verification</td>
<td>Starling</td>
<td>Starling uses a combination high-resolution satellite imagery, advanced processing and machine learning for regular deforestation monitoring.</td>
</tr>
<tr>
<td>Global Fishing Watch</td>
<td>Global Fishing Watch</td>
<td>Uses tracking data from the publicly available identification system (AIS) and integrates this with information acquired through vessel monitoring systems, vessel registry data and satellite imagery. Utilises machine learning to flag when a boats' location beacons are intentionally turned off, suggesting unregulated fishing activity.</td>
</tr>
<tr>
<td>OpenSC</td>
<td>OpenSC</td>
<td>Uses data science and machine learning to verify ethical production claims, and internet of things technologies to trace products across the supply chain.</td>
</tr>
<tr>
<td>Kenzen</td>
<td>Kenzen</td>
<td>Uses a wearable device for industrial workers which can detect risks such as heat stress and fatigue that could lead to injuries.</td>
</tr>
</tbody>
</table>