1. Introduction

B[e] stars are emission line stars with low-excitation permitted emission lines (e.g., Fe II), forbidden lines of [Fe II] and [O I], and an infrared excess from circumstellar dust (see Zickgraf 1998 and Lamers et al. 1998). This B[e] star definition has the disadvantage that B[e] stars are not a homogenous group of stars, but it consists of different types of stars of different evolutionary stages. FS CMa (HD 45677, MWC 142) belongs to the subgroup of unclassified B[e] stars. Its distance is 620±11 pc (Vioque et al. 2020). The evolutionary stage of FS CMa is still debated. It is not known whether FS CMa is a young star, a star near the main sequence, or a more evolved star (Zickgraf 1998; Laws et al. 2020 and references). Vioque et al. (2020) conclude that FS CMa together with several other famous B[e] stars are most likely not pre-main-sequence stars (see list of these stars in Appendix A of their paper).

FS CMa is famous for its large, inclined circumstellar disk, which was studied with several infrared interferometers (Monnier et al. 2006; Menu et al. 2015; Lazareff et al. 2017; Gravity Collaboration 2019). Kluska et al. (2014, 2020) reported the first H-band aperture-synthesis images of the inclined, asymmetric disk of FS CMa. Laws et al. (2020) resolved a bipolar outflow perpendicular to the disk plane. Aperture-synthesis imaging with the new MATISSE interferometry instrument (Multi AperTure mid-Infrared SpectroScopie Experiment) in the low spectral resolution mode to obtain images in the L and N bands. We computed radiative transfer models that reproduce the L- and N-band intensity distributions of the resolved disks.

In this paper, we present the first milliarcsecond-resolution mid-infrared L- and N-band aperture-synthesis imaging of FS CMa and radiative transfer modeling for the interpretation of the images. In Sect. 2, we describe the observations and data reduction. In Sect. 3, we present the mid-infrared L- and N-band aperture-synthesis images. In Sect. 4, we show our modelling of the disk structure of FS CMa based on the reconstructed high-resolution images. The results are summarized in Sect. 5.
2. Observations and data reduction

FS CMa was observed with the four Auxiliary Telescopes (ATs) of the VLTI (Schöller 2007) and the mid-infrared MATISSE instrument (Lopez et al. 2014, 2022; Matter et al. 2016; Petrov et al. 2018) during the MATISSE commissioning run between December 2 and 15, 2018, as summarized in Table A.1. The observations were carried out in the mid-infrared L and N bands with low spectral resolution of \( R \sim 30 \). The observations were performed with seven different AT quadruplet configurations with projected baseline lengths ranging between 10.5 and 137.0 m. Figure A.1 shows the \( uv \) plane coverage of all observations of the FS CMa observing run. The spectrally dispersed \( L \)- and \( N \)-band interferograms were recorded simultaneously. The detector integration time (DIT) was 75 ms in the \( L \) band and 20 ms in the \( N \) band. The calibrator stars are listed in Table A.2. The \( L \)-band interferograms were obtained in the science-photometry (SciPhot) mode, that is, interferograms and photometric data were recorded simultaneously. On the other hand, the \( N \)-band interferograms were obtained in the high-sensitivity (HighSense) mode, that is, interferograms and photometric data were recorded sequentially.

Each \( L \)- and \( N \)-band MATISSE observation usually consists of at least four interferogram data sets corresponding to four different configurations of the Beam Commuting Device (BCD, see Millour et al. 2008 and Lopez et al. 2014). These four data sets are recorded without chopping. Additionally, each observation consists of eight more data sets recorded with chopping. In the \( N \) band, these eight chopping data sets contain the photometric data from the four telescopes (HighSense mode) recorded with two different configurations of the BCDs. During the recording of these eight chopping data sets, additional \( L \)-band interferograms with photometric data (SciPhot mode) are recorded with the same two BCD configurations.

The data obtained during all nights of this run, except one night, were used for the subsequent data reduction and image reconstruction. From the four nights with the AT configuration A0-B2-J2-C1, the data of the night 2018-12-05 with the worst seeing conditions were not used because a reliable calibration was not possible (see Table A.1 for more details).

2.1. Data reduction of the \( L \)-band data

The \( L \)- and \( N \)-band data were reduced with the MATISSE Data Reduction Software (DRS) of pipeline version 1.5.3. After the data reduction, (a) four sets of interferometric data (closure phases and visibilities) are obtained from the data sets corresponding to all four BCD configurations without chopping, and (b) two sets of raw interferometric data from the eight chopping data sets recorded with two different BCD configurations. The transfer functions of the raw interferometric data of the target were calibrated using the calibrator stars listed in Table A.2. In Appendix B.1, we show examples of observed closure phases and visibilities. The estimation of the visibility and closure phase errors is also described in Appendix B.1.

2.2. Data reduction of the \( N \)-band data

In order to reduce the noise in the data, the \( N \)-band interferograms were spectrally binned, that is, neighboring spectral channels were averaged before calculating the average closure phases and visibilities. In Appendix B.2, we show calibrated FS CMa \( N \)-band closures phases and visibilities without spectral binning and with three different spectral binnings of 9, 11, and 17 spectral channels. Spectral binning of 7 (e.g., seven neighboring spectral channels in the spectrally dispersed interferograms are averaged) does not reduce the spectral resolution of the data because of the spectral oversampling of the dispersed interferograms recorded in the MATISSE low spectral resolution mode. Data processing without spectral binning (i.e., binning 1) is just shown for illustration in Appendix B.2, but is usually not used because of the severe noise. The transfer functions of the derived four interferometric data sets were calibrated with the calibrator stars listed in Table A.2. The estimation of the visibility and closure phase errors is described in Appendix B.2.

3. Aperture-synthesis image reconstruction of the dust disk of FS CMa

The MATISSE image reconstruction package \textit{IRBis} (Hofmann et al. 2014) was applied to the calibrated interferometric data of FS CMa. This software package is part of the MATISSE data reduction pipeline\footnote{https://www.eso.org/sci/software/pipelines/}. For the reconstruction process, the two built-in minimization engines, the six regularization functions, and the three cost functions were applied (details are described in Hofmann et al. 2014 and Appendix D). The start image of each image reconstruction run was a circular Gaussian fit to the measured visibilities of the target. We used this Gaussian as a prior for the image reconstruction. From the reconstructions that were calculated, the best ones were selected using the image quality measure \( grec \). The quality measure \( grec \) is calculated from the reduced \( \chi^2 \) values of the closure phases and visibilities, and a so-called residual ratio (see Hofmann et al. 2014 for more details).

Because of the inhomogeneous \( uv \) plane coverage, we weighted the \( uv \) point measures with the power of 0.5 or zero of the inverse \( uv \) plane density function (see Table 1; power zero means equal weights for all \( uv \) points).

3.1. \( L \)-band images of FS CMa

The field-of-view (FOV) and pixel grid used for image reconstruction in the \( L \) band were \( 80 \times 80 \) mas and \( 64 \times 64 \) pixels, respectively. The image reconstruction was performed in the wavelength range 3.4–3.8 \( \mu \)m. All six calibrated interferometric data sets (four corresponding to the four BCD configurations without chopping, and two to the two BCD configurations with chopping) of each observation were used in the image reconstruction process, as described in Sect. 2.1. Figure 1 (top) shows the obtained \( L \)-band reconstruction. The reconstruction parameters and quality measures are listed in Table 1. The reconstructed image has a spatial resolution of \( \sim 2.7 \) mas (it was not convolved to reduce the resolution). In Fig. C.1, the measured closure phases and visibilities of an example observation and the ones derived from the reconstructed image (Fig. 1 top) are displayed. This comparison is a useful method to investigate whether the closure phases and visibilities of the observations are in acceptable agreement with the closure phases and visibilities of the reconstruction.

The \( L \)-band image shows a central object and a ring-like, elliptical circumstellar structure that looks like an inclined disk consisting of a bright NW disk region and a much fainter SE region. The first aperture-synthesis image of FS CMa was reported by Kluska et al. (2014, 2020), who imaged the disk of FS CMa in the \( H \) band. In this \( H \)-band image, the NW disk region and the central object can be seen, whereas the faint SE \( L \)-band region is not visible. The inner disk cavity in the \( L \)-band
image has a size of $\sim 6 \times 12$ mas. The asymmetric intensity distribution suggests that the NW region is bright because we are looking at the bright, inner wall of the NW disk rim. Therefore, this intensity distribution suggests that the NW rim is on the far side.

Reconstructed interferometric infrared images can consist of both real target structures and reconstruction noise caused by gaps in the $uv$ plane coverage and calibration errors. To estimate this noise in our reconstructed images, we computed error maps of the reconstructed images presented in Table 1. The reconstruction has a spatial resolution of $\sim 6.6$ mas. Figure 1 (bottom) shows the obtained $N$-band reconstruction. The reconstruction parameters and quality measures are listed in Table 1. The reconstruction has a spatial resolution of $\sim 6.6$ mas. Figure C.3 shows the comparison between the measured closure phases and visibilities of a representative measurement and the ones derived from the reconstruction (Fig. 1 bottom).

4. Radiative transfer modeling of the FS CMa images

The reconstructed images presented in Sect. 3 provide the basis to constrain the disk structure of FS CMa. In Sect. 4.1, the applied model and radiative transfer method are briefly outlined. In Sect. 4.2, the fitting process for the $L$-band image as well as the comparison with the $N$-band image are described. For this, we are using a well-studied basic disk model. Subsequently, we extend this model motivated by the remaining differences between the simulated and reconstructed images.

4.1. Model description

**Basic disk model 1.** We start with a basic model of a circumstellar disk that has been successfully used for fitting of observations of several protoplanetary disks (e.g., Wolf et al. 2003; Sauter et al. 2009; Brunngräber et al. 2016). The stellar parameters are fixed using values derived by Vioque et al. (2018). These and the disk inclination determined by Kluska et al. (2020) are summarized in Table 2.

In addition to the model referred to above, an exponential decay of the density in the outer regions based on considerations by Lynden-Bell & Pringle (1974), Kenyon & Hartmann (1995), and Hartmann et al. (1998) is applied. The density distribution is described by

$$\rho_g(r,z) = \frac{\Sigma_g(r)}{\sqrt{2\pi} h_g(r)} \exp\left[ -\frac{1}{2} \left( \frac{z}{h_g(r)} \right)^2 \right].$$

(1)

Here $(r,z)$ denote cylindrical coordinates, $\Sigma_g$ the vertically integrated surface density, and $h_g$ the scale height, which can be written as

$$\Sigma_g(r) = \sqrt{2\pi} \rho_0 \left( \frac{r}{R_0} \right)^{-\gamma} \exp\left[ -\left( \frac{r}{R_{\text{trunc}}} \right)^{2-\gamma} \right]$$

(2)

and

$$h_g(r) = \left( \frac{r}{R_0} \right)^{\delta}.$$  

(3)
Fig. 1. \(L\)- and \(N\)-band MATISSE aperture-synthesis images of FS CMa: \(top\): Reconstructed \(L\)-band image (3.4–3.8 μm). The inner dark disk cavity in the \(L\)-band image has an angular diameter of \(6 \times 12\) mas (i.e., \(7.4\) au for a distance of 620 pc). \(Bottom\): Reconstructed \(N\)-band image (8.6–9.0 μm). The FOV is 64 mas (39.7 au for a distance of 620 pc). North is up and east to the left. The inserted circles represent the 2.7 and 6.6 mas diameters of the \(L\)- and \(N\)-band resolution beams. See Sect. 3 for more details.

with the density scaling parameter \(\rho_0\) determined by the total disk mass, \(R_0\) the radius of the reference scale height \(h_{\text{ref}}\), and \(R_{\text{trunc}}\) the truncation radius at which the exponential surface-density drop-off sets in. The parameters \(\beta\) and \(\gamma\) determine the disk flaring and radial density profile.

Dust properties. Given the uncertain nature of FS CMa – a pre-main-sequence star or an evolved star – we first tentatively adopt the mixture of astronomical silicate and graphite. If FS CMa is a pre-main-sequence star, the dust chemical composition of its disk should be similar to that of the interstellar medium. For this reason, we first use a dust mixture consisting of 62.5% astronomical silicate and 37.5% graphite, which follows the \(\frac{1}{2}\) relation for parallel and perpendicular orientations by Draine & Malhotra (1993). On the other hand, if FS CMa is an evolved star, its disk should be oxygen-rich, consisting of silicate alone without graphite. We describe models with this dust chemistry later in Sect. 4.5. The grain size distribution is described by the typical power law \(n(s) \propto s^{-q}\) of Mathis et al. (1977) with \(q = 3.5\) and grain sizes between 5 nm and 250 nm. Since this also includes small dust grains that are unusual for stars with high \(uv\) emission, we make sure that all discussed models in the following sections have temperatures below the respective sublimation temperature. The impact of larger dust grains is also discussed later in Sect. 4.5. To derive the required optical properties, we apply the wavelength-dependent refractive indices by Draine & Lee (1984), Laor & Draine (1993), and Weingartner & Draine (2001).

Radiative transfer. To analyze the reconstructed images from the observations, we calculate corresponding model images based on the previously described model. For this purpose, we apply the publicly available 3D Monte-Carlo radiative transfer code POLARIS (Reissl et al. 2016). POLARIS calculates the temperature distribution of the disk using the immediate correction method of Bjorkman & Wood (2001) together with the instant reemission method of Lucy (1999). A raytracing algorithm is then used to calculate the thermal emission of the dust grains based on the temperature distribution. Finally, the scattered stellar light and scattered reemitted radiation are added using an anisotropic Monte-Carlo scattering method.

4.2. Fitting process

Due to the higher spatial resolution of the reconstructed \(L\)-band image compared to the \(N\)-band image, the former has been chosen to guide the fitting. In order to constrain the model parameters, we first analyze their impact on the inner disk structures visible in the reconstructed images. The inner radius \(R_{\text{in}}\), disk flaring \(\beta\), scale height \(h_{100}\) at 100 au, and inclination \(i\) turned out to be the most crucial parameters for the observed appearance of the innermost disk region. In contrast to this, the outer radius \(R_{\text{out}}\), truncation radius \(R_{\text{trunc}}\), radial density parameter \(\gamma\), and total dust mass \(M_{\text{dust}}\) have hardly any impact and thus cannot be constrained. Therefore, we use parameter values which have been either constrained by former observations of the large-scale disk structure of FS CMa or can be considered as typical for this class of objects.

Table 2. Selected stellar and disk parameters derived from earlier observations of FS CMa.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance (pc) (^{(1)})</td>
<td>(d)</td>
<td>(620^{+41}_{-33})</td>
</tr>
<tr>
<td>Source temperature (K) (^{(1)})</td>
<td>(T_{\text{eff}})</td>
<td>(16500^{+3000}_{-750})</td>
</tr>
<tr>
<td>Source luminosity ((L_\odot)) (^{(1)})</td>
<td>(\log L_\star)</td>
<td>(2.88^{+0.32}_{-0.17})</td>
</tr>
<tr>
<td>Inclination (^{(2)})</td>
<td>(i)</td>
<td>(45 \pm 8)</td>
</tr>
<tr>
<td>Position angle (^{(2)})</td>
<td>PA</td>
<td>(76 \pm 11)</td>
</tr>
</tbody>
</table>

References. \(^{(1)}\) Vioque et al. (2018); \(^{(2)}\) Kluska et al. (2020).

\(\frac{1}{2}\) https://www1.astrophysik.uni-kiel.de/~polaris/
To quantify the goodness of the fit, we (1) calculate images of the difference between the reconstructed and simulated images. In addition, we (2) consider the absolute mean difference by averaging the absolute value of the difference images, as well as (3) the difference between observed and modeled visibilities and closure phases. Relative flux units are used in the reconstructed images and in the simulated images. In the next step, we mask the extended image of the central star in the reconstructed \(L\)-band image and in the simulated image to first focus on reproducing the brightness distribution of the disk. However, unmasked images of the simulation and reconstruction are shown later in Figs. 6 and 9. The masked simulated images are shifted within a range of a few pixels to find the best match with the reconstructed image (i.e., the minimum of the absolute mean difference). In a second step (Sect. 4.6), we compute the difference between model closure phases and observed closure phases and model visibilities with observed visibilities (called residuals below). The comparison of the total flux of the observed and simulated images is discussed in Sect. 4.4.

**Inner radius and inclination.** The appearance of the inner rim of the disk as seen in the \(L\)-band image is mainly determined by the inner radius and disk inclination. While the inner radius directly affects the size of the inner disk cavity, the inclination determines the eccentricity of the elliptical model image (see Fig. 2, left), with potential shadowing by outer disk regions and – in interplay with the anisotropic scattering function of the dust grains – the relative contributions of forward and back-scattered radiation. Both parameters are fit simultaneously.

We constrain the inner radius \(R_{\text{in}}\) by varying the inner radius between 3 au and 7 au and calculating the absolute mean difference between the reconstructed and model images by averaging the absolute value of the difference images (see Fig. 2 right) to find the best-fit image. To constrain the inclination, we perform a series of simulations for inclinations between 35° and 50°. These are again compared to the reconstructed image by calculating the absolute mean difference between the reconstructed and model images. Based on these simulations, we deduce first best-fit values for the inclination of 42 ± 3° and the inner radius \(R_{\text{in}} = 5 \pm 0.5\) au, respectively. We note, that the temperature of the dust of the rim does not exceed 1200 K. The inner radius is therefore not perfectly corresponding to the sublimation temperature of the dust composition, which is 1300–1500 K for silicate (see, e.g., Pollack et al. 1994) and 2500 K for graphite (see, e.g., Kobayashi et al. 2011).

**Scale height and flaring parameter.** While the inner radius and inclination are directly related to the inner ellipse seen in the \(L\)-band model, the scale height \(h_{100}\) and the flaring parameter \(\beta\) determine the radial extent of the bright inner rim. We conduct simulations with scale heights between 15 au and 30 au in steps of 5 au and compare the resulting radial extent of the inner wall with that of the reconstructed \(L\)-band image. Constraining the flaring parameter \(\beta\) is less straightforward because it affects various features in the image. Here, we have to compare the overall shape of the simulated images with the reconstructed images. To cover a sufficiently wide range of flarings, we run simulations with a flaring parameter \(\beta\) between 0.5 and 1.5 in steps of 0.1. By increasing the flaring we increase the flux on the far side of the disk. We find that at a certain degree of flaring the disk starts to cover parts of the inner region. Considering this and excluding unrealistically high and low scale heights, we constrain the flaring parameter to 1.2 with a best-fit scale height at 100 au of around 20 au.

Figure 2 presents a comparison of the best-fit basic model 1 with the observed image: (from left to right) the intensity

![Fig. 2. Comparison of the observed \(L\)-band image with the image of the basic disk model 1: (left) intensity distribution of the \(L\)-band model disk image, (middle) overlay of the observed \(L\)-band image with a contour plot of the model image, (right) difference image (observed image minus model image). Contour lines show 50% (solid) and 10% (dashed) levels of the maximum flux. The best-fit parameter values are compiled in the table below. The central star is masked in reconstructed and model images to focus on the difference caused by the disk structure. The flux ratio of central object and disk is discussed in Sect. 4.5.](image)

<table>
<thead>
<tr>
<th>Parameters of model 1</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner radius (au)</td>
<td>(R_{\text{in}})</td>
<td>5</td>
</tr>
<tr>
<td>Outer radius (au)</td>
<td>(R_{\text{out}})</td>
<td>1000</td>
</tr>
<tr>
<td>Truncation radius (au)</td>
<td>(R_{\text{trunc}})</td>
<td>200</td>
</tr>
<tr>
<td>Total dust mass ((M_\odot))</td>
<td>(M_{\text{dust}})</td>
<td>(10^{-3})</td>
</tr>
<tr>
<td>Disk flaring</td>
<td>(\beta)</td>
<td>1.2</td>
</tr>
<tr>
<td>Radial density exponent</td>
<td>(\gamma)</td>
<td>1.1</td>
</tr>
<tr>
<td>Scale height (au)</td>
<td>(h_{100})</td>
<td>20</td>
</tr>
<tr>
<td>Inclination (°)</td>
<td>(i)</td>
<td>42</td>
</tr>
<tr>
<td>Position angle (°)</td>
<td>PA</td>
<td>20</td>
</tr>
</tbody>
</table>
distribution of the simulated model 1 image, an overlay of the observed L-band image with a contour plot of the model image, as well as the corresponding difference image (the central star is masked in the figure).

It can easily be seen that the inner elliptical gap and the extent of the bright region are well fit. However, the difference image also shows that the brightness distribution does not fit the characteristic asymmetry of the brightness distribution of the disk rim.

### 4.3. Modified curved inner rim (models 2 and 3)

While the basic model 1 described above allows us to roughly reproduce the shape of the image of the disk as well as the radial extent of the bright region, it is not capable of reproducing the asymmetry of the ring-like brightness distribution, as the difference image in Fig. 2 shows. Thus, the shape of the inner rim has to be modified toward a lower vertical rim extent in our model. Besides the motivation derived from our observational finding, this modification is also in agreement with previous studies based on hydrodynamical simulations and analytical considerations for the inner rim of circumstellar disks (e.g., Isella & Natta 2005; McClure et al. 2013; Flock et al. 2016). To match the brightness distribution along the inner disk rim and to take the theoretical studies into account, we expand our model by a simple parameterization of differently curved shapes of the inner rim described by the modified scale height:

$$h_g(r) = h_0(R_c) \cdot \left( \frac{r - R_\text{in}}{R_c - R_\text{in}} \right)^\varepsilon,$$

where $R_c$ is the radius up to which the rim is modified, $h_0(R_c)$ is the unmodified scale height of $R_c$, and $\varepsilon$ is a parameter to describe the different shapes of the inner rim. For illustration, selected examples for the different inner rim shapes are shown in Fig. 3. We now fix the best-fit parameters described in the section above and determine the best-fit of the brightness distribution of the inner rim by sampling a parameter space of $(1.2–2.4) R_\text{in}$ for $R_c$ in steps of $0.2 R_\text{in}$ and $0.1–1.0$ in steps of $0.1$ for $\varepsilon$, respectively. The resulting map of the absolute mean difference for each model can be found in Fig. 4. In the following, we shortly discuss the impact of the two rim parameters $\varepsilon$ and $R_c$.

**Inner rim parameter $\varepsilon$.** The parameter $\varepsilon$ allows us to modify the shape and therefore illumination of the inner rim of the model. As the case $\varepsilon = 0.1$ describes a vertical rim that extends up to $R_c$ with a constant height, increasing $R_c$ results in a worse fit (see Fig. 4). Increasing $\varepsilon$ to 0.5 changes the structure of the inner rim toward a parabolic shape. This configuration does not only result in the required radially more efficient illumination of the inner disk region, but also allows the observer to see more of the inner region on the near side of the disk. Besides the qualitatively better match of the observed inner rim structure, the absolute mean difference between reconstructed and simulated images is decreasing. Values of $\varepsilon$ up to 1 are describing the transition from a parabolic shape to a peaked, wedge-like inner rim, leading to an extension of the bright region to the outer parts.
The corresponding simulated images show a broad, extended ring that is inconsistent with the reconstructed images.

**Radius of modified inner rim** $R_e$. The radius of the modified inner rim describes the point up to which the basic model is modified. It is therefore directly related to the shape of the simulated image for different values of the parameter $\epsilon$. In the case of low values of $\epsilon$, for example, a vertical rim with constant height, an increase of $R_e$ results in an increasing mismatch between the simulated and reconstructed images. A similar trend can be found for high values of $\epsilon$, which result in a bright extended ring, as described above, that increases even more when increasing $R_e$. For shapes of the inner rim between parabolic and tapered, we see a decrease of the absolute difference up to a value of $R_e = 1.8 R_{in}$. This corresponds to an extension of the bright region as well as a blurring of the bright rim. Values of $R_e > 1.8 R_{in}$ will not improve the model because the modified rim is extending seamlessly into the flared disk in this case, which means changes of $R_e$ in this regime will not influence the shape of the inner rim. Values of $R_e$ below $1.2 R_{in}$ can also be neglected, because the modification of the rim would be too small to be noticed.

According to the absolute mean differences measured for the different parameter sets, we find best-fit values of $R_e = 1.8 R_{in}$ and $\epsilon = 0.7$ (model 2; Fig. 5). We note that the model with $\epsilon = 0.6$ is deviating less than 1% from the best-fit case and is even best-fitting for larger values of $R_e$. The simulated image, the contour plot as well as the plot of the differences for the best-fit case are shown in Fig. 5. It can be seen that the difference image now has smaller values. We note that the difference plot of observed image minus model image still shows two regions with higher differences than on average. In these regions, the flux in the simulated image is higher than the measured flux on the near side.

To make sure that the modified rim is not affecting the best-fit parameters derived in Sect. 4.2, we repeat the calculations for the entire parameter grid. Comparing the differences confirms the best-fit parameters depicted in the table of Fig. 2 except for the inclination for which we now find a best-fit value of $51^\circ$. The corresponding simulated image of this model 3, the contour plot as well as the plot of the differences are shown in Fig. 6.

As a further check, we simulate the corresponding $N$-band image of our model and the respective difference images. The best-fit parameter values in this case are $R_e = 1.8 R_{in}$ and $\epsilon = 0.9$. In contrast to the best-fit of the reconstructed $L$-band image, the simulated $N$-band images with $\epsilon = 0.7$ or 0.8 are of comparable goodness, as their respective absolute mean differences are also within the measured uncertainties and are deviating by only 3%.

The simulated image, contour plot and the plot of the differences between simulated and observed images of the $N$-band best-fit parameter values are shown in Fig. 7. The best-fit parameter values derived on the basis of the reconstructed $L$-band image fits the $N$ band equally well. As in the case of the $L$ band, the differences are on the order of the uncertainties of the reconstructed image. The trends found for the parameters describing the shape of the inner rim as depicted in Fig. 4 for the $L$-band image can also be confirmed with the $N$-band simulations. Thus, we consider the best-fit model 3 is consistent with the reconstructed $L$- and $N$-band images.

### 4.4. Total flux

We measure a total $L$-band model flux of 35 Jy in the model FOV of 80 mas, while we derive an observed flux of 47 Jy (estimated uncertainty about $\pm 50\%$) from the FS CMa interferograms in their larger 0.6 arcsec FOV of the $L$-band interferograms. The observed flux was derived by comparing the integrated flux of the interferograms of the target and the calibrator stars. In the $N$-band, we obtain a total model flux of 110 Jy in the model FOV of 360 mas and derived an observed flux of 213 Jy ($\pm 50\%$) from the FS CMa $N$-band interferograms in their FOV of 2.3 arcsec. In the model, we are thus covering about 3/4 of the observed flux in the $L$ band, but only 1/2 of the flux in the $N$ band. The differences may be caused by the flux from regions outside the model FOV.

We note that the thermal model emission always outweighs the scattered contribution by a factor of 10 in the $L$ band and a factor of 300 in the $N$ band, respectively. A detailed image of the ratio between thermal and scattered emission for both bands can be found in Fig. 8.

### 4.5. Model image with pure astrosilicate and a dust envelope with constant density (model 4)

Model 3 presented in Fig. 6 in the Sect. 4.3 is able to reproduce the asymmetric structure of the inclined FS CMa disk. However, the brightness of the central object in the observed $L$-band image and the model image disagree. In the observed $L$-band image, the integrated $L$-band flux of the central object is about $(4.5 \pm 0.9)\%$ of the total image flux, whereas in the model, the $L$-band flux from the central object is only 0.61%.

Even though the central star shows photometric variability of more than a magnitude within years as discussed for example in de Winter & van den Ancker (1997), the stellar parameters have been well constrained by multiple previous studies.
(e.g., Vioque et al. 2018; Laws et al. 2020). Increasing the luminosity of the star within the measured uncertainties will increase the flux scattered and reemitted by the disk and therefore hardly affect the star-to-disk brightness ratio. This also holds true for the effective temperature of the star which increased, shifts the stellar emission toward shorter wavelengths, resulting in a decrease of the star-to-disk brightness ratio in the \( L \) and \( N \) bands.

We therefore turn our attention toward the disk properties to analyze the outlined discrepancies. The luminosity of the disk can be decreased by either reducing the illumination of the inner region or by choosing a dust mixture with different optical properties. For the first, we find that varying the flaring parameter \( \beta \) and the scale height \( h_{100} \) around the corresponding best-fit values in order to modify the disk illumination is not significantly increasing the star-to-inner rim brightness ratio. Concerning the dust properties, we conduct simulations with grain sizes up to 10 \( \mu m \) and find that the brightness ratio is decreasing because of an increase of the scattered radiation. Moreover, changing the dust composition to pure astronomical silicate could reduce the flux caused by dust reemission while not affecting the amount of scattered radiation and therefore reduce the brightness ratio. Corresponding simulations of our best-fit model with pure astronomical silicate show that the star-to-disk brightness ratio can be increased by a factor of 2–3 while preserving the shape of the inner rim. This finding might indicate that the dust composition is different from the assumed silicate-graphite mixture. However, it should also be noted that the measured total flux in this case is even lower and covers only a third of the observed flux.

The offset between the visibilities at low spatial frequencies of the simulated image and the observational data suggests a constant background flux that is missing in the simulated image. A very faint constant background flux would not be visible in the reconstructed image and was therefore not considered in the fitting process in Sects. 4.2 and 4.3. To account for this, we expand our disk model by adding an optically thin dust sphere with an inner radius of 5 au and an outer radius wider than the FOV of the reconstructed image. We test two simple dust density distributions for two different optical depths: a sphere with a) a constant density and b) an \( 1/r \) density profile for \( \tau = 0.1 \) and \( \tau = 1 \). In case of the \( \tau = 1 \) models, the simulated images show additional flux in regions that show no flux in the reconstructed images. We therefore focus on the optically thin case. Since there are no significant differences between the simulated images resulting from the two density distributions in the optically thin case (\( \tau = 0.1 \)), we choose the simpler, constant density distribution for the subsequent discussion. This faint background, caused by the optically thin dust sphere, together with the assumed pure astro silicate dust improved the fit of the model visibilities and contributed to the following new star-disk flux ratio described below. The simulated image, contour plot, and the plot of the differences between simulated and observed images of the \( L \)-band best-fit model 4 with pure astro silicate are shown in Fig. 9. In this model, the integrated flux from the central object increased from 0.61\% in the model in Fig. 6 to 1.1\%, but is still smaller than the observed \((4.5 \pm 0.9)\%\) flux fraction. This means that model 4 with pure astro silicate dust and an optically thin dust envelope changed the flux ratio of central object and dust disk by almost a factor of two, but the remaining flux ratio discrepancy is still a factor of four. Therefore, we discuss a more promising alternative in Sect. 4.7, the possible impact of a gaseous Be star disk.

In the previous sections, we have developed disk models that approximately agree with the observed image of the disk, but the
modeled flux fraction of central object (0.61–1.1% of the total flux of central object plus dust disk) is lower than in the reconstructed image (where it is 4.5%). This disagreement may be caused by a compact gaseous disk surrounding the central star (Sect. 4.7). Because of this gaseous disk, the central object of FS CMa seems to be much more complicated than just a normal star. This is probably the reason, why our model, which does not include a gaseous disk, is not able to reproduce the correct flux ratio of central object and dust disk. Because of this uncertainty, our main goal is only to model the shape of the dust disk. Modeling of the entire complex system of dust disk and central object is out of the scope of this paper.

In this complex situation, it became clear that the just applied modeling criterion of using the difference images of model and reconstructed images has the advantage that we can find the best-fit disk image by ignoring the reconstructed image of the central object. For this goal, we first masked the central object in previous sections before we calculated the average absolute value of the difference images to obtain an integral measure of the observation-model difference. In the next Sect. 4.6, we use another important criterion to find the best-fit image, namely the differences between modeled and observed closure phases and visibilities.

4.6. Comparison of the closure phases and visibilities derived from the model intensity distribution to the measured closure phases and visibilities

Instead of calculating the differences between reconstructed and the modeled images to constrain model parameters (as in the previous sections), we now compute the average absolute value of the difference between the observed and model visibilities and closure phases called “model-observation residuals”.

The model-observation residuals of the closure phases and the visibilities for the L-band model 3 image (Fig. 6) are 43° and 0.040, respectively. These big residuals are not surprising because we know already from the previous sections that the model flux ratio of the central object and the disk disagrees with the observations.

These L-band model-observation residuals are very big in comparison to another important type of residuals, the “reconstruction-observation” residuals, which are the residuals between the visibilities and closure phases of the reconstructed image (Fig. 1) and the observed visibilities and closure phases. The reconstruction-observation residuals are a measure of the quality of the reconstructed image. The reconstruction-observation residuals for the L-band image in Fig. 1 are only 2.9° and 0.009 for closure phase and visibilities, respectively (see Table 1).

One of the reasons for the big aforementioned model-observation residuals (closure phase: 43°, visibility: 0.040) is the small flux fraction of the central object (only 0.61–1.1% of the total flux) of the models 3 and 4 (Figs. 6 and 9). Other reasons are most likely additional disk asymmetries or clumpiness, which are not included in the modeling. This strong dependence of the model-observation residuals on the too small flux fraction of the central object is problematic if we want to use the model-observation closure phase and visibility residuals to constrain the parameters of the model disk alone because these residuals depend on both the required dust disk parameters and the wrong flux ratio of central object and dust disk. We can constrain the disk parameters only if we avoid the influence of the wrong flux ratio of central model star and disk by compensating the wrong flux ratio, which can approximately be performed by applying a suitable flux scaling factor to the central model star. This scaling factor is only needed as a tool to evaluate the model-observation residuals of the disk and is not used in radiative transfer modeling. For these reasons, we first compute the dependence of the model-observation residuals on the scaling factor of the model central star. The results are shown in Figs. 10 and 11 for our two models 3 and 4 presented in Figs. 6 and 9.

Figure 10 shows the closure phase and visibility residuals of the model 3 in Fig. 6 (i.e., model-observation residuals) as a function of different scaling factors for the brightness of the model central star. The minimum closure phase residuals of 19.9° are achieved with a scaling factor of 9.4. Figure 11 shows the residuals of model 4 (modified model image displayed in Fig. 9) as a function of the scaling factors. In this case, the minimum closure phase residuals of 24.7° are obtained with a scaling factor of 3.9, whereas the closure phase residuals in the case of no scaling are 48.2°. The remaining closure phase residuals of ∼25° are most likely caused by additional asymmetries in the dust disk, which are not taken into account in the models. This discrepancy is also shown in Fig. C.2, where the measured interferometric data are plotted together with the interferometric data derived from the two models 3 and 4, but modified with the above model star scaling factors 9.4 and 3.9, respectively.

In addition to the above model-observation residual method, we used the χ² method to determine the average deviation of the model visibilities and closure phases from the observed values. In Appendix F, we show that the χ² method provides similar scaling factors of 9.0 and 3.7 (instead of the above 9.4 and 3.9) for the two models 3 and 4, respectively.
The model star scaling factors derived from the closure phase residuals are approximately consistent with the modeling results obtained when we used the absolute mean differences between the observed and modeled images as criterion. In this case, the model images have a flux fraction in the central object of only 0.61% (model 3) or 1.1% (model 4) of the total flux, whereas the flux fraction of the central object is (4.5 ± 0.9)% in the observed L-band image, corresponding to ratio of 4.5/0.61 = 7.4 (model 3) and 4.5/1.1 = 4.1 (model 4). These model-reconstruction deviations are similar to the model central star scaling factors of 9.4 (model 3) and 3.9 (model 4) derived from the closure phase residuals.

Figure 12 shows the model-observation residuals of the N-band model shown in Fig. 7 as a function of the central star scaling factor.

We have shown by three different methods that the model flux ratio of the central star and the total flux (of disk and central object) is about 3–9 times too small. In Sect. 4.7, we discuss a likely cause for this discrepancy. As we discussed in previous sections, our goal is only to constrain model parameters of the dust disk. The modeling of the complex star-disk system is out of scope of this paper because of the complex central object discussed in Sect. 4.7.

Therefore, we focus now on the application of the model-observation closure phase residuals and the aforementioned $\chi^2$ results to constrain the same disk shape parameters $R_0$ and $\epsilon$. 

---

**Fig. 9.** Comparison of the observed L-band image with the image of model 4: best-fit L-band model image with pure astrosilicate and a dust envelope with constant density and $\tau = 0.1$ (left), contour plot over reconstructed L-band image (middle) and difference image (right). Contour lines show 50% (solid) and 10% (dashed) levels of the maximum flux. As outlined in Sect. 4.2, the given flux unit is relative. Rim parameter: $R_0 \, \lambda = 1.8$ $\lambda = 9$ au, $\epsilon = 0.7$. Inclination: $i = 51^\circ$.

**Fig. 10.** Closure phase and visibility residuals of the best-fit L-band model 3 shown in Fig. 6 as function of the central star scaling factor.

**Fig. 11.** Closure phase and visibility residuals of the modified best-fit L-band model 4 shown in Fig. 9 as function of the of the central star scaling factor.

**Fig. 12.** Closure phase and visibility residuals of the modified best-fit N-band model shown in Fig. 7 as a function of the central star scaling factor.
which were constrained in Sect. 4.3 using the presented difference between the reconstructed image and the model image. A third required free modeling parameter is the aforementioned scaling factor of the brightness of the central star because of the derived flux ratio discrepancy.

Figure 13 shows the model-observation closure phase residuals of several versions of model 3 (i.e., $R_\epsilon=1.8$, $R_\epsilon=2.0$, and $R_\epsilon=2.2$) as a function of the central star scaling factor. The best-fit models are those two with $\epsilon=0.6$ and $R_\epsilon=1.8$ and $2.2$ at the central star scaling factor 8.4.

Figure 14 shows the dependence of the model intensity ratio of total flux to stellar flux on the inclination angle, density, and wavelength can be calculated using the DISCO code based on the Vieira et al. (2015, 2016) model for classical Be star gaseous disks. The stellar parameters used are given in Table 2. The value of the inclination angle is assumed to be 51°, as derived during the modeling process. The parameters of the gaseous disk model are given in Table 3.

Figure 15 shows the dependence of the model intensity ratio of total flux (i.e., stellar plus gaseous disk flux) to the stellar flux on wavelength for different gas densities at the base of the gaseous disk and for the inclination angle of 51° of FS CMa. Figure 16 shows the intensity ratio of the total flux (i.e., stellar plus gaseous disk flux) to the stellar flux as a function of the wavelength for different inclination angles for a gas density at the base of the gaseous disk of $10^{-7}$ kg m$^{-3}$. For example, at $L$-band wavelengths, the total flux is about 3–4 times larger than the stellar flux for the inclination range of 0–51° (0° corresponds to face-on) of the gaseous disk in contrast to larger inclination angles. This inclination angle dependence of the brightness of such a gaseous disk would have a strong influence on the FS CMa model image if FS CMa is surrounded by a bright gaseous disk and the gaseous disk is aligned with the dust disk of FS CMa.

Below we discuss that the infrared continuum flux from a gaseous disk can be several times brighter than the stellar flux, and the brightness of the gaseous disk depends on the wavelength and the viewing angle (e.g., it is brightest for face-on viewing direction; Vieira et al. 2015, 2016). Because of this viewing angle dependence, a gaseous disk can change the brightness ratio between the central object (= star plus gaseous disk) and the dust disk of FS CMa. A gaseous disk can much increase the flux from the central object seen by the observer (inclination angle ~51°). However, the illumination of the dust disk by the gaseous disk may be smaller if the gaseous and dust disk are aligned.

The dependence of the intensity ratio of total flux to stellar flux on the inclination angle, density, and wavelength can be calculated using the DISCO code based on the Vieira et al. (2015, 2016) model for classical Be star gaseous disks. The stellar parameters used are given in Table 2. The value of the inclination angle is assumed to be 51°, as derived during the modeling process. The parameters of the gaseous disk model are given in Table 3.

4.7. Influence of an additional gaseous B[e] star disk on the model brightness ratio between the central object and the dust disk of FS CMa

In the models discussed above, the model image of the central object is always too faint with respect to the dust disk. If we assume that the central star is surrounded by an additional compact (i.e., unresolved) gaseous disk, the model brightness ratio between central object (= star plus gaseous disk) and dust disk would change, as discussed below. The theory of gaseous envelopes and disks of Be stars is discussed in Lamers & Waters (1984), Waters (1986), Lee et al. (1991), Carciofi (2011), Rivinius et al. (2013), Vieira et al. (2015, 2016).

The gaseous disks of several Be and B[e] stars were studied with high spatial resolution using optical and infrared long-baseline interferometers (e.g., Thom et al. 1986; Mourard et al. 1989; Quirrenbach et al. 1993, 1997; Stee et al. 1995; Berio et al. 1999; Tycner et al. 2006; Domiciano de Souza et al. 2007; Meilland et al. 2009; Milour et al. 2011; Touhami et al. 2011; Kraus et al. 2012).

Below we discuss that the infrared continuum flux from a gaseous disk can be several times brighter than the stellar flux, and the brightness of the gaseous disk depends on the wavelength and the viewing angle (e.g., it is brightest for face-on viewing direction; Vieira et al. 2015, 2016). Because of this viewing angle dependence, a gaseous disk can change the brightness ratio between the central object (= star plus gaseous disk) and the dust disk of FS CMa. A gaseous disk can much increase the flux from the central object seen by the observer (inclination angle ~51°). However, the illumination of the dust disk by the gaseous disk may be smaller if the gaseous and dust disk are aligned.

The dependence of the intensity ratio of total flux to stellar flux on the inclination angle, density, and wavelength can be calculated using the DISCO code based on the Vieira et al. (2015, 2016) model for classical Be star gaseous disks. The stellar parameters used are given in Table 2. The value of the inclination angle is assumed to be 51°, as derived during the modeling process. The parameters of the gaseous disk model are given in Table 3.

Figure 15 shows the dependence of the model intensity ratio of total flux (i.e., stellar plus gaseous disk flux) to the stellar flux on wavelength for different gas densities at the base of the gaseous disk and for the inclination angle of 51° of FS CMa. Figure 16 shows the intensity ratio of the total flux (i.e., stellar plus gaseous disk flux) to the stellar flux as a function of the wavelength for different inclination angles for a gas density at the base of the gaseous disk of $10^{-7}$ kg m$^{-3}$. For example, at $L$-band wavelengths, the total flux is about 3–4 times larger than the stellar flux for the inclination range of 0–51° (0° corresponds to face-on) of the gaseous disk in contrast to larger inclination angles. This inclination angle dependence of the brightness of such a gaseous disk would have a strong influence on the FS CMa model image if FS CMa is surrounded by a bright gaseous disk and the gaseous disk is aligned with the dust disk. In this case, the gaseous disk is seen edge-on (i.e., low brightness) from viewing locations within the dust disk, whereas we see a bright 51° inclined disk. Therefore, such a gaseous disk may explain the difference between the modeled and observed flux ratio of the gaseous disk.
Table 3. Parameters of the modeled gaseous disk.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disk outer radius ($R_\odot$)</td>
<td>50</td>
</tr>
<tr>
<td>Disk temperature (K)</td>
<td>9900</td>
</tr>
<tr>
<td>Density at the disk base (kg m$^{-3}$)</td>
<td>0.5–2.5 × 10$^{-7}$</td>
</tr>
<tr>
<td>Density power law exponent</td>
<td>−3.5</td>
</tr>
<tr>
<td>Power law coefficient of disk flaring</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Fig. 15. Wavelength dependence of the intensity ratio of the total flux (stellar plus gaseous disk) to the stellar flux for the inclination angle of 51° for different gas densities at the base of the gaseous disk.

Fig. 16. Wavelength dependence of the intensity ratio of total flux (stellar plus gaseous disk) to the stellar flux for different inclination angles with a gas density at the base of the gaseous disk of 10$^{-7}$ kg m$^{-3}$.

5. Summary and conclusions

FS CMa belongs to the subgroup of unclassified B[e] stars. It is not known whether FS CMa is a young Herbig B[e] or a star in a later evolutionary stage. Vioque et al. (2020) concluded that FS CMa is not a young star. FS CMa is famous for its large, inclined circumstellar disk and spectacular bipolar outflow perpendicular to the disk plane.

We performed aperture-synthesis imaging of FS CMa with the new VLTI-MATISSE interferometry instrument and carried out radiative transfer modeling to interpret the images. The following results were obtained:

- We reconstructed the first aperture-synthesis L- and N-band images of the stellar disk and the central object. Image reconstruction was performed with the IRBis method. The L- and N-band images have resolutions of 2.7 mas and 6.6 mas, respectively;
- In the L-band image, the inner rim region of the circumstellar dust disk and the central star can be seen. The size of the resolved inner dark disk cavity is ∼6x12 mas. The resolved L-band disk consists of a bright NW disk region and a much fainter SE one. The images suggest that we are looking at the bright inner wall of the NW disk rim, while the SE rim is partially self-shadowed and appears therefore dimmer in the image. Therefore, the large brightness of NW rim suggests that the NW rim is on the far side. The N-band image shows only the bright NW disk region;
- The reconstructed images provide the basis for a detailed analysis of the disk structure, and thus the spatial distribution of the dust in the innermost disk region. Performing radiative transfer simulations, we derived an inner disk radius of 5 au and a disk inclination of 51°. Most importantly, the good quality of the reconstructed images, in particular the high-resolution L-band image, allowed us to constrain the shape of the vertical structure of the inner few au of the inner disk. Using a parameterized disk model, the shape of the rim is described by two parameters characterizing a) the curvature of the disk rim and b) the radial range beyond which the density profile is described by the global disk model. In particular, we find a rather flat shape of the disk between the inner disk radius and 9 au. Regardless of the specific evolutionary state of FS CMa, this finding provides direct constraints for further studies of the physical mechanisms resulting in this particular shape, that is, the interaction of the stellar radiation with the gas and dust disk surrounding the central star. However, a detailed analysis taking the specifics of FS CMa into account is beyond the scope of this study;
- While the relative brightness distribution can be well fitted, the flux ratio between the central object and the net flux of the disk cannot be matched on the basis of a star-to-dust disk model alone. Depending on the specific model setup, characterized by the chemical composition and size distribution of the dust, even taking a hypothetical envelope with a low optical depth as a source of possible contamination into account, the latter results in a star-to-disk flux ratio which is too low. All model images have a flux fraction in the central object of only ∼0.61–1.1% of the total flux, whereas the flux fraction of the central object is ∼4.5% in the observed L-band image. To explain this discrepancy, we suggest the possible additional contribution of a compact gaseous B[e] star disk in the vicinity of the star. Taking the dependence of the brightness on the viewing angle into account, we find that this gaseous disk may be sufficiently bright to explain the observed flux ratio. More detailed studies of FS CMa are needed in the future to improve our understanding of its evolutionary stage, suspected companion, brightness variations, and physical properties of its suggested gaseous disk.
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Appendix B.1:

The VLTI-MATISSE observations of FS CMa are summarized in Table A.1. The calibrated interferometric data sets of each observation are recorded within about 15 min, and there is possible, because the six calibrated interferometric data sets for each observation (see Sect. 2.1) for each spectral channel. This is possible, because the six calibrated interferometric data sets of each observation are recorded within about 15 min, and therefore are covering nearly the same projected baseline vectors. The standard deviations were used as the common errors of the six calibrated interferometric data sets of each observation.

Appendix B.2: Estimation of the visibility and closure phase errors and selection of the calibrated interferometric data

Appendix B.1: L-band

Figure B.1 shows examples of our obtained calibrated visibilities and closure phases (CPs). All six data sets of an observation discussed in Sect. 2.1 are displayed. To estimate the visibility and CP errors, we calculated the standard deviations of the visibilities and CPs of the six calibrated interferometric data sets of each observation (see Sect. 2.1) for each spectral channel. This is possible, because the six calibrated interferometric data sets of each observation are recorded within about 15 min, and therefore are covering nearly the same projected baseline vectors. The standard deviations were used as the common errors of the six calibrated interferometric data sets of each observation.

To obtain a reliable data set for image reconstruction, we eliminated all CPs with errors > 60° and all visibilities with a signal-to-noise ratio < 0.5. In a second selection, the reconstructed four CPs of each single observation were tested if they are affected by systematic errors. This test is called CP test and is discussed below in more detail. The four CPs measured simultaneously with a 4-telescope array are not independent, that is, each one of the four CPs can be calculated by a linear combination of the three other CPs (see, for example, Chael et al. 2018). The distance between each measured CP and the corresponding one derived from the other three simultaneously measured CPs was calculated. This distance is a linear combination of the four CP deviations (e.g., the deviation between the measured CP and its true value). In many cases this distance is small, that is, there is a good agreement between the measured CPs and the CPs derived from the three other CPs. But there may be some observations where this distance is large. The reason for this could be, for example, a nonoptimal noise bias compensation in the average bispectrum. Figure B.2 shows an example observation, where the measured CPs and the CPs derived from the other three ones are very similar with respect to their noise. In Fig. B.3 an observation is shown with a strong mismatch between the measured CPs and the derived CPs. In a second selection, we eliminated those observations where the mean deviation between the measured CPs and the derived CPs are larger than ∼ 8°.

The feasibility of the aforementioned closure phase test was investigated by a computer simulation. The theoretical target was a 10 Jy source of similar structure, size, and sky position as FS CMa. The bispectrum of that target was simulated as if it were derived from data observed with the large AT configuration A0-G1-J2-K0 in L-band at low spectral resolution. The bispectrum was simulated with the noise bias terms caused by the noise of a 10 Jy source and strong sky background, but without noise in the bispectrum. Figure B.4 shows such a closure phase test for the simulated bispectrum with different levels of noise bias compensation (100% corresponds to perfect compensation). Because of the residual noise bias, the reconstructed CPs systematically deviate from their theoretical values. The deviations between the measured CPs and the theoretical ones are zero in the case of a perfect subtraction of the noise bias term. Figure B.4 shows that the distance between the measured CP and the same one derived from the three other CPs, as discussed above (e.g., the CP test, and denoted by |CP − CPcalc| in Fig. B.4) is comparable to the distances between the measured and theoretical (true) CPs (denoted by |CPtheo − CPmeas| in Fig. B.4). This experiment shows that systematic errors of the CP can roughly be determined by such a CP test.

Appendix B.2: N-band

The visibility and CP errors for the calibrated interferometric N-band data, obtained with spectral binning of 11, were derived in the same way as in the L band: the standard deviations derived from the four calibrated interferometric data sets (one for each of the four BCD configurations) of each observation (see Sect. 2.2) were calculated for each spectral channel. The derived standard deviations were used as the common errors of the four interferometric data sets of each observation.

The data set used for image reconstruction was selected in the same way as in the case of the L-band data. CPs with errors > 60° and visibilities (V 2) with signal-to-noise ratio < 0.5 were not used for the image reconstruction. In a second selection, the four CPs of each single observation were tested if they are affected by systematic errors. This was done with the CP test described in Appendix B.1 for the L-band data. In the second selection, we eliminated all observations where the mean deviation between the measured CPs and the derived ones are larger than ∼ 1.7× the mean CP error of the corresponding observation.

Figure B.5 shows examples of calibrated visibilities and CPs of a typical observation without and with different spectral binnings. The data without spectral binning (red lines) show very strong noise, which is strongly reduced by spectral binning (blue, green, and brown lines corresponding to spectral binnings of 9, 11, and 17, respectively).
Fig. B.1. Examples of calibrated visibilities and CPs of FS CMa L-band observation: all six interferometric data sets of an observation are shown (see Sect. 2.1 for more details).
Table A.1. Summary of the VLTI-MATISSE observations of FS CMa.

<table>
<thead>
<tr>
<th>date</th>
<th>n(^a)</th>
<th>UT start(^b)</th>
<th>UT end(^c)</th>
<th>array</th>
<th>JD</th>
<th>seeing(^d)</th>
<th>(\tau_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018-12-02</td>
<td>3</td>
<td>06:25</td>
<td>08:18</td>
<td>A0 B2 J2 C1</td>
<td>2458454.277</td>
<td>1.10</td>
<td>3.47</td>
</tr>
<tr>
<td>2018-12-03</td>
<td>2</td>
<td>04:00</td>
<td>05:13</td>
<td>A0 B2 J2 C1</td>
<td>2458455.178</td>
<td>0.49</td>
<td>4.73</td>
</tr>
<tr>
<td>2018-12-05</td>
<td>2</td>
<td>07:14</td>
<td>07:36</td>
<td>A0 B2 J2 C1</td>
<td>2458457.308</td>
<td>1.17</td>
<td>2.44</td>
</tr>
<tr>
<td>2018-12-06</td>
<td>5</td>
<td>04:00</td>
<td>08:33</td>
<td>A0 B2 J2 C1</td>
<td>2458458.333</td>
<td>0.53</td>
<td>4.07</td>
</tr>
<tr>
<td>2018-12-07</td>
<td>5</td>
<td>02:44</td>
<td>07:28</td>
<td>A0 B2 D0 C1</td>
<td>2458459.170</td>
<td>1.25</td>
<td>2.28</td>
</tr>
<tr>
<td>2018-12-08</td>
<td>4</td>
<td>04:33</td>
<td>08:46</td>
<td>A0 B2 D0 C1</td>
<td>2458460.296</td>
<td>0.61</td>
<td>3.76</td>
</tr>
<tr>
<td>2018-12-09</td>
<td>4</td>
<td>06:06</td>
<td>09:03</td>
<td>K0 B2 D0 J3</td>
<td>2458461.314</td>
<td>0.46</td>
<td>4.41</td>
</tr>
<tr>
<td>2018-12-10</td>
<td>6</td>
<td>04:48</td>
<td>08:40</td>
<td>K0 G2 D0 J3</td>
<td>2458462.219</td>
<td>0.54</td>
<td>8.12</td>
</tr>
<tr>
<td>2018-12-11</td>
<td>2</td>
<td>07:23</td>
<td>08:24</td>
<td>K0 G2 D0 J3</td>
<td>2458463.313</td>
<td>0.60</td>
<td>12.66</td>
</tr>
<tr>
<td>2018-12-12</td>
<td>3</td>
<td>05:07</td>
<td>08:20</td>
<td>A0 G1 D0 J3</td>
<td>2458464.290</td>
<td>0.71</td>
<td>4.82</td>
</tr>
<tr>
<td>2018-12-13</td>
<td>4</td>
<td>04:58</td>
<td>08:11</td>
<td>A0 G1 J2 J3</td>
<td>2458465.254</td>
<td>0.87</td>
<td>5.63</td>
</tr>
<tr>
<td>2018-12-14</td>
<td>2</td>
<td>05:17</td>
<td>06:19</td>
<td>A0 G1 J2 J3</td>
<td>2458466.226</td>
<td>0.74</td>
<td>4.87</td>
</tr>
<tr>
<td>2018-12-15</td>
<td>2</td>
<td>05:07</td>
<td>06:19</td>
<td>A0 G1 J2 K0</td>
<td>2458467.332</td>
<td>0.53</td>
<td>5.49</td>
</tr>
</tbody>
</table>

Notes.  
\(^a\) Number of data sets recorded at different hour angles per night.  
\(^b\) UT time at the start of the first data set of the night.  
\(^c\) UT time at the start of the last data set of the night.  
\(^d\) Average visible seeing (\(\text{"\(\bigcirc\)}\)) during the night.  
\(^e\) Average coherence time \(\tau_0\) (ms) in the visible during the night.

Fig. B.2. CP test: good agreement between the measured CPs and the CPs calculated by the other three CPs.

Table A.2. Interferometric calibrator stars (JMMC Stellar Diameters Catalog - JSDC, Version 2; Bourges et al. 2017).

<table>
<thead>
<tr>
<th>name</th>
<th>spectral type</th>
<th>UDD-L(^a)</th>
<th>UDD-N(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\gamma) Cet</td>
<td>M1III</td>
<td>5.50 (\pm)0.55 mas</td>
<td>5.52 (\pm)0.55 mas</td>
</tr>
<tr>
<td>(\epsilon) Lep</td>
<td>K4III</td>
<td>5.87 (\pm)0.55 mas</td>
<td>5.92 (\pm)0.56 mas</td>
</tr>
<tr>
<td>V407 Pup</td>
<td>M2a/ab</td>
<td>2.60 (\pm)0.25 mas</td>
<td>2.60 (\pm)0.25 mas</td>
</tr>
<tr>
<td>(\beta) Col</td>
<td>K1III CN</td>
<td>3.61 (\pm)0.41 mas</td>
<td>3.64 (\pm)0.41 mas</td>
</tr>
<tr>
<td>(\sigma) Eri</td>
<td>M1III</td>
<td>5.28 (\pm)0.47 mas</td>
<td>5.30 (\pm)0.46 mas</td>
</tr>
<tr>
<td>(\theta) CMa</td>
<td>K3/4III</td>
<td>4.00 (\pm)0.39 mas</td>
<td>4.03 (\pm)0.39 mas</td>
</tr>
</tbody>
</table>

Notes.  
\(^a\) \(L\)-band uniform disk diameter.  
\(^b\) \(N\)-band uniform disk diameter.

Appendix C: Comparison of measured CPs and visibilities with the same ones derived from the reconstructions and from the models

Appendix D: Image reconstruction

The current version of the MATISSE image reconstruction package IRBis (mat_cal_imarec) consists of two optimization routines: a) a large-scale, bound-constrained nonlinear optimization routine called ASA_CG (engine 1; Hager & Zhang (2005), Hager & Zhang (2006)), and b) the new built-in optimization routine, a limited memory algorithm for bound-constrained optimization called L-BFGS-B (engine 2; Byrd & Nocedal (1995), Zhu & Nocedal (1997)).

The version of IRBis described in Hofmann et al. (2014) contains two cost functions: \(Q_1[\theta(x)]\) (cost fct. 1) corresponding to the \(\chi^2\) function of the bispectrum, and \(Q_2[\theta(x)]\) (cost fct. 2) cor-
Computer simulation of the closure phase test

Fig. B.3. CP test: strong mismatch between the measured CPs and the CPs computed by the other three CPs.

Fig. B.4. Computer simulation of the CP test, which shows the dependence of all CP distances on the percentage of noise bias compensation. The distance between the measured CP and the one derived from the three other CPs (ICP – CPcalc; red line) is comparable to the deviations between the four measured and theoretical CP (ICPtheo – CPmeas; blue lines; see text in Appendix B.1 for details).

responding to the $\chi^2$ function of the bispectrum phasors plus the bispectrum moduli. $o_i(x)$ denotes the current iterated image and $x$ is a two-dimensional vector in image space. The actual version of IRBis additionally contains a third cost function $Q_3[o_i(x)]$ (cost fct. 3), which is the $\chi^2$ function of the bispectrum phasors plus the squared visibilities, given by

$$Q_3[o_i(x)] :=$$

$$= \int_{f_1,f_2 \in M} \frac{w_{d}(f_1,f_2)}{\sigma_{d}^2(f_1,f_2)} \cdot \gamma_0 \exp \left[ \beta_{d}(f_1,f_2) \right] -$$

$$- \exp \left[ i \beta_{d}(f_1,f_2) \right] \cdot |f_1| df_1 \cdot |f_2| df_2 +$$

$$+ f_0 \cdot \int_{f \in M} \frac{w_{o}^{p}(f)}{\sigma_{o}^{2}(f)} \cdot \gamma_0 |O_3(f)|^2 \cdot |O(f)|^2 df. \quad (D.1)$$

Here, $\beta_{d}(f_1,f_2)$ and $\beta_{o}(f_1,f_2)$ denote the measured CPs and the CPs of the current iterated image, respectively. The functions $\sigma_{d}(f_1,f_2)$ and $\sigma_{o}(f)$ are the errors of the bispectrum phasors and the squared visibilities, respectively. $Q_3(f)$ denotes the Fourier transform of the iterated image $o_i(x)$. $f_1$, $f_2$, and $f$ are two-dimensional spatial frequency vectors. The functions $w_{d}(f_1,f_2)$ and $w_{o}^{p}(f)$ are the $u$ point density weights of the bispectrum and the squared visibilities $|O(f)|^2$, respectively. The factor $\gamma_0$ scales the bispectrum phasor and the squared visibilities of the iterated image to minimize the value of $Q_3[o_i(x)]$. The variable $f_0$ is the relative weight between the CP term and the squared visibility term in $Q_3[o_i(x)]$.

Appendix E: Estimation of the error maps of the reconstructed images

In this section, we describe the building of the error maps of the reconstructed $L$- and $N$-band images shown in Fig. 1. For this goal, we performed computer simulations. In order to cover the noise introduced by the gaps in the $u$ coverage and by the noise in the measured data, we a) used the same $u$ coverage as the one of the MATISSE observations, and b) degraded the computed visibilities and CPs by simulated noise corresponding to the noise in the MATISSE observations, respectively. As computer simulation targets, we have chosen the models similar to those shown in Figs. 6 and 7, but with the central star intensity.
Fig. B.5. Example of calibrated visibilities and CPs of one N-band observation without and with spectral binning: red line denotes data without spectral binning, and the blue, green and brown lines correspond to data with spectral binnings of 9, 11 and 17, respectively. Data processing without spectral binning (i.e., binning 1) is just shown for illustration, but is usually not used because of the severe noise (see Sect. 2.2 for details).
Fig. C.1. Comparison of measured visibilities and CPs in $L$ band with those derived from the reconstructed image: (red) measured data, and (blue) data derived from the reconstruction shown in Fig. 1 top. The data are averaged over all six data sets of each observation.
Fig. C.2. Comparison of various types of observed and model visibilities and CPs in the L band: (red) measured data, (blue) data derived from the reconstruction shown in Fig 1 top, (green) data derived from the best-fit model 3 (Fig. 6, but with the central star scaled by factor 9.4), and (light brown) data from the best-fit model 4 (Fig. 9, but by scaling of the central star with factor 3.9). For more details see Sects. 4.6 and 4.7. The data are averaged over all six data sets of each observation.
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Fig. C.3. Comparison of measured visibilities and CPs in $N$ band (spectral binning 11) with those derived from the reconstructed image: (red) measured data, and (blue) data derived from the reconstruction shown in Fig. 1 bottom. The data are averaged over all four BCD configurations of each observation.
Fig. C.4. Comparison of various types of observed and model visibilities and CPs in the $N$ band (spectral binning 11): (red) measured data, (blue) data derived from the reconstruction shown in Fig. 1 bottom, and (green) data derived from the best-fit $N$-band model 3 (Fig. 7, but with the central star scaled by factor 9.2). The data are averaged over all four BCD configurations of each observation.
increased to the central star intensity of the reconstructed images in Fig. 1. The image reconstructions were performed with IRBis and the same parameters were used as for the reconstructed images shown in Fig. 1 and listed in Table 1. The error map of each of the reconstructed images (Fig. 1) is the absolute value of the difference between the computer simulation reconstruction and the computer simulation target. Before calculating the difference, the reconstruction was a) scaled to the total intensity and b) shifted to the center of the computer simulation target. To assign the reconstructions in Fig. 1 to the above produced error maps, each of the two reconstructions was a) normalized to the same total intensity as the computer simulation target, and b) shifted to the center of the computer simulation target. Figures E.1 and E.2 present the computer simulation experiments for deriving the error maps of the L- and N-band reconstructions in Fig. 1, respectively. In all four images shown in Fig. E.1 (and E.2), the same intensity is coded with the same color. Figures E.1a and E.2a are the L- and N-band computer simulation targets, which are convolved with point spread functions corresponding to sizes of 2.7 mas and 6.6 mas, respectively. Figures E.1b and E.2b present the reconstructed images obtained from the simulated data. Figures E.1c and E.2c show the error maps for the L- and N-band reconstructions (Fig. 1), derived from the computer simulation targets (Figs. E.1a and E.2a) and the computer simulation reconstructions (Figs. E.1b and E.2b). Finally, Figures E.1d and E.2d are the reconstructions shown in Fig. 1.

Appendix F: Comparison of the measured CPs and visibilities with the ones derived from the model intensity distribution using the χ² method

The model-observation χ² values (reduced χ²) of the CPs and visibilities of the L-band model image displayed in Fig. 6 are 738 and 1163, respectively. These big χ² values are mainly due to the fact that the model flux ratio of the central object and the disk disagree with the observations as discussed in Sect. 4.5. These model-observation χ² values are also very big in comparison to the reconstruction-observation χ² values between the visibilities and CPs of the reconstructed L-band image (Fig. 1 top) and the observed visibilities and CPs. The CP χ² value is 2.88 and the visibility χ² value is 3.97. The reconstruction-observation χ² values of the reconstructed N-band image (Fig. 1 bottom) are 1.06 for the CPs and 4.94 for the visibilities.

Figure F.1 shows the CP and visibility χ² values of model 3 (Fig. 6) as a function of different scaling factors of the model central star. The minimum CP χ² value of 178 is achieved with a scaling factor of 9.0, which is similar to 9.4 obtained with the residual method (see Fig. 10).

Figure F.2 shows χ² values of the model 4 (Fig. 9) as a function of the scaling factors. In this case the minimum CP χ² value of 369 is obtained with a scaling factor of 3.7, which is similar to 3.9 derived with the residual method (see Fig. 11).

Figure F.3 presents the CP and visibility χ² values of the N-band model image displayed in Fig. 7 as a function of the different scaling factors of the model central star. The minimum CP χ² value of 10.6 is obtained with a scaling factor of 27, whereas the CP χ² value in the case of no scaling is 11.0. The difference between scaling and no scaling of the central model star is very small because of its very low flux (i.e., 0.03% of the total flux of the best-fit N-band model). The very low flux of the central star is responsible also for the different optimal scaling factors obtained with CP residuals (optimal scaling factor is equal to 9.2) and CP χ² values (optimal scaling factor is 27 in this case).

Fig. E.1. Estimation of the error map of the L-band reconstruction (Fig. 1 top) from synthetic data: a) theoretical object used for generating the synthetic data (CPs and visibilities with the same noise and uv coverage as in the measured data (see text for more details), b) image reconstructed from the synthetic data, c) derived error map, d) reconstruction shown in Fig. 1 (top). The FOV is 64 mas. North is up and east to the left.
Fig. E.2. Estimation of the error map of the N-band reconstruction (Fig. 1 bottom) from synthetic data: a) theoretical object, b) image reconstructed from the synthetic data, c) derived error map, d) reconstruction shown in Fig. 1 (bottom). The FOV is 64 mas. North is up and east to the left.

Fig. F.1. CP and visibility $\chi^2$ values of the best-fit L-band model 3 shown in Fig. 6 as a function of the central star scaling factor.

Fig. F.2. CP and visibility $\chi^2$ values of the modified best-fit L-band model 4 shown in Fig. 9 as a function of the central star scaling factor.

Figure F.4 shows the model-observation CP $\chi^2$ values for several versions of model 3 (i.e., $R_\epsilon-\epsilon$ pairs with $R_\epsilon=1.8, 2.0, 2.2$ and $\epsilon=0.5, 0.6, 0.7$) as a function of the central star scaling factor. The best-fit models, with the smallest CP $\chi^2$ values of 110 and 111, have a central star scaling factor of 7.8, which is similar to 8.4 obtained with the residual method (see Fig. 13), and $\epsilon=0.6$ and $R_\epsilon=1.8$ and 2.2, which is identical to the results of the residual method used in Sect. 4.6. For this central star scaling factor of 7.8, Fig. F.5 shows the same type of $R_\epsilon-\epsilon$ plot as in Fig. 14, but using the model-observation CP $\chi^2$ values instead of the CP residuals. The results of the two fits provide, in both cases, best-fit models with $\epsilon=0.6$ and $R_\epsilon=1.8$ and 2.2.
Fig. F.3. CP and visibility $\chi^2$ values of the modified best-fit $N$-band model shown in Fig. 7 as a function of the of the central star scaling factor.

Fig. F.4. CP $\chi^2$ values of $L$-band models (different versions of model 3) with different inner rim parameters $\epsilon$ and $R_\epsilon$ as function of the central star scaling factor. The best-fit models are those two with $\epsilon = 0.6$ and $R_\epsilon = 1.8$ and $2.2 R_\odot$ at the central star scaling factor 7.8.

Fig. F.5. Model-observation CP $\chi^2$ values of $L$-band models (different versions of model 3) for different inner rim parameters $\epsilon$ and $R_\epsilon$ at the best-fit scaling factor 7.8 of the central star.