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Abstract—Entity matching is the process of identifying data in different data sources that refer to the same real-world entity. A significant number of entity matching approaches have been introduced in the literature, which complicates the selection process. In this study, we propose a framework to support researchers in finding the best fitting entity matching model(s) based on the characteristics of their datasets. The proposed framework can be extended by adding more models, features, and use cases. To evaluate the framework, we have conducted a case study in the context of a business enterprise to support them with finding the right entity matching model out of five preselected models by the case study experts. The case study participants confirmed the framework’s usefulness in assisting them in finding the best-fitting entity matching models. Having the knowledge regarding entity matching models readily available supports decision-makers at business enterprises in making more efficient and effective decisions that meet their requirements and priorities. Furthermore, such reusable knowledge can be employed by other researchers to develop new concepts and solutions for future challenges.

Index Terms—model selection, decision-making process, entity matching, performance analysis, selection rules.

I. INTRODUCTION

A fundamental problem in data cleaning and integration is dealing with uncertain and imprecise references to real-world entities [1]. An entity is a general term that can represent a person, product, organization, application, object, concept, etc. [2]. Similar entities can be perceived as different due to multiple reasons, such as incorrect data entry, incomplete data entry, or multiple possible representations of the entity, also known as ambiguity [3]. Identifying and matching real-world entities across data sources or within a single data source is known as entity matching (EM) [4]. Recent developments of big data both in industry and academia have become a driving force behind the research on entity matching.

In scientific literature, entity matching has many names: Entity alignment [5], entity resolution [6], record linkage [7], data matching [8], entity reconciliation [9], instance matching [10] are all synonyms of entity matching. Typically, entity matching is used within database-related tasks, such as deduplication, data merges, data processing, data visualization and within various Information Technology (IT) applications [11].

Recently, the main problem of entity matching has shifted from the lack of approaches to the lack of characterization and comparisons of EM approaches [12]. To give an overview, there exist many different types of EM solutions, such as rule-based methods [13], pairwise classification [14], clustering approaches [15] and more [16]. The data type plays an important role in entity matching, which means that some approaches empirically perform better with the structured data [17], some with textual data [18] and some with dirty data [19]. A solution can target a specific subclass of EM approaches, such as matching cross-lingual data [20] or matching bibliographic data [21]. Many competing solutions make it more difficult for the researchers to select the best-fitting entity matching model(s). Accordingly, an extendable and adaptable framework is required to support decision-makers at business enterprises with the EM model selection problem.

In this study, we designed a framework based on design science research to capture implicit and tacit knowledge regarding EM models systematically. We conducted a case study in the context of the ING banking organization in the Netherlands to evaluate the usefulness and efficiency of the framework in supporting the case study participants.

This study is structured as follows. Section II introduces the mixed research method that we have employed in this study. Section III elaborates on the constituent component and the workflows of the proposed framework. Section IV explains the evaluation process, results, and analysis of the framework at the ING banking organization. Section V discusses how we have addressed the research question, describes lessons learned, and highlights the threat to the validity of the study and how we have tackled them. Section VI positions our work among other existing model selection approaches in the literature. Finally, Section VII concludes this study and expresses the future direction of the research.

II. RESEARCH APPROACH

Research methods are classified based on their data collection techniques (interview, observation, literature, etc.), inference techniques (taxonomy, protocol analysis, statistics, etc.), research purpose (evaluation, exploration, description, etc.), units of analysis (individuals, groups, process, etc.), and so forth [22]. Multiple research methods can be combined to achieve a fuller picture and a more in-depth understanding of the studied phenomenon by connecting complementary
findings that conclude from the methods from the different methodological traditions of qualitative and quantitative investigation [24]. This section outlines the research questions and elaborates on a mixed method based on systematic literature review, design science research, case study research, and experiment to capture knowledge regarding EM models, answer the research questions, and build a framework for the EM model selection problem.

We utilize both manual and automatic literature search methods. The manual search is defined by exploring top-tier journals and conferences in knowledge representation, data engineering, database technologies, and more. The most prominent journals and conferences were chosen based on their scope and ranking, with the minimum ranking scores of A* or A on the CORE Rankings portal. For the automatic search, a search query was defined and run through a number of portals that publish scientific literature, including the ACM digital library, IEEE Xplore, Springer, and more. We manually picked relevant publications that fall within the scope of this study and identified topics of the domain that will be discussed in this paper.

In total, manual and automatic searches yielded 1,394 papers related to entity matching. After the initial review of the titles and abstracts, applying inclusion and exclusion criteria, besides performing scanning and skimming, only 160 papers remained in the pool of studied literature. The main focus of the chosen selection criteria was to identify recent papers (< 5 years) that facilitate the progress of entity matching. Furthermore, we obtained additional literature by using the snowballing approach. After conducting a quality assessment of the chosen papers, there were 67 papers to be added to the literature knowledge base of our framework.

We learned that EM solutions are often designed to tackle specific challenges [10]. Many introduced methods lack generalizability and fail to deliver good results in different settings.

Despite many proposed solutions, data matching remains an open challenge for many in the current state of research. Hence, the goal of our research is to cover multiple challenges of entity matching and to answer the main research question: **MRQ: How to design an entity matching framework using a real-world case study?** To achieve our goal, we split it into three research questions, each covering a distinct scope of entity matching pipeline. *(RQ1) How should we compare a set of entity matching models based on real-world datasets against each other? *(RQ2) How should we combine entity matching approaches to achieve better performance? *(RQ3) How should we evaluate the selected entity matching models based on decision-makers’ requirements?*

We have conducted a systematic literature review based on the guidelines of Kitchenham [27] to explore state of the art and conduct a gap analysis to position our study among other efforts in the literature. Design science research is an iterative process [44], has its roots in engineering [22], is broadly considered a problem-solving process [16], and attempts to produce generalizable knowledge about design processes and design decisions. In this study, we designed and implemented the framework for the EM model selection problem based on design science research. Case study research is an empirical research method [23], [14] that investigates a phenomenon within a particular context in the domain of interest [51]. Case studies can describe, explain, and evaluate a hypothesis. A case study can be employed to collect data regarding a particular phenomenon, apply a tool, and evaluate its efficiency and effectiveness using interviews. Note, we followed the guidelines outlined by Yin [50] to conduct and plan the case study in this study. In addition to the case study, we conducted an experiment by employing open public datasets to evaluate the efficiency and effectiveness of the framework in suggesting entity matching models.

![Fig. 1. The Framework for EM Model Selection](https://www.core.edu.au/home)

[Please access the source code through the following link: https://github.com/AlexBoykoVU/DBLP_Scholar_entity_matching]
To sum up, we employed design science research to address MRQ (Section III). Next, as a systematic literature review was conducted to address RQ1 (Section III-A), afterward, we performed an experiment to investigate how different EM models can be combined (RQ2) to offer higher performance in different scenarios and settings (Section III-A). Finally, to address RQ3, we conducted a case study in the context of the ING banking organization in the Netherlands (Section IV).

III. The Framework for EM Model Selection

We designed and implemented a framework based on design science research in this study to support decision-makers at business enterprises in finding the best fitting EM models according to their use case scenarios. Figure 1 shows the constituent components and workflows of the framework. Let us elaborate on the framework: (Step 1) The knowledge acquisition phase of the framework starts with document analysis and literature study to collect data regarding potential EM models. Domain experts could evaluate the collected data, and their tacit knowledge might be used to gain more insights into the EM models. Next, the selected EM models should be added to the pool of Entity Matching Models. (Steps 2, 3, and 4) The performance of the selected EM models should be evaluated based on a set of open-source benchmark datasets. The results of the performance analysis can be considered as part of Source of Knowledge. (Step 5) Domain experts will use the collected data regarding the EM models and their performance to define a set of rules for selecting them in different scenarios and settings (see Section III-A). (Steps 6, 7, 8, and 9) The model selector is a simple inference engine in the framework that gets the use case scenarios of business enterprises (for example, see Section IV), the selection rules, and potential EM models as its inputs and then offers the best fitting EM model(s) to the decision-makers (business enterprises).

A. The Development Process of the Framework

We have conducted an extensive literature study to gain insight regarding the entity matching models in literature and to extract an initial set of selection rules that could be used in the framework. Next, we have conducted expert interviews with ten domain experts from different business enterprises in the Netherlands to select a set of models and selection rules for the framework. Finally, we have selected five entity matching models (including, Dedupe, SIF, RNN, Attention, and Hybrid). Additionally, three rules have been defined to select the models. Additionally, we used an open-source benchmarking dataset, called DBLP-Scholar, to conduct the performance analysis phase of the framework (See Figure 1). Finally, to evaluate the framework’s usefulness, a case study in the context of a Dutch multinational banking and financial services corporation called ING has been conducted.

1) Entity Matching Model: A variety of entity matching models are available in the literature. This section introduces five models that we have used in this study to meet the case study participants’ requirements. These models were chosen based on their benchmarking performance and unique features. These models are Dedupe (active learning), SIF, RNN, Attention, and Hybrid.

Active Learning - The Dedupe model is a semi-supervised machine learning model that implements active learning to perform entity matching on structured data. It works by first creating an initial set of entity pairs, then prompting the decision-maker for feedback about the given pairs, and then learning to produce a final set of matched entities. The implementation of Dedupe is based on the paper written by Bilenko [5] “Learnable similarity functions and their applications to clustering and record linkage.” Dedupe is available as a Python library and as a standalone application. Apart from entity matching across multiple datasets, Dedupe is often used to perform deduplication of entities within the same dataset. Many recent entity matching approaches use the Dedupe model in their implementation [30]. Even though Dedupe implements parallelization to compute entity similarity, it does not scale well to millions of entities.

Deep Neural Networks - Smooth Inverse Frequency (SIF) [3] is a supervised model that considers the words present in each attribute-value pair to distinguish a match from a non-match. It works by computing the weighted average of the word vectors in the sentence and then removing the common components, which are the projections of the average vectors on their first singular vector. Original SIF implementation does not take the word order into account when computing similarity between entity pairs; however, there have been recent studies that aim to improve SIF by considering the word order too [52]. Other studies implement SIF within other projects, for example, as part of a chatbot [40], to use it in combination with principal component removal [25] and to cluster short texts [21].

Recurrent Neural Networks - In comparison to SIF, Recurrent Neural Networks (RNN) is another supervised model that [9] considers the sequences of words to identify matches. It works by learning two RNN to encode a variable-length sequence into a fixed-length vector representation and decode a given fixed-length vector representation back into a variable-length sequence. The encoder is an RNN that reads each symbol of an input sequence sequentially and changes the hidden state of the RNN at every symbol. As it reaches the end of the sequence, the hidden state of the RNN represents a summary of the whole input sequence. The decoder RNN of the proposed model is trained to generate the output sequence by predicting the next symbol given the hidden state.

Bidirectional RNN - Bidirectional RNN is a supervised hybrid model that considers the alignment of sequences of words in an entity. The hybrid model is essentially a combination of RNN and Attention models. It is initially proposed in the paper of Mudgal et al. [35], which concludes that a hybrid model can be up to 3 times slower to train than other neural network models. However, it has the potential to produce significantly more accurate results. The authors also conclude that a hybrid model could assign high weights to tokens that carry essential semantic information. In this case, the tokens are part of an entity. This approach is criticized by Kasai et al. [26], who explain that realistic entity matching tasks have limited
access to labeled data. The state-of-the-art performance is only achieved because the introduced hybrid model is trained on thousands of labeled data entries, which requires substantial labeling effort.

**Ensemble Learning** - Ensemble models are designed to combine the strong sides of many supervised and unsupervised standalone models and reduce their shortcomings simultaneously. There are nine ensemble approaches implemented in this study. It combines the standalone entity matching models using different ensemble learning techniques. (See Section III-A2)

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Max F1 score</th>
<th>Max Precision</th>
<th>Max Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dedupe</td>
<td>96.48</td>
<td>96.89</td>
<td>96.07</td>
</tr>
<tr>
<td>SIF</td>
<td>96.85</td>
<td>96.59</td>
<td>97.12</td>
</tr>
<tr>
<td>RNN</td>
<td>97.77</td>
<td>97.95</td>
<td>97.59</td>
</tr>
<tr>
<td>Attention</td>
<td>97.82</td>
<td>95.98</td>
<td>99.72</td>
</tr>
<tr>
<td>Hybrid</td>
<td>98.35</td>
<td>97.02</td>
<td>99.72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Max F1 score</th>
<th>Max Precision</th>
<th>Max Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble bagging</td>
<td>98.66</td>
<td>99.17</td>
<td>98.16</td>
</tr>
<tr>
<td>Ensemble weighted average</td>
<td>98.84</td>
<td>98.70</td>
<td>98.98</td>
</tr>
<tr>
<td>Ensemble min</td>
<td>98.84</td>
<td>98.70</td>
<td>99.06</td>
</tr>
<tr>
<td>Ensemble max</td>
<td>98.84</td>
<td>98.70</td>
<td>99.07</td>
</tr>
<tr>
<td>Ensemble averaging</td>
<td>98.84</td>
<td>98.70</td>
<td>99.07</td>
</tr>
</tbody>
</table>

### 2) Performance Analysis

The Hybrid model achieves the highest performance in terms of F-score and recall, while RNN achieves the highest precision in the DBLP-Scholar dataset (see Table I). Overall, the performance of all entity matching models is relatively high. However, none of the models achieves 100% F-score, which indicates that there is still room for improvement for entity matching solutions. Similarly, we test nine ensemble models with the DBLP-Scholar dataset. The aim is to observe if the relative performance of different ensemble models with the DBLP-Scholar dataset corresponds to the results obtained with the IT asset dataset. The results are displayed in Table II.

The average ensemble performed the best F-score (98.88%), similar to the ING IT asset test, where the average was the second-best model. Weighted and normalized averages also achieved high F-score performance with ING IT assets and DBLP-Scholar. In terms of precision, soft voting (99.63%) and hard voting (99.63%) produced the best results in the ING IT assets dataset. The weighted average (99.07%) had the best performance in terms of recall, which is also the case for ING IT assets. We conclude that the average ensemble is the best approach based on these two datasets. However, we would prefer soft voting to maximize precision and optimize recall. In theory, every model can achieve high precision by sacrificing recall and vice versa. However, soft voting and weighted average produce the best results with those metrics while maintaining good overall performance.

### 3) Selection Rules

According to the literature study, expert interviews, and the performance analysis we have conducted, we identified a list of selection rules. These rules guide the Model Selector with the decision-making process to find the best fitting EM model based on the use case scenarios of decision-makers at business enterprises. Part of the selection rules are presented as follows:

(R1) IF labeled data == FALSE THEN SOLUTIONS U (*Active Learning Model*)
(R2) IF the number of labeled data is less than K THEN SOLUTIONS U (*Deep Neural Networks Model*)
(R3) IF entities consist of one or two words THEN SOLUTIONS U (*Recurrent Neural Networks Model*)
(R4) IF the word order is important THEN SOLUTIONS U (*Bidirectional RNN Model*)
(R5) IF there is a time constraint THEN SOLUTIONS U (*Deep Neural Networks Model*)
(R6) IF the precision should be maximized THEN SOLUTIONS U (*Deep Neural Networks Model*)
(R7) IF the recall should be maximized THEN SOLUTIONS U (*Max. Ensemble Model*)
(R8) IF the F-score should be maximized THEN SOLUTIONS U (*Avg. Ensemble Model*)

One of the challenges of entity matching is the lack of labeled data. While the state-of-the-art neural networks can produce good quality matching models, they also require a substantial amount of labeled data. In the absence of training data, rule 1 guides the selector to choose the Dedupe active learning model, which allows the decision-maker to create labeled entity pairs manually. Similarly, rule 2 aims to increase the volume of labeled data if the amount is below a particular value, k. This value is calculated using the volume and the schema overlap of the provided data.

The information that represents entities plays an essential role in entity matching. Recurrent Neural Networks are the most optimal model if an entity consists of a few words. If the word order plays an important role, then Bidirectional RNN should be chosen instead. If the decision-maker wants to prioritize precision, recall, or F-score in the final result, the model selector should choose one of the specified ensemble models.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Max F1 score</th>
<th>Max Precision</th>
<th>Max Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble soft voting</td>
<td>97.64</td>
<td>99.63</td>
<td>97.02</td>
</tr>
<tr>
<td>Ensemble hard voting</td>
<td>98.31</td>
<td>99.63</td>
<td>97.02</td>
</tr>
<tr>
<td>Ensemble max</td>
<td>98.84</td>
<td>99.17</td>
<td>98.53</td>
</tr>
<tr>
<td>Ensemble stacking</td>
<td>98.66</td>
<td>99.17</td>
<td>98.16</td>
</tr>
<tr>
<td>Ensemble averaging (GradientBoostingClassifier)</td>
<td>98.16</td>
<td>99.02</td>
<td>97.32</td>
</tr>
<tr>
<td>Ensemble normalized average</td>
<td>98.84</td>
<td>98.70</td>
<td>98.98</td>
</tr>
<tr>
<td>Ensemble average</td>
<td>98.88</td>
<td>98.70</td>
<td>99.06</td>
</tr>
<tr>
<td>Ensemble weighted average</td>
<td>98.84</td>
<td>98.61</td>
<td>99.07</td>
</tr>
<tr>
<td>Ensemble bagging</td>
<td>98.29</td>
<td>98.89</td>
<td>97.71</td>
</tr>
</tbody>
</table>

### IV. Case Study

The ING Group is a Dutch multinational banking and financial services corporation headquartered in Amsterdam. Its primary businesses are retail banking, direct banking, commercial banking, investment banking, wholesale banking, private banking, and insurance services.
To conduct the case study and assist the case study participants in defining their use case scenarios, we have arranged eleven interviews with different experts (five software architects and six developers) at the case study organization to understand their requirements. The case study participants stated that IT assets in their case represent applications, services, platforms, frameworks, and other tools that make up the IT landscape of ING. They gave us examples representing their IT assets (including authentication API, graph visualization platform, and credit risk calculator). To retrieve these assets, we developed a pipeline that queries some of the largest ING data sources, Configuration Management DataBase (CMDB) and API MarketPlace. Figure 2 depicts the schema of CMDB and Figure 3 depicts the schema of MarketPlace. The scope of this case study is matching CMDB configuration items of class business applications with the applications that are subscribed through the MarketPlace APIs. By design, CMDB stores every IT asset within MarketPlace. Since the information about the IT asset is stored without a common reference to the underlying entity, there is a need for an entity matching solution that can automatically match the assets.

Even though both data sources store some information about the IT assets, this information is not overlapping, which means the data sources are heterogeneous. The differences in schemata displayed in Figure 2 and Figure 3. The MarketPlace is the minor data source that stores a total of 5000 IT assets, while CMDB stores about 50,000 IT assets. In the current state, none of the CMDB information has any links to the MarketPlace, which means that these two data sources can be represented as two separate components. The data collection phase of the MarketPlace was performed manually, and since there is no standard naming protocol has been defined, the names of the corresponding assets often differ. Additionally, in MarketPlace, IT assets do not have any attributes. This makes it significantly more challenging to find a corresponding match, and we often need to rely on just the asset names. The MarketPlace also contains many IT assets created for test purposes, which pollute the landscape. These noisy assets often contain words like ‘test’ or ‘demo’ in their names or have a random string of characters instead of the name. In Table III we identify ten challenges of entity matching within the context of ING IT assets data stores.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heterogeneity</td>
<td>(1) Different schemata.</td>
</tr>
<tr>
<td></td>
<td>(2) No existing links between data sources.</td>
</tr>
<tr>
<td></td>
<td>(3) Different magnitude.</td>
</tr>
<tr>
<td>Irregularity</td>
<td>(4) No standard naming.</td>
</tr>
<tr>
<td></td>
<td>(5) No external ontology used to capture semantics.</td>
</tr>
<tr>
<td></td>
<td>(6) Data has been collected manually, typically by different users.</td>
</tr>
<tr>
<td>Noisiness</td>
<td>(7) Disconnected nodes.</td>
</tr>
<tr>
<td></td>
<td>(8) Too many acronyms.</td>
</tr>
<tr>
<td></td>
<td>(9) Spelling mistakes.</td>
</tr>
<tr>
<td></td>
<td>(10) Multilingual entities.</td>
</tr>
</tbody>
</table>

The ING IT asset data was collected through crowdsourcing within the ING employee network. First, we collected the corporate keys a unique id assigned to all ING employees, of every product owner a leader responsible for developing and maintaining an asset at ING. Both CMDB and MarketPlace contain corporate keys either about a product owner or an IT custodian a person responsible for taking care of an asset, of an asset. Unfortunately, the corporate keys on both sides do not often match. After collecting the corporate keys from MarketPlace, we used them to send emails through Outlook. Each email was customized based on the recipient. The email would contain the recipient’s name, the IT asset from MarketPlace that contains their product key information, and a message asking to help us find an exact match of the asset at the CMDB side. With this method, we received
about 50 responses which contained connections for about 100 Marketplace IT assets with CMDB. To obtain more labeled results, we used Dedupe to generate 195 more entity pairs that perfectly match or completely disagree on multiple criteria. These were labeled as matches and non-matches, respectively. We obtained 295 labeled IT asset pairs that are used to train, validate and test entity matching models. The separation is done in the 60-20-20 manner when 60% (177 entity pairs) of the labeled dataset is used for training, 20% (59 entity pairs) for validation, and 20% (59 entity pairs) for testing.

After obtaining the labeled data, we test and compare the existing EM solutions. The primary performance metric used across many entity matching studies is precision, recall, and the computed F-score. This study will not test other performance metrics related to scalability, execution time, privacy, or security. All five machine learning models are tested independently, and each model is trained and tested using the same data and through the same sequence of steps. Each experiment is repeated ten times to eliminate the possibility of a random error. Table IV displays the max achieved results for each of the models. Note that the displayed max precision and max recall scores often come from different experiment iterations and might not be used when calculating the F-score.

The max F-score of the EM models varies between 78-85%. The hybrid model gives the best performance in terms of F-score score (85.19%) and precision (100.00%). These scores come from a relatively small testing dataset containing 59 entity pairs. This result should only indicate the performance, and with more testing data, the precision would likely drop below 100%. In terms of recall, SIF produced the highest score (100.00%). However, it comes with the cost of precision (63.64%), making it the worst-performing model in terms of the F-score. While the hybrid model achieves the best results out of all five models, the attention model comes close to the precision and does equally well in the recall. RNN also achieves comparable results to hybrid by having a higher recall (89.29%) but losing in terms of precision (78.57%). Dedupe is overall one of the worst-performing models. However, this model can perform entity matching even with the lack of labeled data. These five models are then used to create and test nine ensemble models. The results are displayed in Table V.

Table IV. Empirical results of five machine learning approaches. Note, all values are percentages.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Max F1 score</th>
<th>Max Precision</th>
<th>Max Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dedupe</td>
<td>78.57</td>
<td>84.62</td>
<td>73.33</td>
</tr>
<tr>
<td>SIF</td>
<td>77.78</td>
<td>63.64</td>
<td>100</td>
</tr>
<tr>
<td>RNN</td>
<td>81.97</td>
<td>78.57</td>
<td>89.29</td>
</tr>
<tr>
<td>Attention</td>
<td>83.64</td>
<td>85.19</td>
<td>85.71</td>
</tr>
<tr>
<td>Hybrid</td>
<td>85.19</td>
<td>100</td>
<td>85.71</td>
</tr>
</tbody>
</table>

Table V. The results of nine ensemble approaches. Note, all values are percentages.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Max F1 score</th>
<th>Max Precision</th>
<th>Max Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble soft voting</td>
<td>82.35</td>
<td>100</td>
<td>70</td>
</tr>
<tr>
<td>Ensemble hard voting</td>
<td>84.37</td>
<td>96.42</td>
<td>75</td>
</tr>
<tr>
<td>Ensemble min</td>
<td>85.71</td>
<td>75</td>
<td>100</td>
</tr>
<tr>
<td>Ensemble max</td>
<td>87.27</td>
<td>85.71</td>
<td>88.89</td>
</tr>
<tr>
<td>Ensemble stacking</td>
<td>87.72</td>
<td>89.29</td>
<td>86.21</td>
</tr>
<tr>
<td>(GradientBoostingClassifier)</td>
<td>88</td>
<td>78.57</td>
<td>100</td>
</tr>
<tr>
<td>Ensemble average</td>
<td>90.20</td>
<td>82.14</td>
<td>100</td>
</tr>
<tr>
<td>Ensemble weighted average</td>
<td>90.20</td>
<td>82.14</td>
<td>100</td>
</tr>
<tr>
<td>Ensemble bagging</td>
<td>91.53</td>
<td>96.43</td>
<td>87.10</td>
</tr>
</tbody>
</table>

The difference in performance between the ensemble models is similar to the standalone models; however, the overall performance is higher. The F1 score ranges between 84-92%. This indicates that combining five entity matching models into ensemble models is beneficial since the worst performing model, soft voting with 82.35% F1 score, produces comparable results to the best standalone hybrid model. However, the best ensemble model, bagging, achieves higher results (91.52%) than the hybrid model by performing better in recall but falling short in precision. Arguably, bagging is the best performing model out of nine implemented models. Its performance fluctuates significantly with each consecutive run of the entity matching pipeline. This is because parts of testing data are assigned randomly to each model, and the results are combined. So by rearranging the order of the model or the order of the testing data, the model can produce a completely different result than the one displayed in Table V. With this in mind, either ensemble average or weighted average can be a better option for entity matching since the order of the models or the testing data does not matter for the final result. The averaging ensembles take all outputs of each model into account and combine them into one final score. Of course, while this might be a 'safer' option for entity matching, it comes at the cost of computation time. The averaging models must wait for each standalone model to produce their score before combining it into the final score. Accordingly, this does not scale well for most entity matching problems. On the contrary, the bagging ensemble does not have this problem, even with a much higher number of models included in the ensemble. The fact that only one model is computing the result for each entity pair makes this model produce its final result much faster than any other ensemble model mentioned in Table V.

The voting ensembles are two of the worst implemented ensemble models. The soft voting ensembles achieve an 82.35% F1 score, and hard voting achieves 84.37% F1. While their F1 scores are substantially worse than the other ensemble models, they are comparable to the best standalone models. The shortcoming of voting ensembles for entity matching is the low recall. The soft voting ensemble has 70% recall, which is the worst recall out of all ensemble and standalone models. However, this seems to align with the general pattern between precision and recall in entity matching.

Higher precision can result in lower recall and vice versa. Most standalone and ensemble models follow this general pattern. This makes sense if we think of entity matches, true positives, false positives, and false negatives. If we take a dataset that has an equal amount of positive and negative entity
matches, let us say 500 pairs that are a match and 500 that are not, and we assume that they are all a match, then the recall of this example will be 100%, and the precision is 50%. This can be used as a baseline for the entity matching the ING IT asset data because the ratio between positive and negative matches in the ground truth is one-to-one.

Another scenario is when out of possible 1000 entity matches, we only consider the entities that match flawlessly as a match. Out of 1000 pairs of entities, let us assume only 10 are a match, then the precision is likely to be close to 100%, and the recall will be extremely low since we only output 10 out of 500 correct matches. This trade-off is good to keep in mind since entity matching has different applications in the real world. For example, if we wanted to use matched entities to create an item-based recommendation engine for a movie database, we would probably favor recall over precision since the goal here is to recommend as many movies for the decision-maker to check and hope that one of them grabs their attention. Four ensemble models implemented in this study achieve 100% recall, meaning they could be entirely for the recommendations that value recall. Of course, there are different types of recommendation engines, and some of them value precision over recall, for example recommending medicine substitutes for patients. Soft voting is most likely the best choice for this task since it collects votes from every model, making the diverse model input. Soft voting also considers the probabilities of each model to give the correct prediction. The concept of soft voting can be interpreted as a weighted voting scheme.

The stacking ensemble performs quite well overall with 89.29% precision and 86.21% recall. It is possible to be one of the best all-around choices for entity matching on ING IT asset data. While there are problems that require a high minimum threshold for precision and recall, matching ING IT asset data most likely requires a balance between these two, with relatively high scores for both. Again, stacking ensemble does not achieve as high overall performance as bagging; however, it has minor variance in results and has high computation costs and programming complexity. Max ensemble has a similar performance to stacking, with an F1 score of 87.27%. It has a slightly better recall than stacking but a lower precision. Min ensemble performs relatively worse than most other models; however, it performs better than any standalone model. While the min ensemble achieved 100% recall, it does not achieve as good precision as any other model tested in this study, and it loses in terms of recall to other models that also achieved 100% recall. Arguably min ensemble is the worst-performing model with the ING IT asset data since there might not be a good application that would choose min ensemble over any other ensemble approaches implemented and tested in this study.

The second part of the experiment evaluates the EM model performance against human experts. We asked ten DevOps engineers at ING to assign similarity and confidence scores for a provided set of entity pairs. In this case, the confidence score is a weight in the weighted average computation between similarity scores. To visualize the difference between the ING expert scores and model scores, we plot them alongside each other in Figure 4. The plot contains many outliers, which indicates that the EM models and human experts can sometimes completely disagree in their decisions. In Figure 4, the blue line represents the expert scores, and the other lines represent EM models. All results are sorted based on the expert scores. This plot aims to visualize how close the scores produced by each EM model coincide with the expert scores. It can also be represented using the mean square error, as shown in Table VI.

![Fig. 4. A comparison between the case study participants’ scores and the entity matching models.](image)

Table VI. Mean squared error of the entity matching models.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Mean squared error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dedupe</td>
<td>36.72</td>
</tr>
<tr>
<td>SIF</td>
<td>34.89</td>
</tr>
<tr>
<td>RNN</td>
<td>31.19</td>
</tr>
<tr>
<td>Attention</td>
<td>27.89</td>
</tr>
<tr>
<td>Hybrid</td>
<td>26.73</td>
</tr>
</tbody>
</table>

V. DISCUSSION

The case study results show that the proposed framework can become an effective tool for researchers to find the matching model’s most suitable entity. We show that the framework adapts well to different datasets and settings. The framework can choose which entity matching solutions are used for specific use cases and allows the user to replace existing models with newer ones. The framework has also been tested for generalizability with two datasets, where both of the experiments agree on the results.

A. Addressing the Research Questions

We combine results from a literature review, design science research, case study research, and an experiment to design an entity matching framework. We have successfully implemented a framework based on design science research and tested it with a specific use case and an open-source dataset. The case study research allowed us to gain insights into selecting and using entity matching tools within a business enterprise. We conducted several expert interviews to evaluate our hypothesis.
We conducted a systematic literature review to compare our set of entity matching models. We found five entity matching models, namely Dedupe, SIF, RNN, Attention, and Hybrid, by exploring state-of-the-art. Dedupe stands out the most from these models because it implements active learning to increase the number of labeled entity pairs. The other four models implement neural networks. SIF and Attention models do not consider the word order, often leading to misrecognized entity pairs. While Hybrid performs better than other models, the computation time is also considerably longer. In addition, the literature review revealed potential gaps for future exploration, which include progressive learning and transfer learning for entity matching.

To improve the performance of entity matching models, we combined them into nine ensembles. To test their performance, we used two datasets, ING IT assets and DBLP-Scholar. Most of the ensemble approaches outperformed state-of-the-art entity matching models. This is explained by ensemble models combining the strength of the standalone models, which minimizes their weaknesses. The bagging ensemble achieves the best performance with the IT asset data; however, it is also one of the least reliable models. The average ensemble shows a better consistent performance across each of the datasets. Soft voting, hard voting, and min achieve good precision and can be used for high precision tasks. Weighted average and normalized average can be used for high recall tasks.

To evaluate the selected entity matching models, we conducted a case study within the context of the ING banking organization. We conducted interviews with ten domain experts during this case study to help us evaluate the selected entity matching models. The experts were asked to perform entity matching manually by assigning similarity and confidence scores to the presented entity pairs. The mean square error has to be computed for each model. The two models with the lowest mean square error are Hybrid and Attention. During the case study, we also evaluated a number of possible requirements that users might input into the framework.

B. Lessons learned

Selecting entity matching models is a challenging task that requires more research to be done. Many entity matching approaches require a substantial amount of labeled data to produce adequate results. However, labeling entity pairs manually is time-consuming and challenging since it requires sufficient knowledge about the underlying data. As part of the ING case study, most entity pairs were labeled with low confidence scores due to the lack of in-depth knowledge. In addition, enterprise datasets may also contain significant noise. While noisy entities can be straightforward, some data can be challenging to filter out by non-experts. If a dataset contains many entities created for testing purposes, it is difficult to identify meaningful relationships among them. Lastly, a fundamental problem with creating ensemble approaches is that many existing entity matching solutions are not open-source or do not provide sufficient detail for the reproducibility of the results. This issue was also pointed out by Koutras et al. [30]. The existing entity matching solutions require specific parameter settings and in-depth knowledge, which the paper often does not provide.

C. Threats to validity

1) Construct validity: To compare the performance of EM models, we measure their precision and recall and compute the F-score on the testing data. This, however, only gives a shallow overview of the performance of an EM model. It might be more beneficial to compute precision, recall, or Hits [49]. These metrics are often used with recommendations or search engines. However, it can be applied to entity matching as well. The only requirement is that the output of the entity matching solution should contain top k matches for every entity that is being matched. This way, we can more accurately evaluate how well the solution performs entity matching.

2) External validity: As part of this study, we focus on the generalizability of entity matching solutions. When performing entity matching with a different dataset or in a different setting, the solution should adapt to the specific requirements. Our proposed solution adapts well to the volume and the quality of the labeled data provided. The framework also generalizes well with use cases that have underlying time constraints. Moreover, the framework is designed to stay relevant in the future by allowing users to replace the existing models with newer ones. The framework does not generalize well concerning the input format. Currently, the framework accepts data only in CSV file format, and it should be structured in a specific way that can be readable by the EM models. However, all experiments can be reproduced by following a predefined set of steps and the same datasets that are used in this study.

3) Internal validity: Throughout the experiments, we question the improved performance of the ensemble models over the existing entity matching solutions. Specifically, we test whether this improvement comes from combining the model into ensembles or is due to other reasons, like chance. To explore this cause and effect, we conducted two experiments that showed similar results, where ensemble models outperformed existing EM solutions with both datasets. We also ran each experiment ten times to eliminate any random outliers shown in the performance of every model. One possible threat to the internal validity is the lack of labeled data, which causes the performance of each model to fluctuate by 2-3% per experiment. The threshold value for identifying whether a pair of entities is a match change per dataset/model. This value is chosen by selecting the optimal value in the precision-recall curve. However, there is no proof that this value is the best possible value. Confirming this would require more experiments.

4) Conclusion validity: The conclusions of this research come from the literature review, case study, and an experiment with the open-source dataset. The decision about the performance of the ensemble model is derived using empirical evaluation. The domain experts and empirical evidence verify the claims about the adaptivity and performance of the proposed framework. The conclusion on the improved entity matching
performance serves only as an indication because there is not enough data to make solid proof of the advantages of using ensemble models with enterprise datasets.

VI. RELATED WORK

In this study, We have conducted a systematic literature review based on the guidelines of Kitchenham [27] to explore state of the art and conduct a gap analysis to position our study among other efforts in the literature. Accordingly, we have observed a comprehensive list of studies conducted in the literature regarding EM models and their improvements. A subset of the selected studies is presented in this section.

Some studies employed machine learning approaches to select a set of models based on their performance in a particular setting. For instance, Chi et al. [8] introduced a framework for selecting ensemble features in phishing detection systems. They also proposed an algorithm to determine the optimal number of features automatically. Cai et al. [7] suggested a feature selection approach based on deep learning for removing irrelevant and redundant data to reduce computation time and improve learning accuracy. Shen et al. [43] developed an unsupervised model selection algorithm based on the technique of weighted rank aggregation, to choose the parameter settings automatically and model inter-entity relationships, and capture entity type information. Moreover, some researchers conducted an extensive literature study and suggested benchmarks to select models based on their documented characteristics. For example, Köpcke and Rahm [29] presented a framework for entity matching and compared eleven EM models based on a collection of features against each other. Additionally, we observed that some studies such as [47], [15], [13] employed Multi-Criteria Decision-Making (MCDM) approaches for building decision models for selecting models based on decision-makers’ requirements and preferences.

Studies based on benchmarking and statistical analysis are typically time-consuming approaches and mainly apply to a limited set of alternatives and criteria. Decision-making based on such analysis can be challenging as decision-makers cannot assess all their requirements and preferences simultaneously, especially when the number of requirements and alternatives is significantly high. Furthermore, benchmarking and statistical analysis are likely to become outdated soon and should be kept up to date continuously, which involves a high-cost process. Most of the MCDM techniques are mainly appropriate for specific case studies. Furthermore, the results of MCDM approaches are valid for a specified period; therefore, such studies will be outdated after a while. Additionally, the pairwise comparison is typically considered the main method to assess the weight of criteria in MCDM techniques. Typically, MCDM approaches are not scalable, so in modifying the list of alternatives or criteria, the whole process of evaluation should be redone. Therefore, these methods are costly and applicable to only a few criteria and alternatives. This study proposed an extendable and adaptable framework that combines tacit and explicit knowledge from literature studies and domain experts besides performance analysis to select EM models for decision-makers at business enterprises. We believe that the captured knowledge regarding models should constantly be updated, and new EM models should always be added to the EM models pool.

VII. CONCLUSION

In this study, we present an EM model selection framework, which automatically adapts to the features of the provided dataset. As the result of a systematic literature review, the framework implements a number of EM approaches, including active learning, deep neural networks, recurrent neural networks, and more. The framework is evaluated using a case study from ING and an open-source dataset. The literature study also revealed a research gap concerning ensemble learning in the context of entity matching. We implement nine ensemble models and add them to the model selection pool as part of this research. According to the empirical evidence, ensemble models can outperform standalone EM models on both datasets. Another advantage of the proposed framework is its ability to evolve by replacing old EM models with improved ones.

We believe that further evaluation of the framework with more datasets is required, such as DBLP-ACM, Amazon- GoogleProducts, and Abt-Buy open-source datasets. However, it is also important to assess the framework in the enterprise setting because it provides unique challenges to entity matching. Moreover, it should be possible to add more entity matching models and evaluate their effect on the overall performance of the framework. Some potential candidates that can be added to the EM model pool are sequence-to-sequence [37], hierarchical [17] and multi-perspective [18] matching models. It is also possible to conduct further research on the enterprise applications of entity matching, either within a recommendation system or a search engine that can parse a user query and return matched entities based on that query. Another potential application is a data visualization tool that displays the links between the matched entities, possibly with a similarity score as a weight of the link.
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