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Dijet production in $\sqrt{s} = 7$ TeV $pp$ collisions with large rapidity gaps at the ATLAS experiment

ATLAS Collaboration

1. Introduction

Diffractive dissociation (e.g. $pp \rightarrow pX$) contributes a large fraction of the total inelastic cross section [1] at the Large Hadron Collider (LHC). The inclusive process has been studied using the earliest LHC data in samples of events in which a large gap is identified in the rapidity distribution of final-state hadrons [2,3]. In the absence of hard scales, the understanding of these data is based on phenomenological methods rather than the established theory of the strong interaction, quantum chromodynamics (QCD).

A subset of diffractive dissociation events in which hadronic jets are produced as components of the dissociation system, $X$, was first observed at the SPS [4], a phenomenon which has since been studied extensively at HERA [5,6] and the Tevatron [7]. The jet transverse momentum provides a natural hard scale for perturbative QCD calculations, making the process sensitive to the underlying parton dynamics of diffraction and colour-singlet exchange. A model [8] in which the hard scattering is factorised from a colourless component of the proton with its own partonic content (diffractive parton distribution functions, DPDFs), corresponding to the older concept of a pomeron [9], has been successful in describing diffractive deep inelastic scattering ($ep \rightarrow eXp$) at HERA [10]. The DPDFs have been extracted from fits to HERA data in the framework of next-to-leading-order QCD, revealing a highly gluon-dominated structure [11,12].

The success of the factorisable approach breaks down when DPDFs from ep scattering are applied to hard diffractive cross sections in photoproduction [13,14] or at hadron colliders. Tevatron data [7] show a suppression of the measured cross section by a factor of typically 10 relative to predictions. A similar ‘rapidity-gap survival probability’ factor, usually denoted by $S^2$, was suggested by the first results from the LHC [15]. This factorisation breaking is usually attributed to secondary scattering from beam remnants, also referred to as absorptive corrections, and closely related to the multiple-scattering effects which are a primary focus of underlying-event studies [16–18]. Understanding these effects more deeply is an important step towards a complete model of diffractive processes at hadronic colliders and may point the way towards a reconciliation of the currently very different theoretical treatments of soft and hard strong interactions.

In this paper, the ATLAS technique for finding large rapidity gaps, first introduced in Ref. [2], is developed further and applied to events in which a pair of high transverse momentum ($p_T$) jets is identified. The resulting cross sections are measured as a function of the size of the rapidity gap and of an estimator of the fractional energy loss of the intact proton. The results are interpreted through comparisons with Monte Carlo models which incorporate DPDF-based predictions with no modelling of multiple scattering. Comparisons between the measurements and the predictions thus provide estimates of the rapidity-gap survival probability applicable to single dissociation processes at LHC energies.
2. Models and simulations

Monte Carlo (MC) simulations using leading-order (LO) calculations in perturbative QCD are used in unfolding the data to correct for experimental effects and in the comparison of the measurements with theoretical models. The PYTHIA 8.165 (hereafter referred to as PYTHIA8) general-purpose MC generator [19] is used to model dijet production in non-diffractive (ND) events, as well as in single diffractive dissociation (SD, \( pp \rightarrow Xp \)) and double diffractive dissociation (DD, \( pp \rightarrow XY \)). An alternative model of the SD process is provided by POMWIG (version 2.06) [20], whilst an alternative next-to-leading-order (NLO) model of the ND process is provided by POWHEG (version 1.0) [21,22].

In both PYTHIA8 and POMWIG, hard scattering in diffractive processes takes place through the factorisable pomeron mechanism [8] illustrated in Fig. 1. A pomeron couples to an incoming proton, acquiring a fraction \( \xi \) of the proton's longitudinal momentum. The proton either scatters elastically (SD) or dissociates to form a higher-mass system (DD). A parton from the pomeron (as described by PDFs) then undergoes a hard scattering with a parton from the dissociating proton at a scale set by the transverse momenta of the resulting jets. The dissociation system X has an invariant mass \( M_X \) such that \( \xi = M_X^2/s \) at a proton–proton centre-of-mass energy \( \sqrt{s} \).

POMWIG is based on a standard implementation of hard diffractive scattering with a factorisable pomeron, in which both the pomeron flux and the PDFs are taken from the results of the H1 2006 PDG fit B [11] and the proton PDF set is CTEQ61 [23]. In contrast, PYTHIA8 provides a simultaneous model of hard and soft diffraction [24], in which a soft diffractive model inherited from PYTHIA6 [25] is smoothly interfaced to a hard diffractive model similar to that in POWHEG. The probability of using the hard model depends on \( M_X \). The H1 2006 PDG fit B is again used for the partonic content of the pomeron and the proton partonic structure is taken from the CT10 PDFs [26]. Several different pomeron flux parameterisations are available in PYTHIA8. In addition to the default Schuler and Sjöstrand (S–S) model [27], alternative parameterisations by Donnachie and Landshoff (D–L) [28] and Berger and Streng [29,30], as well as the Minimum Bias Rocke-feller (MBR) model [31], are also considered in this analysis. These models differ primarily in their predictions for the \( \xi \) dependence of the cross section [24]. The DD process in PYTHIA8 is modelled similarly to the SD process. Neither of the diffractive models considered here take rapidity-gap destruction effects into account, i.e. they set the rapidity gap survival probability \( S^2 \equiv 1 \).

An alternative for ND processes is provided by the POWHEG NLO generator. As described in Ref. [22], the ‘hardest emission cross section’ approach used in POWHEG avoids the pathological behaviour observed in calculating cross sections with symmetric jet cuts in fixed-order NLO calculations. Here, NLO dijet production in the DGLAP formalism is interfaced with PYTHIA 8 to resum soft and collinear emissions using the parton shower approximation.

PYTHIA8 adopts the Lund String model [32] for hadronisation in each of the ND, SD and DD channels. It also contains an underlying-event model based on multiple parton interactions (MPI). POMWIG is derived from HERWIG [33] and thus inherits its fragmentation and cluster-based hadronisation models. For the purposes of this paper, the POWHEG ND simulation is interfaced to PYTHIA8 for fragmentation and hadronisation. All considered models based on the PYTHIA hadronisation model include \( p_T \)-ordered parton showering, while those based on HERWIG use angular-ordered parton showering.

The default MC combination used for the data unfolding for detector effects is a mixture of PYTHIA8 samples of ND, SD and DD dijets, with the “ATLAS AU2-CT10” set of tuned parameters (tune) [34] for the underlying event. In this tune, the fraction of the total cross section attributed to the SD process is reduced relative to the default by 10% and that to DD by 12%, to better match early LHC data. The Berger–Streng parameterisation, which has a very similar \( \xi \) dependence to D–L, is chosen for the pomeron flux factor. Finally, the interaction of the particles with the ATLAS detector is simulated using a GEANT4-based program [35,36].

3. The ATLAS detector

The ATLAS detector is detailed in more detail elsewhere [37]. The beam-line is surrounded by a tracking system, which covers the pseudorapidity\(^2\) range \( |\eta| < 2.5 \), consists of silicon pixel, silicon strip and straw tube detectors and is immersed in the 2 T axial magnetic field of a superconducting solenoid. The calorimeters lie outside the tracking system. A highly segmented electromagnetic (EM) liquid-argon sampling calorimeter covers the range \( |\eta| < 3.2 \). The EM calorimeter also includes a presampler covering \( |\eta| < 1.8 \). The hadronic end-cap (HEC), \( 1.5 < |\eta| < 3.2 \), and forward (FCAL) \( 3.1 < |\eta| < 4.9 \) calorimeters also use liquid argon for their sensitive layers, but with reduced granularity. Hadronic energy in the central region is reconstructed in a steel/scintillator-tile calorimeter. The shapes of the cell noise distributions in the calorimeters are well described by Gaussian distributions, with the exception of the tile calorimeter, where the noise has extended tails, and which is thus excluded from the rapidity gap finding aspects of the analysis. Minimum-bias trigger scintillator (MBTS) detectors are mounted in front of the end-cap calorimeters on both sides of the interaction point and cover the pseudorapidity range 2.1 < \( |\eta| < 3.8 \). The MBTS is divided into inner and outer rings, both of which have eight-fold segmentation. In the analysis, two trigger systems are used at Level-1 (L1), namely the MBTS which efficiently collects low-\( p_T \) jets, and the calorimeter-based trigger (L1Calo) which concentrates on higher-\( p_T \) jets. In 2010, the luminosity was measured by monitoring the activity in forward detector components, with calibration determined through van der Meer beam scans [38,39].

---

\(^2\) In the ATLAS coordinate system, the z-axis points in the direction of the anti-clockwise beam viewed from above. Polar angles \( \theta \) and transverse momenta \( p_T \) are measured with respect to this axis. The pseudorapidity \( \eta = -\ln \tan(\theta/2) \) is a good approximation to the rapidity of a particle whose mass is negligible compared with its energy and is used here, relative to the nominal \( z = 0 \) point at the centre of the apparatus, to describe regions of the detector.
4. Experimental method

To study rapidity-gap production, the experiment needs to operate at very low luminosities such that there is on average much less than one collision per bunch crossing (i.e. negligible ‘pile-up’). This requirement has to be balanced against the need to collect adequate numbers of events with large rapidity gaps. The analysis therefore uses data from an early 2010 LHC run, with a total integrated luminosity of 6.8 nb⁻¹. The average number of collisions per bunch crossing is 0.12.

The jet selection follows that used in the ATLAS 2010 dijet analysis [40]. Jets with \( p_T > 20 \text{ GeV} \) and \( |\eta| < 4.4 \) are reconstructed by applying the anti-\( k_t \) algorithm [41] to topological clusters at the standard ATLAS jet energy scale. For comparisons, in particle-level MC models, jets are formed with the anti-\( k_t \) algorithm from stable (\( \tau > 10 \text{ mm} \)) final-state particles. The analysis is performed with jets of two different radius parameters \( R = 0.4 \) and \( R = 0.6 \). Approximately twice as many jets are reconstructed with the \( R = 0.6 \) than with the \( R = 0.4 \) requirement in the kinematic range covered here.

The calorimeter-based jet trigger (‘L1Calo’) is used with the lowest available \( p_T \) threshold in phase-space regions where its efficiency is determined to be greater than 60%. This criterion is satisfied for central jets at all pseudorapidities in the range \( |\eta| < 2.9 \) with \( p_T > 29 \) (34) GeV for jets with \( R = 0.4 \) (0.6). At lower transverse momenta, or where the jets are beyond the L1Calo \( \eta \) range, the MBTS trigger is used, with the requirement of a signal in at least one segment. The MBTS trigger is fully efficient for dijet events, but has a substantial time-dependent prescale (which is taken into account in the off-line analysis), reducing the effective luminosity for forward and low-\( p_T \) jets to 0.303 nb⁻¹.

At least two jets are required, with jet barycentres satisfying \( |\eta| < 4.4 \) and with \( p_T > 20 \text{ GeV} \). These requirements correspond to the region in which the jet energy scale and resolution are well known and in which the jets are fully contained within the detector.

Several sources of background were investigated. To reject contributions from beam interactions with residual gas in the beampipe, muons from upstream proton interactions travelling as a halo around the proton beam, and cosmic-ray muons, events are required to have a primary vertex constructed from at least two tracks and consistent with the beam spot position. In-time pile-up, caused by multiple interactions in one bunch crossing, is suppressed by requiring that there be no further vertices with two or more associated tracks. Out-of-time pile-up, caused by overlapping signals in the detector from neighbouring bunch crossings, was investigated and found to be negligible at the large bunch spacings (>5 μs) of the chosen runs. Once an event is triggered and the dijet selection criteria are met, the requirement on the primary vertex removes 0.3% and 0.2% of events in the L1Calo- and MBTS-triggered data, respectively, while the in-time pile-up suppression cuts remove 9.4% and 6.5%, respectively. The latter values are used to scale the cross sections to account for the corresponding losses. Residual background occurs due to the limited position resolution of the vertex reconstruction, which typically merges pairs of vertices with \( \Delta z < 1 \text{ cm} \) into a single vertex. The size of this effect is estimated by extrapolation to lower values of the \( \Delta z \) distribution for pairs of vertices which are resolved and its influence is evaluated by randomly overlaying minimum-bias events on the selected sample. The effect is smaller than 0.5% in all bins of the measured distributions. The residual beam-induced background is studied using ‘unpaired’ bunch crossings in which only one bunch of protons passes through the ATLAS detector and is found to be negligible.

Each event is characterised in terms of pseudorapidity regions which are devoid of hadronic activity (‘rapidity gaps’) using a method very similar to that first introduced in Ref. [2]. Rapidity gaps are defined using the tracking \( \langle |\eta| < 2.5 \text{ and } p_T > 200 \text{ MeV} \rangle \) and calorimetric \( \langle |\eta| < 4.8 \rangle \) information within the ATLAS detector acceptance. Full details of the track selection can be found in Ref. [42]. Following Ref. [2], the clustering algorithm accepts calorimeter cells as cluster seeds if their measured response is approximately five standard deviations above the root-mean-square noise level, with a small dependence of the threshold on pseudorapidity. Cells neighbouring the seed cell are included in the cluster if their measured energies exceed smaller threshold requirements defined by the standard ATLAS topological clustering method. The particle-level gap definition is determined by the region of pseudorapidity with an absence of neutral particles with \( p > 200 \text{ MeV} \) and charged particles with either \( p > 500 \text{ MeV} \) or \( p_T > 200 \text{ MeV} \). These momentum and transverse momentum requirements match the ranges over which the simulation indicates that particles are likely to be recorded in the detectors, accounting for the axial magnetic field in the inner detector. The treatment of calorimeter information in the rapidity-gap determination follows the procedure introduced in Ref. [43], such that the requirement \( p_T > 200 \text{ MeV} \) for calorimeter clusters from the previous rapidity-gap analysis [2] is removed. Since this transverse momentum requirement corresponds to a very high momentum at large pseudorapidities, the modified approach more completely exploits the capabilities of ATLAS to detect low-momentum particles in the calorimeters. The total numbers of selected events in the L1Calo and MBTS samples with \( R = 0.6 \) are 285 191 and 44 372, respectively.

The variable characterising forward rapidity gaps, \( \Delta \eta_F \), is defined by the larger of the two empty pseudorapidity regions extending between the edges of the detector acceptance at \( \eta = 4.8 \) or \( \eta = -4.8 \) and the nearest track or calorimeter cluster passing the selection requirements at smaller \( |\eta| \). No requirements are placed on particle production at \( |\eta| > 4.8 \) and no attempt is made to identify gaps in the central region of the detector. In this analysis, the size of the rapidity gap relative to \( \eta = \pm 4.8 \) lies in the range 0 < \( \Delta \eta_F < 6.5 \). For example \( \Delta \eta_F = 6.5 \) implies that there is no reconstructed particle with (transverse) momentum above threshold in one of the regions \( -4.8 < \eta < 1.7 \) or \( -1.7 < \eta < 4.8 \).

For events which are of diffractive origin, the Monte Carlo studies indicate that the rapidity-gap definition selects processes in which one of the incoming protons either remains intact (SD) or is excited to produce a system with mass \( M < 7 \text{ GeV} \) (DD). In the second case, the system is typically restricted to a pseudorapidity region beyond the acceptance of the ATLAS detector. In both cases, the other incoming proton dissociates to produce a hadronic system of larger invariant mass \( M_X \). The gap size, \( \Delta \eta_F \), grows approximately logarithmically with \( 1/M_X \), the degree of correlation being limited by event-to-event hadronisation fluctuations.

In this analysis, measurements of the energy deposits in each event are used to construct a variable, \( \xi \) which is closely correlated with \( \xi \) and is similar to that used in Ref. [15]. Neglecting any overall transverse momentum of the system X, the relation

\[
M_X^2 = \sqrt{\sum p_T e^{\pm \eta}},
\]  

holds for cases where the intact proton travels in the \( \pm \eta \) direction. In other words, if the forward rapidity gap starts at \( \eta = \pm 4.8 \) (\( -4.8 \)), the exponential function takes the positive (negative) sign. Here, the sum runs over all particles constituting the system X. This relation has the attractive feature that the sum is relatively insensitive to particles in the X system travelling in the very forward direction, i.e. those which are produced at large
The variable $\tilde{\xi}$ is defined as

$$\tilde{\xi} \simeq M^2_{\text{jet}} / s = \sum p T e^{-\eta} / \sqrt{s}.$$  

At the detector level, the sum in Eq. (2) runs over calorimeter clusters in the region $|\eta| < 4.8$. To best match this requirement, the corrected cross section is defined in terms of neutral particles with $p > 200$ MeV and charged particles with $p > 500$ MeV in the same pseudorapidity range. The correlation at the particle level between $\xi$ and the true $\tilde{\xi}$ (the latter obtained from elastically scattered protons) in the PYTHIA8 MC model of SD events with two jets, is shown in Fig. 2(a). For $\log_{10} \xi < -2$, there is a clear correlation between the fiducial $\xi$ variable and $\tilde{\xi}$, which continues to larger $\xi$, but with a progressively worse correspondence as some components of the dissociation system which are included in the $\xi$ calculation fail the fiducial requirement $|\eta| < 4.8$ applied in the $\tilde{\xi}$ calculation. At low values, $\tilde{\xi}$ is systematically smaller than $\xi$, due to the exclusion of low-momentum particles from the $\xi$ definition. Fig. 2(b) shows the correlation between the reconstructed and particle-level determinations of $\tilde{\xi}$. According to the MC models, the resolution in the absolute value of $\log_{10} \tilde{\xi}$ varies from around 0.07 at large $\tilde{\xi}$ values to around 0.14 at small $\tilde{\xi}$.

The quality of the description of the uncorrected data by the PYTHIA8 Monte Carlo model is shown for several variables in Fig. 3. Here, the default ND component of PYTHIA8 is fixed to match the data in the first bin of the $\Delta \eta^p$ distribution, requiring a normalisation factor of 0.71. The SD and DD contributions are shown without any adjustment of their normalisation. Satisfactory descriptions are obtained of the $\Delta \eta^p$ and $\xi$ variables, and also of the pseudorapidity and transverse momentum distributions of the leading jet, indicating that a combination of the diffractive and the non-diffractive PYTHIA8 components is appropriate for use in the unfolding of experimental effects.

The data distributions in $\Delta \eta^p$ and $\tilde{\xi}$ are corrected for detector acceptance and migrations between measurement bins due to finite experimental resolution using Iterative Dynamically Stabilised (IDS) unfolding [44]. This procedure corrects for migrations between the particle and detector levels based on an ‘unfolding’ matrix, constructed from a combination of PYTHIA8 ND, SD and DD samples, as shown in Fig. 2(b). The MC combination is optimised in a simple fitting procedure in which scaling factors are applied to the ND and (SD+DD) components to best match the data. The IDS unfolding is performed in two dimensions, corresponding to the $p_T$ of the leading jet and the target distribution (either $\Delta \eta^p$ or $\tilde{\xi}$). The results of the IDS procedure depend in general on the number of iterations used. A fast convergence is achieved for both measured distributions and the fourth iteration is chosen as nominal since it optimises the balance between the systematic and statistical uncertainty arising from the unfolding procedure. The unfolding procedure is stable against variations in binning, number of iterations and the scaling factors applied to the diffractive and non-diffractive contributions in the PYTHIA8 model, as discussed further in Section 5.

### 5. Systematic uncertainties

The procedures for handling many of the sources of systematic uncertainty follow from previous ATLAS measurements. The full list of uncertainties considered is given below. Further details of the uncertainties affecting jets (sources 1–5 below) can be found in Ref. [40], while those affecting diffractive variables (sources 7–9) are elaborated in Ref. [2,43].

1. **Jet energy scale**: the largest source of uncertainty arises from the determination of the jet energy scale. This is obtained following the procedure in Ref. [40], where relative shifts are applied between the particle-level and detector-level response as a function of $\eta$ and $p_T$. This accounts for all effects playing a role in evaluating jet transverse momenta, including dead material, electronic noise, the different responses of the LAr and Tile calorimeters, the simulation of particle showers in the calorimeters, pile-up effects and the models of fragmentation used by different MC generators [45]. Studies in the context of the current analysis show that the inclusive treatment is also appropriate for diffractive processes. As in Ref. [40], the dominant component of this uncertainty comes from the inter-calibration of jets in $\eta$. The total resulting uncertainty in the differential cross sections measured here varies from 20% for small gaps to ~40% for very large gaps, a region which is dominated by diffractive events with relatively small transverse momentum or large pseudorapidity of jets.

2. **Jet energy resolution**: this is determined from data using in situ techniques and MC simulation [46]. The resulting uncertainty on the cross-section measurements is evaluated by smearing the $p_T$ of the reconstructed jets in MC simulation using a Gaussian distribution to match the resolution uncertainty found in data. The resulting effect is below 6% in all kinematic regions.

3. **Jet angular resolution**: this was determined using the same techniques as for the jet energy resolution. Following the procedure in Ref. [40] leads to an uncertainty on the differential...
cross sections which is typically around 1–2% and largest for jets at the largest $|\eta|$.

4. **Jet reconstruction efficiency**: the efficiency for reconstructing jets from the calorimeter information is determined by reference to a sample of ‘track jets’ reconstructed from inner-detector tracks. Following Ref. [40], the uncertainty is taken from the difference between the results of this procedure using data and MC simulation, with extrapolation to the $\eta$ range not covered by the tracker. This results in systematic uncertainties in the measured cross sections which are smaller than 2% in all kinematic regions.

5. **Jet cleaning efficiency**: the fraction of jets that match the standard quality criteria, designed to remove jets associated with spurious calorimeter response, was studied using a tag-and-probe technique [40]. The corresponding systematic uncertainties are obtained by applying looser and tighter selections to the tag jet and propagate to at most 8% in the cross sections measured here.

6. **Trigger efficiency**: the trigger efficiency is evaluated as a function of leading-jet transverse momentum in various pseudorapidity ranges using either an independently triggered data sample or the MC mixture used in Fig. 3. The rise near the threshold of the efficiency in each $p_T$ interval is parameterised based on a fit with free parameters. The efficiency is taken from the data, while the uncertainty is taken as the difference between two MC distributions: one assuming 100% trigger efficiency and the other rescaled by trigger efficiencies found in this MC sample in the same $\eta$ and $p_T$ ranges as in the data. The resulting uncertainties are smaller than 3.5% for all measured bins. A further parameterisation uncertainty, evaluated by varying the fit parameters within their uncertainties, is less than 0.7% for all measurements. An additional uncertainty, below 0.5% in all bins, is obtained from the differences in the simulated efficiencies from the ND, SD and DD processes.

7. **Cluster energy scale**: the uncertainty on the energy scale of the individual calorimeter clusters used to determine $\xi$ is evaluated in an $\eta$-dependent manner as described in Ref. [43]. The resulting uncertainty in the cross sections differential in $\xi$ is typically 10%.

8. **Cell significance threshold**: the significance thresholds applied to suppress calorimeter clusters which are consistent with noise fluctuations, are shifted up and down by 10% to determine the corresponding systematic uncertainties. The weakened requirements on particle (transverse) momenta applied here compared with Ref. [2] increase the sensitivity to the threshold shifts, particularly in the forward regions, resulting in uncertainties on the differential cross sections of typically 10–20%.

9. **Track reconstruction efficiency**: the uncertainty on the track reconstruction efficiency is taken from Ref. [42], resulting in a negligible effect on the differential cross sections.

10. **Luminosity**: the uncertainty on the luminosity is taken from the luminosity determination for the year 2010 [39], resulting in a $\pm 3.5\%$ normalisation uncertainty on all measurements.

11. **Reconstructed vertex requirement**: the uncertainty on the efficiency of the vertex multiplicity requirement is evaluated by loosening it in data to include events with no vertices. This

---

*Fig. 3. Comparisons of dijet cross sections from uncorrected data with a combination of PYTHIA8 diffractive and non-diffractive contributions at detector level based on jets found by the anti-$k_t$ algorithm with $R = 0.6$. The MC distributions are normalised to the integrated luminosity of the data after first applying a factor of 0.71 to the ND contribution. The error bars correspond to the statistical uncertainties. In addition to the measured (a) $\Delta \eta^2$ and (b) $\xi$ variables, the distributions in (c) the leading-jet pseudorapidity and (d) transverse momentum are also shown. The lower panels show ratios of the MC models to the data where the error bars indicate the sum in quadrature of the statistical uncertainties arising from the data and the MC simulation.*
changes the differential cross sections by less than 1% in all bins.

12. Dead material: the effect of possible inaccuracies in the detector dead material simulation was studied in Ref. [2] using dedicated MC samples with modified material budgets (±10% around the central value) in the inner detector, services and calorimeters. The largest effect on any bin in that analysis was 3%, which is applied as a symmetric shift in each bin of the current measurement.

13. Unfolding procedure: the uncertainty associated with modelling bias introduced by the unfolding procedure is estimated using a data-driven procedure whereby the particle-level distributions of the MC sample are reweighted such that the corresponding detector-level distributions match the corrected data in the two-dimensional \( \Delta \eta^f, \xi \)-space. The reweighted detector-level MC distribution is then unfolded using the same procedure as is applied to the data. The systematic uncertainty in each bin is taken to be the difference between the unfolded reweighted MC distribution and the reweighted particle-level MC distribution. The resulting unfolding uncertainty is typically around 15% for the \( \Delta \eta^f \) distribution (rising to 25% in the bin for the largest gaps) and is smaller than 10% in the case of the \( \xi \) distribution. Since the factors used to scale the ND and (SD+DD) processes to best describe the data before unfolding are different for the \( \Delta \eta^f \) and \( \xi \) distributions, a further uncertainty of up to around 5% is ascribed by swapping these factors between the two distributions.

The total systematic uncertainty is defined as the sum in quadrature of the uncertainties described above. The dominant contribution arises from the jet energy scale uncertainty, followed by the unfolding uncertainty, the cell significance threshold uncertainty (for the \( \Delta \eta^f \) distribution) and the cluster energy scale uncertainty (for \( \xi \)). The overall uncertainty varies between bins in the range 20% to 45%. There are strong correlations between the systematic uncertainties in neighbouring measurement intervals of both the \( \Delta \eta^f \) and \( \xi \) distributions.

6. Results

In this section, particle-level dijet cross sections are presented differentially in the variables \( \Delta \eta^f \) and \( \xi \), both of which have discriminatory power to separate diffractive and non-diffractive contributions. The cross sections correspond to events with at least two jets with \( p_T > 20 \text{ GeV} \) in the region \( |\eta| < 4.4 \). The particle-level gap is defined by the region of pseudorapidity with an absence of neutral particles with \( p > 200 \text{ MeV} \) and charged particles with either \( p > 500 \text{ MeV} \) or \( p_T > 200 \text{ MeV} \). The conclusions are not strongly dependent on the choice of \( R \) parameter in the anti-\( k_t \) jet algorithm, although the cross-section normalisations are about two times larger for \( R = 0.6 \) than for \( R = 0.4 \). The data shown here correspond to \( R = 0.6 \). The results with both cone sizes can be found in tabular form in Ref. [47].

Figs. 4(a) and 4(b) show the dijet cross section differentially in \( \Delta \eta^f \) and \( \xi \) for \( R = 0.6 \) jets. In contrast to related distributions in inclusive rapidity-gap measurements [2], the data in these figures do not show any significant diffractive plateau at large gap sizes. This difference is of kinematic origin, resulting from the reduced phase space at large gap sizes or small \( \xi \) when high-\( p_T \) jets are required. Both distributions are compared with predictions from the PYTHIA8 MC model, decomposed into ND, SD and DD components, with the D–L flux choice. The normalisation of the ND contribution in both distributions is fixed to match the data in the first bin of \( \Delta \eta^f \), where this component is expected to be heavily dominant, requiring a multiplicative factor of 1/14. The SD and DD normalisations are left unchanged from their defaults in PYTHIA8. This MC combination results in a satisfactory description of both distributions. The ND component is at least an order of magnitude larger than the SD and DD contributions for relatively small \( \Delta \eta^f \) \( \lesssim 1 \) and large \( \xi \gtrsim 0.1 \). As \( \Delta \eta^f \) grows or \( \xi \) falls, the diffractive components of the models become increasingly important, such that the ND and (SD+DD) components are approximately equal at \( \Delta \eta^f \gtrsim 3 \) or \( \log_{10}[\xi] \sim -2 \). At the largest gaps (\( \Delta \eta^f \gtrsim 5 \)) and smallest \( \xi \) (\( \xi \approx 0.003 \)), the model suggests that the diffractive components are approximately twice as large as the ND contribution.

A dijet cross section differential in \( \xi \) has also been measured by CMS [15]. The ATLAS and CMS hadron level cross-section definitions are slightly different in terms of the \( \eta, p \) and \( p_T \) ranges of the particles considered and the jet \( R \) parameter. Nonetheless, the measured cross sections are similar in magnitude and both analyses lead to the conclusion that a non-negligible ND contribution extends to relatively large \( \Delta \eta^f \) and small \( \xi \).

The predicted ND contribution at large gap sizes is sensitive to the modelling of rapidity and transverse momentum fluctuations in the hadronisation process, which are not yet well constrained. To establish the presence of a diffractive contribution, it is therefore necessary to investigate the likely range of ND predictions. In Fig. 5, the dijet cross sections differential in \( \Delta \eta^f \) and \( \xi \) are
compared with the PYTHIA8 ND contribution and also with an NLO calculation of non-diffractive dijet production in the POWHEG framework, with hadronisation modelled using PYTHIA8, as described in Section 2. Each of the ND predictions is separately normalised in the first bin of the $\Delta y^F$ distribution. The range spanned by the ND predictions suggests a substantial uncertainty in the probability of producing gaps through hadronisation fluctuations, such that for $\Delta y^F \lesssim 4$, it is not possible to draw conclusions on the presence or absence of an additional diffractive contribution. However, in both of the models, the ND prediction falls significantly short of the data for $\Delta y^F \gtrsim 4$. A similar conclusion is reached at the lowest $\bar{\xi}$. This region is therefore investigated in more detail in the following.

Since the diffractive contribution is characterised by both large $\Delta y^F$ and small $\bar{\xi}$, it can be separated most cleanly by placing requirements on both variables simultaneously. In Fig. 6, the $\bar{\xi}$ distribution is shown after applying the requirement $\Delta y^F > 2$. This restricts the accessible kinematic range to $\bar{\xi} \lesssim 0.01$, and suppresses the ND contributions considerably. As shown in Fig. 6(a), the ND contribution in the lowest $\bar{\xi}$ bin ($-3.2 < \log_{10}\bar{\xi} < -2.5$) is smaller than 25% according to all models considered, allowing for a quantitative investigation of the diffractive contribution.

The data are compared with various models of diffractive dijet production with no rapidity-gap survival probability factors applied. The PYTHIA8 ND+SD+DD model is shown in Fig. 6(b) for three different choices of pomeron flux, Schuler–Sjöstrand (S–S), Donnachie–Landshoff (D–L) and Minimum Bias Rockefeller (MBR), as described in Section 2. The SD contribution dominates in this kinematic region, as can be inferred by comparing the PYTHIA8 predictions in Fig. 6(b) with the PYTHIA8 ND and PYTHIA8 DD contributions in Fig. 6(a). There is some dependence of the predicted cross section on the choice of flux, but all three PYTHIA8 predictions are compatible with the data without the need for a rapidity-gap survival probability factor, the D–L flux giving the best description. In contrast, the POMWIG model of the SD contribution alone lies above the data by around a factor of three in the low $\bar{\xi}$, large $\Delta y^F$ region (Fig. 6(a)).

Both PYTHIA8 and POMWIG are based on implementations of DPDFs as measured at HERA. POMWIG is a straightforward implementation of a standard factorisable Pomeron model with standard matrix elements, specifically intended for use in comparison with diffractive hard scattering processes such as that measured in this paper. PYTHIA8 is intended to describe diffraction inclusively. It contains a complex transition between the hard (DPDF-based) and soft models, and the corresponding mechanisms for generating final-state particles. The large difference here between the predictions of PYTHIA8 and POMWIG may be a consequence of this difference in basic approach. The quality of the description of
the data by PYTHIA8 is not altered significantly if the modelling of multi-particle interactions, colour reconnections, or initial- or final-state radiation are varied.

Attributing the POMWIG model’s excess over the data in the most sensitive region to absorptive effects, the data are compared quantitatively with POMWIG to determine the rapidity-gap survival probability $S^2$ appropriate to this model. The value of $S^2$ is determined from the region where the poorly known ND contribution is smallest, i.e. integrated over the range $-3.2 < \log_{10} \xi < -2.5$ after imposing the rapidity-gap requirement $\Delta y > 2$ as in Fig. 6. The estimate of $S^2$ is obtained from the ratio of data to the SD contribution in the POMWIG model after subtracting from the data the ND contribution as modelled by PYTHIA8 and the DD contribution assuming the SD/(SD+DD) ratio from PYTHIA8. No gap survival factors are applied to the subtracted ND and DD contributions. The size of these corrections can be inferred from the PYTHIA8 ND and DD contributions as indicated in Fig. 6(a). A correction factor $1.23 \pm 0.16$ [48] is applied to $S^2$ to account for the fact that the H1 2006 Fit B PDFDs used in POMWIG include proton dissociation contributions $ep \rightarrow eXY$ where the proton excitation has a mass $M_X \approx 1.6$ GeV, in addition to the SD process.

The resulting extracted value of the rapidity-gap survival probability appropriate to the mixed POMWIG/PYTHIA8 model is

$$S^2 = 0.16 \pm 0.04 \text{ (stat.)} \pm 0.08 \text{ (exp. syst.)},$$

where the statistical (stat.) and experimental systematic (exp. syst.) uncertainties are propagated from the data. This model is shown as ‘POMWIG $S^2$ Model’ in Fig. 6(b). No attempt has been made to fully assess the model-dependence uncertainty, although changing the ND contribution in the extraction from PYTHIA8 to POWHEG + PYTHIA8 results in an $S^2$ of 0.15 and indications from elsewhere [14,15] suggest that $S^2$ might be smaller if NLO models were used. The result is compatible with the values of 0.12 $\pm$ 0.05 and 0.08 $\pm$ 0.04, obtained by CMS in LO and NLO analyses, respectively, using the region 0.0003 $< \xi < 0.002$ and a jet $R$ parameter of 0.5 [15]. The result is also compatible with that obtained at lower centre-of-mass energy at the Tevatron [7], which was re-evaluated in a subsequent NLO analysis [49] to be between 0.05 and 0.3, depending on the fraction of the pomeron momentum carried by the parton entering the hard scattering. Theoretical predictions for $S^2$ at the LHC [50,51] are also compatible with the result here, although the predicted decrease with increasing centre-of-mass energy is not yet established.

7. Conclusions

An ATLAS measurement of the cross section for dijet production in association with forward rapidity gaps is reported, based on 6.8 nb$^{-1}$ low pile-up 7 TeV pp collision data taken at the LHC in 2010. The data are characterised according to the size of the forward rapidity gap, quantified by $\Delta y$ and $\xi$, which for the single-diffractive case approximates the fractional longitudinal momentum loss of the scattered proton using the information available within the detector acceptance. Non-diffractive Monte Carlo models are capable of describing the data over a wide kinematic range. However, a diffractive component is also required for a more complete description of the data, particularly when both large $\Delta y$ and small $\xi$ are required. The PYTHIA8 model gives the best description of the shape and normalisation of this contribution.

The rapidity-gap survival probability is estimated by comparing the measured cross section for events with both large $\Delta y$ and small $\xi$ with the leading-order POMWIG Monte Carlo model of the diffractive contribution, derived from diffractive parton distribution functions extracted in deep inelastic $ep$ scattering. This determination is limited by the uncertainties associated with the non-diffractive and double-dissociation contributions, the result being $S^2 = 0.16 \pm 0.04 \text{ (stat.)} \pm 0.08 \text{ (exp. syst.)}$.  
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