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Abstract. A limit formula from \(q\)-Racah polynomials to big \(q\)-Jacobi polynomials is given which can be considered as a limit formula for orthogonal polynomials. This is extended to a multi-parameter limit with 3 parameters, also involving \((q-)\text{Hahn polynomials, little } q\text{-Jacobi polynomials and Jacobi polynomials. Also the limits from Askey–Wilson to Wilson polynomials and from } q\text{-Racah to Racah polynomials are given in a more conceptual way.}\
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1 Introduction

The \(q\)-Askey scheme (see [3, p. 413]) consists of families of \(q\)-hypergeometric orthogonal polynomials connected by arrows denoting limit transitions. Askey–Wilson polynomials and \(q\)-Racah polynomials are on the top level. All other families in the scheme can be reached from these two families by (possibly successive) limit transitions. In particular, the scheme gives an arrow from the \(q\)-Racah polynomials to the big \(q\)-Jacobi polynomials. The explicit limit corresponding to this arrow is given in [3, (14.2.15)]. However, while the \(q\)-Racah polynomials approach this limit, they no longer form a (finite) system of orthogonal polynomials. It is the first aim of the present paper to give another limit from \(q\)-Racah to big \(q\)-Jacobi where the orthogonality property remains present while the limit is approached. I was motivated to look for such a limit by seeing a reference to [3, (14.2.15)] in Vinet & Zhedanov [6, end of § 5].

The \(q\)-Askey scheme is the \(q\)-analogue of the Askey scheme (see [3, p. 184]), which was first presented in [1]. The arrows in the Askey scheme represent limit transitions within that scheme, but there are also many limit transitions from families in the \(q\)-Askey scheme to families in the Askey scheme. The paper continues with the discussion of two such limits for \(q \uparrow 1\): from Askey–Wilson to Wilson and from \(q\)-Racah to Racah. Different from their presentation in [3], these limits are given here such that a polynomial of degree \(n\) remains present in the limit transition. The final section of this paper returns to the limit from \(q\)-Racah to big \(q\)-Jacobi and treats it as part of a multi-parameter limit (with 3 parameters). Thus the author’s work in [5] to combine the limits in the Askey scheme (for \(q = 1\)) into multi-parameter limits, is extended to a small part of the \((q-)\)Askey scheme.

\(^*\)This paper is a contribution to the Special Issue “Symmetry, Separation, Super-integrability and Special Functions (S\(^4\))”. The full collection is available at http://www.emis.de/journals/SIGMA/S4.html
The book Koekoek, Lesky & Swarttouw [3] is the successor of the report Koekoek & Swarttouw [4], which can be alternatively used as a reference whenever the present paper refers to some formula in [3, Chapters 9 and 14]. For notation of \( q \)-hypergeometric series used in this paper the reader is referred to [2]. Throughout it will be assumed that \( 0 < q < 1 \), that \( N \) is a positive integer and that \( n \in \{0, 1, \ldots, N\} \) if \( N \) is present.

2 The limit formula

**Big \( q \)-Jacobi polynomials**, see [3, (14.5.1)], are defined as follows:

\[
P_n(x; a, b, c; q) := _3\phi_2 \left( \begin{array}{c} q^{-n}, q^{n+1}ab, x \\ qa, qc \end{array} ; q, q \right).
\]

A special value for \( x = qc \) can be obtained by application of [2, (II.6)]:

\[
P_n(qc; a, b, c; q) = (-1)^n q^{n(n+1)/2} a^n \frac{qb; q_n}{qa; q_n}.
\]

Another \( q \)-hypergeometric representation can be obtained by using [2, (III.12)]:

\[
\frac{P_n(x; a, b, c; q)}{P_n(qc; a, b, c; q)} = _3\phi_2 \left( \begin{array}{c} q^{-n}, q^{n+1}ab, qcx^{-1} \\ qb, qc \end{array} ; q, a^{-1}x \right).
\]

**\( q \)-Racah polynomials**, see [3, (14.2.1)], are defined as follows:

\[
R_n \left( \frac{x}{q^{N+1}a}; b, a, q^{-N-1}, c/a \bigg| q \right) := _4\phi_3 \left( \begin{array}{c} q^{-n}, q^{n+1}\alpha\beta, q^{-y}, q^{-N}\delta \\ q\alpha, q\beta\delta, q^{-N} \end{array} ; q, q \right) \tag{2.1}
\]

\((n = 0, 1, \ldots, N)\).

They are indeed polynomials of degree \( n \) in \( x \):

\[
R_n(x; \alpha, \beta, q^{-N-1}, \delta \big| q) = \sum_{k=0}^{n} \frac{(q^{-n}, q^{n+1}\alpha\beta; q)_k q^{k-1}}{(q\alpha, q\beta\delta, q;q)_k} \prod_{j=0}^{k-1} \frac{1 - q^j x + q^j-N a^{-1}c}{1 - q^j-N a^{-1}c}.
\]

Now observe that

\[
R_n \left( \frac{x}{q^{N+1}a}; b, a, q^{-N-1}, c/a \bigg| q \right)
\]

\[
= \sum_{k=0}^{n} \frac{(q^{-n}, q^{n+1}ab; q)_k q^{k-1}}{(qb, qc, q;q)_k} \prod_{j=0}^{k-1} \frac{1 - q^{j-N-1}a^{-1}c + q^{j-N}a c}{1 - q^{j-N} a^{-1}c}
\]

\[
\rightarrow \sum_{k=0}^{n} \frac{(q^{-n}, q^{n+1}ab; q)_k}{(qb, qc, q;q)_k} (a^{-1}x)^k \prod_{j=0}^{k-1} (1 - q^{j+1}c x^{-1}) \quad \text{as} \ N \rightarrow \infty.
\]

Thus we have proved our main result:

**Theorem 1.** There is the following limit formula from \( q \)-Racah polynomials to big \( q \)-Jacobi polynomials:

\[
\lim_{N \to \infty} R_n \left( \frac{x}{q^{N+1}a}; b, a, q^{-N-1}, c/a \bigg| q \right) = \frac{P_n(x; a, b, c; q)}{P_n(qc; a, b, c; q)} \tag{2.2}
\]
**Remark 1.** Assume

\[0 < qa < 1, \quad 0 \leq qb < 1, \quad c < 0.\] (2.3)

Then the polynomials

\[x \mapsto R_n \left( \frac{x}{q^{N+1}a}; b, a, q^{-N-1}, \frac{c}{a} \mid q \right)\]

are orthogonal with respect to positive weights (see [3, (14.2.2)]) on the points

\[q^{N+1-y}a + q^{y+1}c \quad (y = 0, 1, \ldots, N),\]

which, for certain \(M\) depending on \(N\) can be written as the union of the increasing sequence of nonpositive points

\[qc + q^{N+1}a, \quad q^2c + q^N a, \quad \ldots, \quad q^M c + q^{N-M+2}a\]

and the decreasing sequence of nonnegative points

\[qa + q^{N+1}c, \quad q^2a + q^N c, \quad \ldots, \quad q^{N-m+1}a + q^{M+1}c.\]

Formally, in the limit for \(N \to \infty\) this tends to the union of the sequence of negative points \(\{q^{k+1}c\}_{k=0,1,\ldots}\) and the sequence of positive points \(\{q^{k+1}a\}_{k=0,1,\ldots}\). But indeed, we know that under the constraints (2.3) the big \(q\)-Jacobi polynomials are orthogonal with respect to positive weights on this set of points (see [3, (14.5.2)]). Thus the limit formula (2.2) is under the constraints (2.3) on the parameters really a limit formula for orthogonal polynomials.

**Remark 2.** The limit formula [3, (14.2.15)], which reads

\[P_n(q^{-y}; a, b, c; q) = \lim_{\delta \to 0} R_n(q^{-y} + c\delta q^{y+1}; a, b, c, \delta \mid q),\] (2.4)

cannot be considered as a limit formula for orthogonal polynomials. Indeed, for the \(q\)-Racah polynomials on the right-hand side it is required that \(qa\) or \(qb\delta\) or \(qc\) is equal to \(q^{-N}\) for some positive integer \(N\) (see [3, (14.2.1)]). Since \(\delta \to 0\) and \(a, b, c\) remain fixed in (2.4), we must have \(qa\) or \(qc\) equal to \(q^{-N}\). But then we arrive at a limit from \(q\)-Racah polynomials to \(q\)-Hahn polynomials (see [3, (14.2.16) or (14.2.18)]) rather than big \(q\)-Jacobi polynomials.

**Remark 3.** For \(c = 0\) (2.2) specializes to a limit formula from \(q\)-Hahn polynomials to little \(q\)-Jacobi polynomials. For the left-hand side of (2.2) use that

\[R_n \left( \frac{x}{q^{N+1}a}; b, a, q^{-N-1}, 0 \mid q \right) = Q_n \left( \frac{x}{q^{N+1}a}; b, a, N; q \right),\] (2.5)

see [3, (14.2.16)], where the \(Q_n\) are \(q\)-Hahn polynomials [3, (14.6.1)]. For the right-hand side of (2.2) use that

\[\frac{P_n(x; a, b, 0; q)}{P_n(0; a, b, 0; q)} = p_n \left( \frac{x}{qa}; b, a; q \right),\]

see [3, p. 442, Remarks, first formula], where the \(p_n\) are little \(q\)-Jacobi polynomials [3, (14.12.1)]. Thus for \(c = 0\) (2.2) specializes to the limit formula

\[\lim_{N \to \infty} Q_n \left( \frac{x}{q^{N+1}a}; b, a, N; q \right) = p_n \left( \frac{x}{qa}; b, a; q \right),\] (2.6)

which is also given in [3, (14.6.13)].
3 Limit from Askey–Wilson to Wilson

Consider Askey–Wilson polynomials (see [3, (14.1.1)]), putting \( x = \cos \theta \):

\[
p_n(x; a, b, c, d | q) := a^{-n}(ab, ac, ad; q)_n \ 4\phi_3 \left( q^{-n}, abcdq^{n-1}, ae^{i\theta}, ac^{-i\theta}; q, q \right)_{ab, ac, ad}
\]
\[
= a^{-n}(ab, ac, ad; q)_n \sum_{k=0}^{n} \frac{(q^{-n}, abcdq^{n-1}; q)_k}{(ab, ac, ad; q; q)_k} q^k \prod_{j=0}^{k} (1 - 2q^j ax + q^{2j}a^2).
\]  \( (3.1) \)

Also consider Wilson polynomials (see [3, (9.1.1)]), putting \( x = y^2 \):

\[
W_n(x; a, b, c, d) := (a + b, a + c, a + d)_n \ 4{F}_3 \left( -n, n + a + b + c + d - 1, a + iy, a - iy | q \right)_{a + b, a + c, a + d}
\]
\[
= (a + b, a + c, a + d)_n \sum_{k=0}^{n} \frac{(-n, n + a + b + c + d - 1)_k}{(a + b, a + c, a + d)_k k!} \prod_{j=0}^{k} ((a + j)^2 + x).
\]  \( (3.2) \)

Rescale (3.1) as

\[
(1 - q)^{-3n} p_n \left( 1 - \frac{1}{2}(1 - q)^2 x; q^a, q^b, q^c, q^d | q \right) = \frac{(q^{a+b}, q^{a+c}, q^{a+d}; q)_n}{q^{na}(1 - q)^{3n}}
\]
\[
\times \sum_{k=0}^{n} \frac{(q^{-n}, q^{-n+a+b+c+d-1}; q)_k q^k (1 - q)^2}{(q^{a+b}, q^{a+c}, q^{a+d}, q; q)_k} \prod_{j=0}^{k} \left( 1 - q^{a+j} \right) (1 - q^2) + q^{a+j} x \right).
\]  \( (3.3) \)

From (3.3) and (3.2) we conclude that

\[
\lim_{q \downarrow 1} (1 - q)^{-3n} p_n \left( 1 - \frac{1}{2}(1 - q)^2 x; q^a, q^b, q^c, q^d | q \right) = W_n(x; a, b, c, d).
\]  \( (3.4) \)

Remark 4. In [3, (14.1.21)] the following limit from Askey–Wilson polynomials to Wilson polynomials is given:

\[
\lim_{q \downarrow 1} v(1 - q)^{-3n} v p_n \left( \frac{1}{2}(q^{iy} + q^{-iy}); q^a, q^b, q^c, q^d | q \right) = W_n(y^2; a, b, c, d).
\]  \( (3.5) \)

This limit follows immediately by comparing the \((q)-\)hypergeometric expressions in (3.1) and (3.2). However, the limit (3.5) has the draw-back that the rescaled Askey–Wilson polynomial on the left no longer depends polynomially on \( y \). Note that the limit (3.4) can be written more generally, by the same proof, as

\[
\lim_{q \downarrow 1} (1 - q)^{-3n} p_n \left( 1 - \frac{1}{2}(1 - q)^2 x + o((1 - q)^2); q^a, q^b, q^c, q^d | q \right) = W_n(x; a, b, c, d).
\]  \( (3.6) \)

Then (3.5) is a special case of (3.6), since

\[
\frac{1}{2}(q^{iy} + q^{-iy}) = 1 - \frac{1}{2}(1 - q)^2 y^2 + o((1 - q)^2).
\]

4 Limit from \( q \)-Racah to Racah

In (2.1) we introduced \( q \)-Racah polynomials. These are orthogonal with respect to positive weights if \( 0 < q \alpha < 1, 0 < q \beta < 1 \) and \( \delta < q^N \alpha \), as can be read off from [3, (14.2.2)] and also from the requirement that \( A_{n-1} C_n > 0 \) for \( n = 1, 2, \ldots, N \) in the normalized recurrence relation [3, (14.2.4)]. In order to keep positive weights in the limit from \( q \)-Racah polynomials
to big $q$-Jacobi polynomials we needed $\delta < 0$, see Remark 1, or $\delta = 0$ in a degenerate case, see Remark 3. However, for the limit from $q$-Racah polynomials to Racah polynomials we will need $0 < \delta < q^N \alpha$. We can rewrite (2.1) as

$$R_n(x; \alpha, \beta, q^{-N-1}, \delta | q) = \sum_{k=0}^n \frac{(q^{-n}, q^{n+1} \alpha; q)_i q^k}{(q \alpha, q^{\delta}, q^{-N}, q; q)_k} \prod_{j=0}^{k-1} (1 - x q^j + q^{\delta - N + 2j}).$$  \hspace{1cm} (4.1)

Also consider Racah polynomials (see [3, (9.2.1)]), putting $x = y(y + \delta - N)$:

$$R_n(x; \alpha, \beta, -N - 1, \delta) := 4F_3 \left(\begin{array}{c} -n, n + \alpha + \beta + 1, -y, y + \delta - N, 1 \\ \alpha + 1, \beta + \delta + 1, -N \end{array} \right) = \sum_{k=0}^n \frac{(-n, n + \alpha + \beta + 1)_k}{(\alpha + 1, \beta + \delta + 1, -N)_k k!} \prod_{j=0}^{k-1} (-x + j(\delta - \delta + j)).$$  \hspace{1cm} (4.2)

These are orthogonal with respect to positive weights if $\alpha, \beta > -1$ and $\delta > N + \alpha$, see [3, (9.2.2)] or [3, (9.2.4)]. Rescale (4.1) as

$$R_n((1 - q)^2 x + 1 + q^{\delta - N}; q^n, q^\beta, q^{-N-1}, q^\delta | q) = \sum_{k=0}^n \frac{(q^{-n}, q^{n+\alpha+\beta+1}; q)_k (1 - q)^2 q^k}{(q^{\alpha+1}, q^{\beta+\delta+1}, q^{-N}, q; q)_k} \prod_{j=0}^{k-1} \left(1 - x + j(\delta - \delta + j)/2 \right).$$  \hspace{1cm} (4.3)

From (4.3) and (4.2) we conclude that

$$\lim_{q \uparrow 1} R_n(1 + q^{\delta - N} + (1 - q)^2 x; q^n, q^\beta, q^{-N-1}, q^\delta | q) = R_n(x; \alpha, \beta, -N - 1, \delta).$$  \hspace{1cm} (4.4)

The orthogonal polynomials involved in this limit have positive weights if $\alpha, \beta > -1$ and $\delta > N + \alpha$.

**Remark 5.** In [3, (9.2.24)] the following limit from $q$-Racah polynomials to Racah polynomials is given:

$$\lim_{q \uparrow 1} R_n(q^{-y} + q^{y+\delta-N}; q^n, q^\beta, q^{-N-1}, q^\delta | q) = R_n(y(y + \delta - N); \alpha, \beta, -N - 1, \delta).$$  \hspace{1cm} (4.5)

This limit follows immediately by comparing the ($q$-)hypergeometric expressions in (2.1) and (4.2). Just as for (3.5), the limit (4.5) has the draw-back that we no longer have polynomials in $y$ on the left-hand side of (4.5). Note that the limit (4.4) can be written more generally, by the same proof, as

$$\lim_{q \uparrow 1} R_n(1 + q^{\delta - N} + (1 - q)^2 x + o((1 - q)^2); q^n, q^\beta, q^{-N-1}, q^\delta | q) = R_n(x; \alpha, \beta, -N - 1, \delta).$$  \hspace{1cm} (4.6)

Then (4.5) is a special case of (4.6) since

$$y(y + \delta - N) = -\frac{(1 - q^{\delta - N + y})(1 - q^{-y})}{(1 - q)^2} + o((1 - q)^2)$$

and

$$1 + q^{\delta - N} + (1 - q)^2 x = y(y + \delta - N)$$

for $x = \frac{(1 - q^{\delta - N + y})(1 - q^{-y})}{(1 - q)^2}$.

Also note that the polynomials $x \mapsto R_n(1 + q^{\delta - N} + (1 - q)^2 x)$ on the left-hand side of (4.4) are orthogonal with respect to weights on the points $-1 - q)^{-2}(1 - q^{\delta - N + y})(1 - q^{-y}) (y = 0, 1, \ldots, N)$ by [3, (14.2)]. In the limit for $q \uparrow 1$ this becomes an orthogonality on the points $y(y + \delta - N)$ ($y = 0, 1, \ldots, N$), as is indeed the case for Racah polynomials, see [3, (9.2.2)].
5 A piece of \((q-)\) Askey scheme below \(q\)-Racah

We earlier saw the limits (2.2) \((q\)-Racah \(\rightarrow\) big \(q\)-Jacobi), (2.5) \((q\)-Racah \(\rightarrow\) \(q\)-Hahn), (1) (big \(q\)-Jacobi \(\rightarrow\) little \(q\)-Jacobi) and (2.6) \((q\)-Hahn \(\rightarrow\) little \(q\)-Jacobi). To these we can add limits from \(q\)-Hahn to Hahn (see [3, (14.6.18)])

\[
\lim_{q \uparrow 1} Q_n(1 + (1 - q)x; \alpha, \beta, N; q) = Q_n(x; \alpha, \beta, N),
\]

(5.1)

from little \(q\)-Jacobi to Jacobi (see [3, (14.12.15)])

\[
\lim_{q \uparrow 1} p_n(x; q^\alpha, q^\beta; q) = \frac{P_n(\alpha, \beta)(1 - 2x)}{P_n(\alpha, \beta)(1)},
\]

and from Hahn to Jacobi (see [3, (9.5.14)])

\[
\lim_{N \rightarrow \infty} Q_n(Nx; \alpha, \beta, N) = \frac{P_n(\alpha, \beta)(1 - 2x)}{P_n(\alpha, \beta)(1)}.
\]

(5.2)

Note that in (5.1) the left-hand side of [3, (14.6.18)] was changed in order to keep polynomials in \(x\) while taking the limit. The validity of (5.1) is easily seen from [3, (14.6.1), (9.5.1)].

Fig. 1 combines these seven limits as a subgraph of the \((q-)\) Askey scheme (see the graphs given in the beginning of Chapters 9 and 14 in [3]).

In [5] I combined the limits in the Askey scheme (i.e., for \(q = 1\)) into a small number of multi-parameter limits. This was done by renormalizing the Racah and Askey–Wilson polynomials on the top level of the scheme as families of orthogonal polynomials depending on four positive parameters such that these extend continuously for nonnegative parameter values, while (renormalized) families lower in the scheme are reached if one or more of the parameters become zero. At the end of [5] the obvious open problem was mentioned to extend this work to the \(q\)-Askey scheme including the limits for \(q \uparrow 1\). Below I will work this out for the small part of the \((q-)\) Askey scheme in Fig. 1.

Fix \(\alpha, \beta > -1\) and renormalize the \(q\)-Racah polynomials as

\[
p_n(x) = p_n(x; c, N^{-1}, 1 - q) := \frac{q^{n(\beta+1)}(q^{\alpha+1}, -q^{\beta+1}c, q^{-N}; q)_n}{(q^{-N} - 1)^n(q^{\alpha+\beta+1}; q)_n} \times R_n(1 - q^{-N}c + q^{-\beta-1}(q^{-N} - 1)x; q^\alpha, q^\beta, q^{-N-1}, -c | q).
\]

(5.2)
By the chosen coefficient on the right these are monic polynomials of degree \( n \), see [3, (14.2.4)]. For the parameters in the arguments of \( p_n \) we require
\[
c > 0, \quad 0 < 1 - q < 1, \quad N^{-1} \in \{1, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots\}.
\] (5.3)

We will see that the polynomials \( p_n(x; c, N^{-1} - 1 - q) \) remain continuous in \((c, N^{-1} - 1 - q)\) if these three coordinates are also allowed to become zero.

For the demonstration we will use the same tool as in [5]. We will see that the coefficients in the three-term recurrence relation for the orthogonal polynomials (5.2) depend continuously on \((c, N^{-1} - 1 - q)\) for values of these coordinates as in (5.3) or equal to zero.

It follows from [3, (14.2.4)] that \( p_n \) given by (5.2) satisfies the recurrence relation
\[
 xp_n(x) = p_{n+1}(x) + (A_n + C_n)p_n(x) + A_{n-1}C_n p_{n-1}(x)
\] (5.4)

with
\[
 A_n = q^{\beta+1}(1 + q^{n+\beta+1}) \frac{(1 - q^n)(1 - q^{n+\alpha+1})(1 - q^{n+\alpha+\beta+1})}{(1 - q^{2n+\alpha+\beta+1})(1 - q^{2n+\alpha+\beta+2})} \frac{q^{-N} - 1}{q^{-N} - 1} - 1
\]
and
\[
 C_n = q^{\beta+2}(c + q^{n+\alpha}) \frac{(1 - q^n)(1 - q^{n+\beta})}{(1 - q^{2n+\alpha+\beta})(1 - q^{2n+\alpha+\beta+1})} \frac{q^{-N} - q^{n+\alpha+\beta}}{q^{-N} - 1}.
\]

Clearly, \( A_n \) and \( C_n \) are continuous in \((c, N^{-1} - 1 - q)\) for \((N^{-1} - 1 - q) \neq (0, 0)\). In order to prove their continuity at \((N^{-1} - 1 - q) = (0, 0)\) we only have to consider the continuity there of the factors
\[
 \frac{q^{-N} - 1}{q^{-N} - 1} = 1 - \frac{1 - q^n}{1 - q 1 - q^N}
\]
and
\[
 \frac{q^{-N} - q^{n+\alpha+\beta}}{q^{-N} - 1} = 1 + q^N \frac{1 - q^{n+\alpha+\beta}}{1 - q 1 - q^N}.
\]

Their continuity follows from the limit
\[
 \lim_{q \uparrow 1; N \rightarrow \infty} \frac{1 - q}{1 - q^N} = 0,
\]
which holds because
\[
\frac{1 - q}{1 - q^N} = \frac{1}{1 + q + \cdots + q^{N-1}} \leq \frac{1}{1 + q_0 + \cdots + q_0^{N_0-1}} = \frac{1 - q_0}{1 - q_0^{N_0}} \quad \text{if} \quad q_0 \leq q < 1, \ N \geq N_0.
\]

We can identify the cases where one or more of the parameters \(c, N^{-1}, 1 - q\) in (5.2) are zero, with families situated below the \(q\)-Racah box in Fig. 1. This can be done by taking limits in (5.2) or by taking limits in the recurrence relation (5.4). Thus we see:

\[
\begin{align*}
p_n(x; c, 0, 1 - q) & = \text{const} \cdot P_n(x - q^{\beta+1}c; q^\beta, q^\alpha; -q^{\beta+1}c; q) \quad \text{(big } q\text{-Jacobi}), \\
p_n(x; 0, N^{-1}, 1 - q) & = \text{const} \cdot Q_n(1 + q^{-\beta-1}(q^{-N} - 1)x; q^\alpha, q^\beta; N; q) \quad \text{(} q\text{-Hahn}), \\
p_n(x; c, N^{-1}, 0) & = \text{const} \cdot Q_n(Nx; \alpha, \beta, N) \quad \text{(} q\text{-Hahn}), \\
p_n(x; 0, 0, 1 - q) & = \text{const} \cdot p_n(x; q^\alpha, q^\beta; q) \quad \text{(little } q\text{-Jacobi}), \\
p_n(x; c, 0, 0) & = \text{const} \cdot P^{(\alpha, \beta)}_n(1 - 2x) \quad \text{(Jacobi)}.
\end{align*}
\]

The various limits are collected in Fig. 2.
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