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1. Introduction

In this review, the most important developments are presented for the following general fields of expertise.

(1) Manipulation detection, and now in depth Deepfakes,
(2) biometric comparison (gait)
(3) Electric Network Frequency
(4) PRNU in Video
(5) Other fields of interest

The review focuses mostly on English literature, and which was available from public data sources from 2018 to 2022. Also we had to make a selection, since searches on video forensics in google scholar results in over 20,000 hits. For this reason the review is of highlights in fields, and there will be certainly papers and working groups and organizations that are missed.

2. Working groups and organizations

The development of forensic video analysis has several international working groups.

● OSAC Digital/Multimedia Scientific Area Committee United States
● SWGDE Scientific Working Group on Digital Evidence https://www.swgde.org/
● ENFSI DIWG: The European ENFSI Digital Imaging Working Group that is focused on methods, techniques, education and training. http://www.enfsi.org

3. American Academy of Forensic Science

Within the American Academy of Forensic Science the Digital and Multimedia Sciences Section works in this field.

Since 2003 each year a workshop was organized on Forensic Image and Video processing with handouts on the methods for face comparison, video restoration, 3D reconstruction, length measurement, photogrammetry and image processing. Also each year a scientific session was organized on this field. More information is available on: http://www.aafs.org.

4. ENFSI Forensic IT Working Group

The forensic IT working group of ENFSI deals with digital evidence as such. There exist some overlap with the Digital Imaging working group, and for that reason joint events are organized.

Since nearly all CCTV-systems are digital nowadays, often the question of handling the CCTV system itself is a question of digital evidence. Mobile phones, hard drives and other digital media should be handled in a secure way with proper forensic imaging software. The working group organizes training conferences each year. More information is available from http://www.enfsi.eu/.

5. Outline of this work

Since deepfake videos receive much attention, also due to the detection in forensic science, we will start with an literature review by Quinten Riphagen of the University of Twente who worked on a project at the Netherlands Forensic Institute on deepfakes. The number of references in deepfake forensics is around 3000 since 2018, so also here a selection is made.

The next field is biometrics based on gait analysis, and then an upcoming field is ENF in Video by the rolling shutter effect, and we will finalize the review with PRNU in Video.

6. Deepfakes

Deepfake detection papers will be divided by category and shown in Table 1. Missing accuracy’s in the last columns are due to incomplete data in the article or an insignificant accuracy. The related definitions and further explanations needed to understand the paper will be provided in the sections below. Firstly, deepfake generation will be addressed. After which we will take a look at the different detection methods.
of papers with category, and datasets.

<table>
<thead>
<tr>
<th>Category</th>
<th>Paper</th>
<th>Contribution</th>
<th>Datasets accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D Frame-based</td>
<td>[1]</td>
<td>Mesonet</td>
<td>F2F(0.953)</td>
</tr>
<tr>
<td></td>
<td>[2]</td>
<td>CNN(visual artifacts)</td>
<td>DFFDC(0.85)</td>
</tr>
<tr>
<td></td>
<td>[4]</td>
<td>Ensemble of CNN's EfficientNet</td>
<td>F++(0.94)</td>
</tr>
<tr>
<td></td>
<td>[11]</td>
<td>Residual Noise + Transfer Learning</td>
<td>FF++(0.86)</td>
</tr>
<tr>
<td></td>
<td>[14]</td>
<td>Haralicks texture properties, SVM</td>
<td>FF++(0.8)</td>
</tr>
<tr>
<td></td>
<td>[4]</td>
<td>Residual Noise + Transfer Learning</td>
<td>DFFDC(0.93)</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>Fouriers Transform(POC)</td>
<td>None</td>
</tr>
</tbody>
</table>
|                | [19]  | Adaptive Manipulation Traces Extraction | CelebDF+
|                | [21]  | CNN(InceptionResNetV2) | CelebDF |
|                | [22]  | Mouth Region Analysis | FDFD(0.9) |
|                | [26]  | Single Class VAE OCFakeDect | F2F(0.712) |
|                | [27]  | Content feature extraction, trace feature extraction | Custom(+c4) |
|                | [33]  | PRNU + Image Cropping | FF++ |
|                | [35]  | Transfer learning, SVM classifier | DFFDC |
|                | [37]  | CNN(Spectrogram image) | DFFDCMT |
|                | [39]  | GAN Fingerprint | Own(up to) |
|                | [40]  | Stacked Ensemble of Mod-els (DeepfakeStack) | FF++(0.99) |
|                | [45]  | 6 different CNN models with transfer learning | DFFD+DF |
|                | [49]  | Facial comparison (SVM) | FF++(0.87) |
|                | [50]  | Modified AlexNet | CelebDF |
|                | [52]  | Image Saliency CNN(RNet18) | F2F(0.975) |
|                | [53]  | Manipulation Classification Network | FSF |
|                | [55]  | Multi-Layer Fusion Network | FF++(0.92) |
|                | [56]  | Multi-task CNN, 3D-ResNext | FDFD |
| 7D Temporal    | [3]   | Optical Flow, CNN | FF++@40c |
|                | [6]   | Optical Flow Fields | FF++@23c |
|                | [12]  | Discrete Fourier Transform + SVM | FF++ |
|                | [23]  | Eye-blinking GAN | Own datas |
|                | [3][26]| Sharp-Multi Instance Learning | CelebDF(0) |
|                | [42]  | FaceNet,STM | FF++(0.97) |
|                | [50]  | Time Series(LSTM) | FDFD(0.85) |
|                | [5]   | Convolution Latent | FF++(0.97) |

Table 1: Overview of papers with category, and datasets.

Scientists and forensic experts are using Generative Adversarial Networks (GANs) to create deepfakes. These networks can generate nearly undetectable media such as images, video, and audio [16], explaining the way these networks create these undetectable media is by pitting a generative model against an adversarial discriminative model whose responsibility is to determine whether a given sample is from the training model or from the generative model. The generative model learns from the discriminative model by which samples passed through detection and which were detected. In the following iterations, the features from the undetected samples are kept and expanded upon. This process is repeated for many generations until the discriminative model can no longer accurately predict whether a given sample is real or generated. An example of the network structure can be seen in Fig. 1.

[16] explains this with an analogy of counterfeiters vs. the police. The counterfeiters are trying to create the most realistic counterfeit money while the police keep working on new measures to detect counterfeit money. Competition in this field leads to nearly undetectable counterfeit currency. The same process applies in the creation of GAN generated deepfakes. Which makes detection by software measures a difficult problem.

6.2. Deepfake detection

The problem of detecting deepfakes in the research community is seen as a binary classification problem, a video can either be classified as real or fake. Since classifiers need features to discriminate input data as either real or fake, deep learning methods are often used in this field. These methods can offer automated feature extraction which is unrivaled in speed and accuracy to other methods. In forensic science, the problem cannot be approached in such a binary way, since the classification of a certain video needs to be explained. The forensic expert does not pass a verdict on the authenticity of evidence, but explains using likelihood ratio’s and analysis from the models what the chances are of the video being authentic. The verdict of whether the evidence holds up is then left up to the judge [38]. The full detection pipeline often consists of facial extraction from video frames, running the faces through a deep neural network to extract the features and train the model, and then classifying
the frames based on the extracted features using a binary classifier. An example of this structure can be seen in Fig. 2. In the subsections below we will discuss the different elements that most deep-fake detection models consist of.

6.2.1. Frame-based & temporal

Deepfake detection methods are divided into frame-based and temporal methods. Frame-based detection methods detect deepfakes based on singular frames of videos and do not consider the temporal relationship between multiple consecutive frames [36]. While temporal methods do consider the relationship between multiple consecutive frames of a single video. The frame-based are often more efficient as less frames are needed from a video to classify it as fake or real, but are often less accurate than temporal methods which consider more information when classifying videos. However, some frame-based methods outperform some temporal methods, in general though temporal methods will yield a higher classification accuracy. Some models attempt to analyze both the temporal and the frame-based information hidden in the frames, which we will categorize as spatio-temporal methods [36].

When choosing between temporal and frame-based methods a consideration should be taken as to which goal the model needs to accomplish. The trade-off between efficiency and accuracy has to be taken into account. If the model needs the highest possible accuracy, then temporal methods have to be chosen. If however the model needs to run on lower quality hardware, such as mobile devices, and accuracy is less important, then an efficient frame-based method will suffice.

6.2.2. Loss functions

A loss function is essentially a measure of how well your algorithm models to the dataset. The output of the loss function when creating an algorithm can tell you whether the improvements you made to your model actually improve the model. A lower value representing an improvement of the algorithm on the same model.

[10] compare the use of two different loss functions and their effects on the detection accuracy. In particular, the authors compare the Cross-entropy (CE), the Kullback-Leibler (KL) divergence (relative entropy), and an ensemble (EN) of both functions. The authors report that the KL loss function outperforms the EN loss function on the face forensics dataset. For the CelebDF dataset, the EN loss function outperformed the KL loss function. Showing that different loss functions can be useful in different situations.

6.2.3. Artifacts

Most frame-based detection methods are based on so-called artifacts left by the GAN when generating the deepfake. These artifacts are basically traces of manipulation that can be extracted as features by the model. Some methods focus on specific artifacts while others take a more general approach.

[53] proposes a method to classify the various types of manipulations that have occurred on images. The manipulation classification network (MCNet) exploits multi-domain features to extract multiple features from the frequency, spatial, and compression domains [53]. This network is achieved through a multi-stream structure that and can detect image manipulation by analysing the fused features of multiple domains. The network can classify image manipulations and jointly considers compression and manipulations [53]. [53] describes a total of 6 types of commonly used image manipulations, which are image blurring, noise addition, contrast change, image morphing, image resampling, and JPEG compression. The network is composed of two different training networks; the Visual Artifact Network (VANet) and the compression artifact network (CANet). The features learned from these networks are then transferred using transfer learning to the ensemble network which fuses the features into a single classifier [53].

[15] proposes a method based on the Ghost effect, which is a known effect in image forensics based on JPEG compression characteristics. The splicing of an image with different compression parameters when compressing the image again using the original images parameters, will result in a noticeable ghost effect in the spliced parts when image data is represented in terms of quantized spectral DCT-coefficients [15]. The authors attempt to recreate this effect on video frames.

[27] aim to combine the fake face forensics with the more general fake image forensics, which exhibit different types of artifacts for the model to discriminate upon. Image forensics is mainly concerned with whether a certain image was manipulated or not, this includes resampling, resizing, compression, etc. [27]. While fake face forensics is mostly concerned with whether faces were manipulated [27], propose a deepfake detection framework that combines these two types of image forensics. Combining a content feature extractor (CFE) and a trace feature extractor (TFE) in a single detection pipeline and aggregating the extracted features from both models. The CFE extracts facial content features such as facial tones, eyes, wrinkles etc. While the TFE receives input without the facial content of the image, which leaves it to only trace information about the image such as minor texture differences and contour of the face [27]. The TFE then extracts features from an image with less information than the CFE and tries to find mostly general tampering evidence.

[52] tries to detect deepfake through image salience methods. Image saliency describes the things that are most noticeable in an image and can be measured through the difference in texture depth and pixels in an image. By enhancing the images through a guided filter, the authors enhance the texture details of fake images, making the difference between real images and fake one larger. Saliency detection is essentially a visual attention mechanism which recognizes the most noticeable parts of an image [52]. Manipulated images often have a noticeable different saliency in the manipulated regions of the image. The image saliency is represented in grayscale so we can visually see the difference between images.

[14] propose a novel method of detecting deepfakes based on Haralick’s texture properties. Specifically, the authors try to find anomalies in the properties of the grayscale values in manipulated images. Additionally, the authors use focus measures which can be used to detect the “blurriness” of a certain image as an tool to increase the model’s accuracy. Contrastingly to other deepfake detection methods, the authors decided to forgo using deep learning to extract features from the images, as the inner workings of neural networks can often be a black box to
human observers and do not provide an explanation as to how the network decided on which features to extract. This method did not reach the desired results, after which [14] decided to use deep learning anyway.

[19] proposes an adaptive manipulation traces extraction network (AMTEN) to pre-process image content and filter out image content, highlighting only manipulation traces. The authors say that this will improve the quality of classification of Convolutional neural networks since the image analysis will now only be focused on manipulation traces instead of all of the images content. The main reason they mention is that most detection methods do not take into acount the types of post processing such as compression, scaling, gaussian blur, etc. an image or video has received and will thus not take into consideration the difference between raw and processed images. Making it harder for networks to detect fake images if they are heavily processed. To combat this, the net-work utilizes adaptive convolutional layers to predict the manipulation traces in image content, which following layers can then use to maximize manipulation artifacts [19]. During back-propagation, the weights in neurons analyzing the manipulation traces are updated adaptively, which can then be used in subse-quent layers.

[11] propose a deepfake detection method based on residual noise, the dif-ference between the original image and a denoised one. Convolutional neural networks in combination with transfer learning can use the distinctive features of the residual noise to classify the image as real or fake. To get the residual noise of an image, the image is denoised and then the denoised image is subtracted from the original [11], what is left is the noise of the original image.

[33] explore the PRNU-based image forensics methods in the context of deepfake detection. The authors state that while a PRNU-based method is often outperformed by other deep learning methods, the method can be used in complement to other state-of-the-art methods. The basis for the method is the photo response non-uniformity (PRNU) sensor noise that is different for different types of devices [33]. [33] uses the PRNU’s statistical properties to indicate content manipulation. The authors examine both spectral and spatial features of an image and use the energy, range, variance, skewness, kurtosis, variance in histogram, and position of the max value in the histogram. Which are then given to an SVM classifier which classifies a frame as real or fake. The classifier did reach a good accuracy on the tested datasets, however it cannot compete with state-of-the-art deep learning methods [33]. In addition, the authors also examined the effects of cropping and extracted image and removing up to 50% of the image borders. This method improved accuracy on almost all tested datasets.

6.2.4. Generalizability

A problem a lot of deepfake detection methods have is being able to generalize the model’s ability to detect fake images from unknown source, i.e. real world samples. Currently, most detection methods are trained on a few known datasets from which the features are extracted, however this method does not account for unseen data. So when the trained model comes across a deepfake which does not fit the features of deepfakes in the training set, the model will be unable to recognize it. Aside from these methods focusing on specific artifacts,

[36] identify undirected approaches to detection as a valid method of detecting deepfakes. Some researchers treat the problem as a generic classification prob-lem and train deep neural networks as classifiers which decide the discriminatory features themselves. They train the classifiers on both real and fake images, allowing the network to choose the features to discriminate upon. This method can lead to over fitting of the training set and might be unsuitable for use on real world data. The authors emphasize that this method of using classifiers for detection is flawed as adversaries can use adversarial machine learning methods to evade detection. A method that contrasts the classification method is the anomaly detection. These models are trained on normal data and then detect anomalies in the content on deployment. These methods therefore do not make any assumptions as to which attack could be used, making it more suitable as a general model to detect unknown creation methods [36].

[26] propose a method called OC-FakeDect to solve the generaliz-ability issues of binary classification type deepfake detectors. Which are trained on datasets of real and fake images and require knowledge about the fake images to classify them. Detection performance on fake images from newer types of algorithms is therefore often mediocre [26]. propose to use a one-class Variaton Autoencoder (VAE) trained only on real face images, detecting fake images by finding anomalies and clas-sifying them as fake. The images are evaluated through a met-ric called the anomaly score, which is the Root Mean Squared Error (RSME) between the input and output images of the VAE. By plotting the distri-bution of this score, the difference between real and fake images can be determined using statistical thresholding [26]. The authors test 2 different implementations of the same concept, the first implementation calculates the RSME directly by-tween the input and output images. While the second implementation uses an additional encoder and calculates the RSME between the latent representations of the images of both encodes. The authors say that by using the second method they hope to better capture the difference in characteristics between the images.

An example of how the second implementation can be seen in Fig. 3. [45] propose using transfer learning on CNN architectures to make the detect-ion of deepfakes more generalized. By using transfer learning, a method which we will come back on later, the authors try to find a solution to the problem of overfitting in current detection methods. Transfer learning allows the model to leverage existing knowledge and data from a related domain to a new one [45], which should make the model function better on previously unseen data. In this case, a base model can be used in order to gather the first features available in a dataset, this knowledge can then be transferred to another model. This model then does not have to learn these features and can spend more time fine-tuning these neurons [45].

[4] propose to combine multiple CNNs for deepfake detection through a method called ensembling. Which is a machine learning method that enables models to be combined for a better prediction performance. The authors aim to train different CNN based classifiers to find different types of features in manipulated video frames that comple-ment each other [4]. also implement an attention module which al-lows the user to see which part of the image was most important for the classification of that image. In addition, the authors ex-plore if Siamese training strategies can be used to infer more information about the data. This training strategy differs from most traditional training strate-gies which are end-to-end, which could prove useful in classification [4]. They describe the Siamese training paradigm as a method that aims to exploit the generalization capabilities of the networks to extract feature descriptions that emphasizes the similarities of samples in the same class. In other words, the fea-tures which are more descriptive of a certain class will be considered first during the classification, mini-mizing the time used for other, less discriminatory fea-tures. This differs from end-to-end training which extracts features end-to-end without considering whether a certain feature should be analyzed first.

[40] propose the Deepfake stack framework, which is an ensemble of deep learning methods to detect manipulated videos. The model combines multiple state-of-the-art detection methods into a single classifi-cation model [40]. create two layers which sit on top of each other, the first layer consists of pre-trained base learners and the second layer consists of a meta-learner which combines the learned features from the first layer and uses these to classify the video. The models are called level-0 models for the first layer and a level-1 model for the meta-learner. The meta learner learns through the predictions of the base layer on out of sample data, this is data that the models were not trained on [40]. This method can be used with any number of level-0 models, while a single meta leaner is needed. In this case the authors use XceptionNet, ResNet101, InceptionResNetV2, MobileNet, Incep-tionV3, DenseNet121 and DenseNet169 as base layers while the meta
The learner is a CNN model called Deepfake Classifier (DFC). The ensembled model is called a metamodel, in which several sub-models provide a singular output. There are 2 types of ensembles, a stacking ensemble and a randomized weighted ensemble. The difference is in how the output of the sub-models are prioritized. In the randomized weighted ensemble, the models output is weighted based on the performance of the sub model of a validation dataset, while a stacking ensemble learns how to map the sub models predictions in such a way that it produces a better output than when randomly prioritizing the input [40]. A full representation of deepfakestack can be seen in Fig. 4.

[39] proposes an unsupervised approach to detecting GAN(deepfake) images. This approach works even without access to deepfake images during training, which makes it highly generalizable. The authors introduce several ideas in the paper that are the basis for the proposed system, called NoiseScope. One of the things mentioned is that similarly to camera fingerprinting, GAN model image generation leaves unique noise patterns related to the model that generated the image. The model extracts this fingerprint to detect GAN images and is agnostic to the type of GAN used to generate the image [39]. An example of different types of fingerprints can be seen in Fig. 5. Although the picture might be obscure, their are very subtle differences in the pixels of each separate camera/GAN. These will return in any picture created with that camera or generated with that GAN. The proposed method should be more useful than supervised training methods as new GAN models are proposed very often, leaving unsupervised methods behind in detecting the new types of GAN images [39]. shows the difference between camera fingerprints, also known as photo-response non-uniformity (PRNU) patterns and images generated by GAN models.

[55] proposes a novel method of detecting deepfakes by capturing different levels of artifacts in a single network called a Multi-Layer Fusion Neural Network (MFNN). These levels are microcosmic or statistical features, mesoscopic features, and macroscopic features. Features from these artifact levels are fused together before classification [55]. The authors note that the shallow layers capture local anomalies in an image, deeper layers are more suited to capturing semantic anomalies and the middle layers are able to extract the mesoscopic features. These feature maps from the different levels of layers are sent directly to the last layer and concatenated to the feature vectors of the classification model [55]. By combining the features from all different layers, they have created a more generalized model that equally considers features from all layers.

6.2.5. Long-Short-term-memory

[18] is one of the first articles exploring using recurrent neural networks (RNN) to analyze both the frame-based features of a piece of content as well as the temporal features. The frame-based features are still learned through a Convolutional neural network (CNN). Additionally, the authors use a Long-Short-term-memory (LSTM) network for temporal sequence analysis which is a type of recurrent neural network which unlike feedforward type neural networks, also utilizes feedback connections. It is therefore not only capable of image processing which consist of single data points, but also multiple data sequences such as video or speech data. It is very useful for temporal based detection algorithms. The CNN learns the frame-based features while the LSTM then learns the temporal features of a sequence of analyzed frames [18]. describe that while CNNs are successful in visual recognition tasks, LSTMs have long been used in sequence processing problems. The combination of a CNN and a LSTM within a deep learning architecture, is often considered to be both “deep-in-space” as well as “deep-in-time” [18].

[25] propose a method that uses a CNN and a C-LSTM network to detect deep-fakes. This is very similar to Ref. [18] which also built a model using the same methodology, however, the authors use a newer type of LSTM network for this proposed method. Nevertheless, the
method is nearly the same [31]. proposes a deepfake detection method that uses 3d-attentional inception network to use both the spatial and temporal information with the 3d-kernels. In addition [31], applies an attention module to the CNN. The attention module is necessary for temporal based models because neural networks tend to forget information if the sequence of input data is too long. An attention module rectifies this problem by making the model consider all features.

[54] proposes a solution to deepfake detection by using a time-series perspective to analyze two types of input features, Face-alignment (FA) and Dense-Face-Alignment (DFA). The temporal based methods both use a LSTM with an attention mechanism to analyze multiple frames [54]. The FA-LSTM utilizes 68 facial landmark points for analysis and has a fast inference speed, making it suitable for mobile applications. The DFA-LSTM uses pose adaptive features and measures changes in this. This method analyses the 3D space of the face to capture facial dense map changes, leading to a higher classification accuracy but lower inference speed due to higher complexity [54].

6.2.6. Physiological signals

[23] propose a novel way of detecting deepfakes through eye-blinking patterns called Deepvision. Since blinking is an involuntary action based on a number of physiological and cognitive factors, significant changes or unnatural behavior in the blinking patterns can indicate that a video was manipulated. The au-thors used a General Adversarial Network and trained the model to recognize the biological factors (features) that determine eye-blinking. The authors also provide the model with a plethora of metadata for pre-processing such as time-of-day, gender of the subject, age and activity that the subjects are engaged in. As these factors can significantly change the eye blinking patterns observed in the subjects [23], detect the blinking between frame by using the eye-aspect-ratio (EAR) proposed by Ref. [43], which is a measure of the area taken up by the eyes. Its value reflects whether the eyes are opened or not, when the subject blinks, the EAR value of that frame suddenly drops and goes up again once the eyes are opened [23]. An example of this can be seen in Fig. 6. In this way, the blink frequency and time it takes to blink can be visualized in a graph and analyzed by the model [23]. designed the model to compare the blinking patterns in the pre-processed eye blinking database containing the metadata with the subject in the video and compares these based on activity level, time of day, age and gender.

6.2.7. Spatio-temporal

[32] propose a Channel-wise Spatiotemporal Aggregation (CSWA) module which uses consecutive video frames to fuse their deep features. This means that the features of multiple consecutive frames are fused together and evaluated with a shared weight. The module is used as a classifier on top of a CNN (EfficientNet B0) with skip connections to preserve low-level features which then extracts frame-level feature [32]. The skip connections allows the model to remember the relevant frame level features which will also be used during classification. The CSWA module then fuses the feature maps obtained by the CNN and classifies the videos as either fake or real. Additionally, the authors find that cropping a slightly larger region (x1.3) around the face results in improved detection accuracy, since the model can differentiate better between pristine and manipulated pixels. This result remained consistent on all tested datasets.

[51] propose a novel method to detecting deepfakes based on analyzing video frames as a set to extract temporal inconsistencies as

Fig. 5. Fingerprints examples. Retrieved from [39].

Fig. 6. EAR algorithm. Retrieved from [23].
well as extracting the individual feature maps of all the frames. The authors introduce a new statistical based feature map operation called Set Reduce (SR), which aggregates features of an element in a set. The total pipeline uses multiple paths that the images take before reaching the final classifier. A set reduce path and multiple backbone paths with multiple changeable models, which use multiple feature extractors which will be used for classification in the discriminatory path.

In order to analyze the effects of Set Reduce on the total model, they use varying numbers of set reduce operations to investigate the best number to use. The conclusion of this experiment is that it varies with the underlying models that are used. Some models perform better with fewer set reduce operations while some models fare better with more. However, all of the models per-formed better with some form of Set reduce operations in contrast to none at all, suggesting that the method proposed by Ref. is of value to future detection efforts.

[3] proposes a new method for detecting deepfakes based on the optical flow of multiple frames. An example of which can be seen in Fig. 7. They extract optical flow fields containing inter-frame correlations which a CNN classifier can use as input for classification. Specifically, optical flow describes using a vector matrix field on two consecutive frames and comparing the motion across frames. The author hypothesized that synthetically created motions would differ from those naturally captured by a camera. feed two matrices into a semi trainable CNN called flow-CNN. The results from initial experimentation presented by the authors shows that the method has promising results and could be further developed in a fully-fledged deepfake detection method. The method proposed by Ref. is different from other spatio-temporal based methods in that you only need 2 frames to classify a video. Whereas other spatio-temporal methods often need a lot of consecutive frames to classify the video correctly. This method may therefore be a lot more efficient compared to non-frame based methods.

[46] propose a novel deepfake detection method based on spatial and temporal characteristics of a video to be better generalizable to Deepfake-in-the-Wild (DFW) videos. The authors note that common deep learning methods for detecting Deepfakes lack real-world transferability and perform poorly on DFW videos. proposed an architecture based on convolutional LSTM cells combined with Residual blocks. Which is capable of utilizing both the spatial & temporal information available in consecutive frames. In addition, the authors propose a new training strategy to improve the generalizability of deepfake detection methods and included a new DFW dataset that can be used to benchmark deepfake detection methods on DFW videos. outline three different threat models that are relevant to modern day deepfake detection. These threat models can be seen in Fig. 8. In the first threat model, the in-domain-attack, the dataset that the attacker used to create the Deepfake is the same as the training set used in the detector. In a real world scenario, this is highly unlikely. In the second threat model, the out-of-domain-attack, the dataset that the attacker used is a known dataset, but different from the one used to train the detector. This is a far more likely scenario. In the last threat model, the open-domain-attack, the deepfake generated by the attacker is based on unknown datasets, i.e. DFWs. While the detector is trained on a known dataset. This is the most likely real-world scenario, while most deepfake detection schemes are unequipped to deal with such attacks. The authors then outline 3 different training strategies and how they relate to the threat models. Single domain learning is training the detector on a single dataset, while Merge learning is training the detector on multiple known datasets, which can decrease the accuracy on detection of these deepfakes as the model has to learn to many different features. Both of these types of training are insufficient for the defense against open-domain attacks. Therefore the authors propose a type of transfer learning, where initially the model is only trained on a single dataset like in single domain learning, and is subsequently trained on very small samples of other known datasets, only learning the anomalies of these other datasets compared to the original training set.

[46] confirm this theory during experimentation, the transfer learning method had considerably higher accuracy’s across multiple different datasets than the single domain learning method as well as the merge learning methods.

6.2.8. Vanishing gradient problem

[20] describes the vanishing gradient problem, which is the problem that when back-propagating through a neural network the partial derivatives of each layer are calculated, when the value of the partial derivative starts getting lesser then one, the weights of that layer of neurons is not properly adjusted. This value gets lower as the back propagation gets closer to the beginning, which means that the value of the weights of the features examined at the beginning of the network are not properly adjusted and thus not taken into account in the final model. [20].

6.2.9. Platforms

[30] proposes an open web-based platform called Deep-fake-o-meter which hosts more than 10 state-of-the-art detection models to help anyone with detecting deepfakes. It can be used to compare the efficiency of multiple Deepfake de-tection algorithms on a single input. The authors provide the design of an architecture of the front-end, back-end and data synchronization components. A user can upload a video, select the desired detection methods, and input his email. After processing is done on the back-end of the software, the user will re-ceive an email containing detailed results regarding detection. This method is useful for developers of deepfake detection algorithms to run their algorithms on a remote server. As well as researchers looking to benchmark their own de-tection algorithms against state-of-the-art methods and users to detect whether a certain video is a deepfake or not.

[42] propose a deepfake detection system aimed at journalists. The authors choose a video detection model and construct their own temporal based detection model including frame-level artifacts, inspired by an RNN-based deepfake detection model. In addition, they explore the capabilities of fake audio de-tection model. Both models showed a good AUC for fake video and audio detection, however the paper was aimed at journalists, so the main contribution of the paper was the design of an intuitive application which can be used by journalists to determine whether a video is real or fake.

6.3. Improving detection methods

In order to improve the defenses against Deepfakes in digital forensics, re-searchers sometimes take on the role of the attacker to expose vulnerabilities of current methods. This often leads to increased efforts to cover these vulnerabilities and improves the overall defense against deepfakes. [7] expose multiple vulnerabilities of modern day deepfake detection methods by implementing two types of attacks specifically to confuse neural network classifiers. The white-box attack can reduce the classification accuracy of a specific classifier to almost 0% [7]. In addition, the
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authors develop a black-box attack that reduces a random classifiers area under the Curve (AUC) to below 0.2, showing that most state-of-the-art detection methods are vulnerable to specific attacks. The authors state that they do not wish to weaken the detection efforts but that they are mainly concerned with strengthening the current forensic methods, therefore they did not release the source code used for the attacks [7]. use a white-box method called Distortion-minimizing attack to attack a well-known detection method from Ref. [48] by modifying some pixels automatically that are used to minimize the loss function in the classifier. Automatically targeting these specific pixels makes it so that you only have to change a small percentage(4%–11%) of pixels to confuse the classifier and make it misclassify 89.7%–100% of all fake images [7]. The optimal number of pixels is calculated using a formula that optimizes the amount of fake images misclassified while minimizing the amount of modified pixels. In addition, two other white-box attack methods tested on different detection methods are described by the authors, which perform similarly to the method described above. The Black-box transfer attack is more relevant to real world scenario’s since in the real world the adversary would not know what kind of defense is being used and that he knows the general strategy of the defense. The authors built their own classifier and created an attack based on their own classifier, then transferred this method to detection method of [48] which reaches a significantly higher accuracy than the authors’ method. The transferred attack still reduced the AUC of the classifier from 0.96 to 0.22 [7]. Which is weaker than the white-box attacks, but still very significant in a real world scenario, as this makes the classifier completely unreliable. An example both of these types of attacks can be seen in Fig. 9.

6.4. Datasets

The deepfake detection research community has brought forth a lot of datasets which can be used as training and testing sets as well as provide a benchmark against other deepfake detection methods. This section will provide an overview of the often used and most recent datasets.
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6.4.1. FaceForensics++

The most commonly used dataset is the FaceForensics++ (FF++) dataset from Ref. [41], which combines several other datasets into a single dataset [41]. created an automated benchmark for facial manipulation detection. The benchmark includes Deepfakes, Face2Face, FaceSwap and NeuralTextures as the facial manipulation standard at random levels of compression and size. This research is relevant to the deepfake detection efforts as detection algorithms can now be benchmarked against each other and real-world data. The benchmark is also measured against a human baseline [41].

[41] shows that they can reliably detect facial manipulations and outperform humans by using convolutional neural networks to extract image features. The neural network in particular is trained in a supervised way, which means that a large training and testing set of 1.8 m images extracted from a 1000 videos is created with ground truth classifications [41]. The large scale dataset of facial manipulations is created based on methods like Face2Face and Faceswap and also including Deepfakes and Neuraltextures. The generated dataset is then compressed using the most common method of compression in social media applications, to create high-quality and low quality videos [41].

The detection methods are benchmarked against a human test were it was treated as a binary classification problem [41]. For the most part, the humans test barely outperformed random chance for most types of manipulations, even performing worse than random chance in the NeuralTextures accuracy. To benchmark the detection methods [41], manually selected one challenging frame from each of the 1000 videos. Either from a manipulated video or the original footage. Most detection methods explored in the article seem to perform significantly worse on lower quality videos. Reaching relatively high accuracy’s on the pristine and high quality compressed videos, but much lower accuracy on the low quality compressed videos. This presents a challenge to detection methods to improve the detection of low quality videos were artifacts may not be very obvious.

6.4.2. CelebDF

[29] present a new large-scale high quality deepfake dataset called CelebDF, containing 5639 challenging deepfake videos of celebrities generated through an improved synthesis process. This dataset is widely used by many modern state-of-the-art detection methods to assess the accuracy and efficiency of the detection method compared to other detection methods. The aim of the authors was to bridge the gap between the quality of deepfakes in detection datasets and actual deepfake videos found on the internet. The datasets used at the time of writing the article had lots of obvious artifacts and weirdly synthesized faces which can easily be identified by humans. So high detection accuracy on these datasets may not be relevant when these methods are actually used on real deepfakes [29]. also include 590 real videos which are from youtube videos containing celebrity interviews. The Deepfakes are made using an improved DeepFake creation algorithm. With several measures in place to reduce traditional problems with deepfakes such as a color mismatch, temporal flickering and inaccurate face mask [29]). An example of images from CelebDF can be seen in Fig. 10. The images on the left are genuine, all other images are deep-fakes.

6.4.3. Deepfake detection challenge

In 2018 AWS, Facebook, the Partnership on AI’s Media Integrity Steering Committee, and academics all came together to create the DeepFake Detection challenge (DFDC) [24]. With one millions dollars as prize money, the challenge was aimed at increasing effort spent into deepfake detection research. Along with the challenge, a new dataset was released consisting of over 470gb of training data [24]. The dataset was created with paid actors and features over 100.000 clips from several different deepfake creation algorithms [24]. It is currently the largest available dataset for deepfake detection.

6.4.4. Other datasets

In addition to the datasets mentioned earlier, there are several other recent and often used datasets such as Face2Face (F2F), DeepfakeTIMIT, FaceSwap (FS), DeepfakeDetection (DFD). Some of these datasets are a bit older and are not used that often anymore.

Fig. 10. CelebDF example from [29].
6.5. Prevention

In addition to deepfake detection methods, digital forensics research also concerns itself with alternative methods to ensure media authenticity.

6.5.1. Proof of authenticity

Proof of authenticity is another theme that emerged in the literature. Instead of detecting fake videos, proof of authenticity systems try to verify that a piece of content is real at the moment it is made [13].

In addition to deepfake detection methods, digital forensics research also concerns itself with alternative methods to ensure media authenticity. They also mention a few challenges and drawbacks of the proposed DLT system. Current research is mostly focused.

Around verifiable fake content, while other types of fake news that cannot be proven false are ignored. Scalability of such a system may also prove to be a major problem, as the level of required decentralization needed to achieve the benefits of the system could impact its performance. Additionally, current proposals are mostly based on cryptographic hashes, which completely change if for example a single pixel of an image is changed, resulting in reduced traceability of content [13].

This problem is especially relevant to deepfakes which swap out multiple pixels in a piece of content. The problem can be resolved by using different methodology for storing content on the blockchain, but current proposed methods are not capable of these alternative methods. In conclusion, the use of DLT’s would make handling of disinformation, including deepfakes, a lot easier by providing a variety of methods for authenticity, verification, transparency and traceability [13].

[8] proposes a proof of authenticity (PoA) method based on blockchain technology to prevent deepfakes from spreading misinformation. The proposed framework would require multimedia content to be hashed and deep encoded with CNN-LSTM as a PoA blockchain based service to ensure its unaltered authenticity. The authors employ IBM’s Hyperledger Fabric framework 2.0 so that users still have sovereignty over their media content. On this blockchain, a user would be able to trace the Media back to its source and verify its authenticity by viewing the changes a piece of content has undergone. This method lacked scalability, since maximum transaction payload was limited to 100 mb as the Hyperledger Framework was only able to handle these transaction loads [8].

However, it may prove useful for highly sensitive content such as presidential speeches, which on a distributed ledger with a representative hash would be able to be authenticated. This method would also allow owners of content to grant rights to specific users to use and modify their content, through a smart contract-based system [8].

In [44] the problem of deepfakes is approached in a different way than detection. The authors aim to disrupt facial landmark extraction of the input images of deepfake generation software so that the deepfakes that are created are of lesser quality and easier to detect. They achieve this by using adversarial perturbations of the image. A method which they call landmark breaker, since it is supposed to break the state-of-the-art facial landmark extractors. This method could protect
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videos from being manipulated as the landmarks which the network uses to synthesize the faces on are detected incorrectly, which leads to a weird, obviously fake result [44]. The method makes use of a new loss function which aims to make the error between predicted and original heatmaps more likely [44]. Initial experiment performed by the authors on the Celeb-DF dataset with multiple state of the art facial landmark extractors proof that the method is effective in disrupting landmark extraction. The resulting deepfakes from these algorithms are obviously fake. Similarly to Refs. [34,44] proposes a watermark-based system to prevent images from being manipulated by a neural network. The watermarked image turns into a blurry image when it is manipulated by a neural network, as the features of the image are extracted incorrectly [34]. The watermark is not visible for humans in the original image but will disrupt the manipulation of the image anyway. The watermark module used in this method is built with a convolutional network which extracts the facial information and a deconvolutional network generates the watermark of the image [34]. An attention module is used to only apply the watermark in the facial area of the image. This is not the first watermark-based model, but in the results, this model is significantly faster for the Celeb-DF dataset than other state-of-the-art watermarking methods.

6.5.3. Social verification

[47] propose a social verification method to combat deepfakes in which video’s of speakers are captured from multiple different angles. The facial geometry consistency is then analyzed and potential manipulations will be easily detected. The authors show that they can detect small manipulations such as subtle mouth movements out of a set of 6 videos using 2d mouth landmark motion. This setup might be useful in the battle against live deepfakes in which the speakers face is being deepfaked in real time. As the use of 6 different viewing angles will make this hard to achieve in addition to the manipulation detection method. In addition to the method, the author also created their own dataset consisting of 25 speakers from multiple viewing angles, with subtle manipulations in some of the videos.

6.6. Conclusion

There are many methods currently available to forensic analysts to prevent the negative effects of deepfakes. Current deepfake detection methods seem to be an effective tool for detecting fake videos. The machine learning models can reach high detection accuracies on large datasets of high-quality deepfakes. However, most state-of-the-art detection methods are not equipped to handle out-of-domain data and deepfakes in the wild. Which is supposed to be the main use of deepfake detection algorithms. Currently, the detection algorithms, save a few specifically designed for DFWs, are hampered by the way they are trained and the public datasets that are used to validate these detection methods. It is a difficult problem to handle out-of-domain data, although some detection methods such as [26,46] are better equipped for this type of detection. GANs allows for the easy creation of relatively high-quality deepfakes. The re-search into detection techniques also fuels the development of better technology which is able to avoid detection. This arms race in detection and creation has enabled high quality, hard-to-detect deepfakes to emerge. These are not easily created and have to be made by someone with experience and expertise on the subject, but the development of the GANs will allow for high-quality deepfakes to be made by anyone. The existence of these high-quality deepfakes which might be hard to detect means that not only will videos have to be proven fake, it will also be necessary to be able to prove that videos are real. Which current most of the current detection methods are unable to do due to the lack of transparency in how the model got its results. Current AI methods often don’t offer an explanation as to what clues it used to determine why a frame is con-sidered fake. Deepfake detection will always be behind the deepfake creation, as the detection techniques are reactionary by definition. Anyone with malicious intent could create a very realistic deepfake that easily evade detection in modern state of the art methods [7]. has also shown that current detection methods are still very vulnerable to specific attacks such as adversarial fakes. Solving this problem will prove difficult if we keep training and benchmark-ing the detection methods in the same way. Generalizability should therefore be the most important research topic. Blockchain and smart contract methods may be a solution, although current implementations of this are not scalable and severely lacking in the tools needed to execute this type of proof-of-authenticity platform. In addition, the required amount of adoption of such a system to make it work will not be realistically reached anytime soon. In conclusion, the current available methods to prevent the negative effects of deepfakes are not sufficient. It is still hard to prove why a video is real, which is relevant in a forensic scenario. Authenticating content when it is created might be a solution in the future. However, current implementations are not scalable, will require widespread adoption, and offer no solutions to deepfakes in the short term.

7. Gait analysis

The field of forensic gait analysis is researched in United Kingdom, Australia, India China and the Netherlands. Also in this field over 7000 hits are found with google scholar from 2018. For this reason a selection of the most relevant papers is given.

In the United Kingdom standardization is sought for gait analysis [127] were a code of practice is written. Professor Birch in the United Kingdom has published many papers and even a book on the accuracy of gait analysis, since it appears to be overstated by some others ([63–67, 91]).

In the Netherlands, the University of Groningen has been active on modeling gait also with a modeling tool for gait as well as measuring it with a model [143]. Also, the Netherlands Forensic Institute has written a critical review article on the state of the art in 2018 [141].

In Australia, there were also issues with gait analysis in court according to Ref. [80]. If presented incorrectly in court it can provide miscarriages of justice. The evidence from gait analysis should also not be overstated according to research from Seckiner [133,134]) and also CCTV distortions and artifacts have to be taken into account.

For research databases [139] have been provided by different groups (Birch et al., 2018; Makihara et al., 2020; Uddin et al., 2018). Also deep learning is used for training the algorithms based on these databases [88, 115,126,130,131]. Click or tap here to enter text. The practical use in forensic science appears to be limited currently of these trained networks.

The history of gait analysis as evidence is described by Nirenberg [123,123] Often gait analysis is used as last resort, if face coverings are used [138].

The University of Copenhagen also did a retrospective review on their research on gait analysis, since they were one of the first publishing on this in forensic literature [121].

The standard of evidence admissibility in the United States also has been discussed [104,105] Furthermore, there are many papers that discuss the reliability of gait analysis [60,68,72,89,93,94,96,105,106, 108,116,120,123,125,126,129,130,132,136,146,144].

8. Conclusion

Gait analysis in CCTV can be conducted, however quality assurance and adhering to standards is important. Also if multiple cameras are available this can help. Gait is a variable biometric. Since people wear clothes most often, some of the features that can be used in gait comparison are concealed, so attention should be given to these.

9. ENF in Video

The Electric Network Frequency (ENF) in Video is available by
11. Photo Response Non Uniformity (PRNU)

The method can be used for forging attacks [118] and detecting malicious frame injection attacks in CCTV [119].

Other authors report the use in smart cities [146] though also the recording device identification is described [69].

10. Conclusion

ENF in video by the use of the rolling shutter effect can in optimal conditions be used for estimation of when a recording has been made. Validation remains important and care has to be given to not overstate conclusions.

11. Photo Response Non Uniformity (PRNU)

The use of Photo Response Non Uniformity is well known to work on camera identification (same source or different source) and also determining with which camera a model a video has been captured.

The method has been used also in deepfake research in several instances, which provides an additional way of research [103,142,148,151].

There is also some criticism on the PRNU pattern itself and its uniqueness as such. [73] [98,99,101].

Also newer video databases are developed, which are important for the field [79,83], [85,135] since the pattern changes with new cameras, as also can be seen with the newer smartphones.

Knowledge of the video format is important to know which frames should be selected for the PRNU [59,77,97,100,101,111].

Recompression by social media platforms might alter the PRNU pattern itself [95,107] Click or tap here to enter text.

Publications on using AI in camera model determination from video forensics is attracting attention [57,58,92,113,145].

Finally new methods for PRNU extraction that are faster or more useful for certain settings (such as motion compensation) in video cameras are important since the rate of change in this field is fast [74, 101,110,111,114,147].

12. Conclusion

The field of PRNU in video forensics is moving fast. It can be used for manipulation detection as well as camera source determination. Due to motion compensation methods in the cameras as well as compression, faster and better algorithms are needed for PRNU, and much research is available. There is some criticism on the uniqueness of the PRNU pattern, and for this reason validation by using same camera and same model references is advised.
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