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1 Introduction

Measurements of the production of $W$ and $Z$ bosons with associated high energy photons provide important tests of the Standard Model (SM) of particle physics. The $W\gamma$ process is directly sensitive to the triple gauge boson couplings predicted by the non-Abelian SU(2)$_L \times$ U(1)$_Y$ gauge group of the electroweak sector. The triple gauge boson couplings in the $Z\gamma$ process vanish in the SM at tree level. Physics beyond the SM such as composite structure of $W$ and $Z$ bosons, new vector bosons, and techni-mesons would enhance production cross
sections and alter the event kinematics. Data taken with the ATLAS detector [1] provide a new opportunity to study $W\gamma$ and $Z\gamma$ production using the high energy $pp$ collisions provided by the Large Hadron Collider (LHC). Previous hadroproduction measurements have been made at the Fermilab Tevatron collider by the CDF [2] and D0 [3] collaborations using $p\bar{p}$ collisions at $\sqrt{s} = 1.96\text{ TeV}$ and at LHC by the CMS [4] collaboration.

Our studies use measurements of $pp \to l^\pm\nu\gamma + X$ and $pp \to l^+l^-\gamma + X$ production at $\sqrt{s} = 7\text{ TeV}$ with an integrated luminosity of approximately $35\text{ pb}^{-1}$. Events are selected by requiring the presence of a $W$ or $Z$ boson candidate along with an associated isolated photon having a transverse energy $E_T > 15\text{ GeV}$ and separated from the closest electron or muon $l$ by $\Delta R(l, \gamma) > 0.7$.

The sources of the $l^\pm\nu\gamma$ and $l^+l^-\gamma$ final states are $W\gamma \to l^\pm\nu\gamma$ and $Z\gamma \to l^+l^-\gamma$ production, as well as QED final state radiation from inclusive $W$ and $Z$ production: $W \to l^\pm\nu \to l^\pm\nu\gamma$, $Z \to l^+l^- \to l^+l^-\gamma$ (figure 1). The data also include events with photons coming from hard fragmentation of a quark or gluon (see figure 2 for the case of $l\nu\gamma$). This source, while reduced by the photon identification and isolation requirements, cannot be neglected and is considered as a part of the signal process in the analysis presented here. Throughout this document the label “Z” refers to $Z/\gamma^*$ and the notations $W\gamma$ and $Z\gamma$ are used to denote the $l^\pm\nu\gamma$ and $l^+l^-\gamma$ final states.

2 Monte Carlo simulations of standard model predictions for the $W\gamma$ and $Z\gamma$ signal and backgrounds

Monte Carlo (MC) event samples with full ATLAS detector simulation are used for comparisons of the data to the theoretical expectations for the $W\gamma$ and $Z\gamma$ signals and various backgrounds. In this section the details of the MC event generators are described.

Since next-to-leading-order (NLO) generators with parton shower simulation are not available for the $W\gamma$ and $Z\gamma$ signal processes, they are generated with a MADGRAPH [5] leading-order (LO) matrix-element generator interfaced to PYTHIA [6] for gluon radiation and hadronization, and PHOTOS [7] for photon radiation off the electron or muon in the $W$ and $Z$ decay. The simulations of the signal processes using the MADGRAPH generator include interference effects between amplitudes, and effects from boson decay widths. The matrix-element calculation uses the leading-order parton distribution function (PDF) sets CTEQ6L1 [8], and the corresponding ATLAS MC tune 2009 [9]. Both the $W\gamma$ and $Z\gamma$ MADGRAPH samples are generated with photon $E_T > 10\text{ GeV}$ and $\Delta R(l, \gamma) > 0.5$.

Figure 1 illustrates the dominant sources of $W\gamma$ and $Z\gamma$ events. The final state radiation (FSR) from $W\gamma$ ($Z\gamma$) events are identified with a cut on the invariant mass of the lepton-neutrino (opposite charged di-lepton) at the parton generator level. Those $W\gamma$ ($Z\gamma$) events with $m(l\nu) < 74\text{ GeV}$ ($m(ll) < 85\text{ GeV}$) are categorized as FSR. The remaining

\begin{equation}
\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}
\end{equation}

$\gamma^*$ denotes an off-shell photon.
**Figure 1.** Feynman diagrams of $W\gamma$ and $Z\gamma$ production in (a) u-channel (b) t-channel and (c) final state photon radiation (FSR) from the $W$ and $Z$ boson decay process. (d) Feynman diagram of $W\gamma$ production in the s-channel.

**Figure 2.** Diagrams of the signal contributions from the $W+q(g)$ processes when a photon emerges from the fragmentation of the final state parton.
events are identified as initial state radiation events (ISR). The $W\gamma$ and $Z\gamma$ ISR events include those with photon radiation from initial state quarks, and for $W\gamma$ production, from the $WW\gamma$ vertex (see figure 1 (d)). The division of the generated LO events into FSR and ISR categories is needed in order to apply the higher order perturbative corrections described below.

There are significant modifications to the LO electroweak $W\gamma$ and $Z\gamma$ cross sections due to QCD corrections, as in the case of inclusive $W$ and $Z$ boson production. To introduce QCD corrections, our approach is to weight the fully simulated LO MC events with NLO $k$-factors. NLO predictions considering both QED and QCD vertices ($O(\alpha_\text{S})$) are determined using the Baur program [10, 11], a matrix element parton generator with complete next-to-leading-logarithm diagrams for $W\gamma$ and $Z\gamma$ production using narrow width approximations for the $W$ and $Z$ bosons. The NLO Baur calculations for $W\gamma$ and $Z\gamma$ di-boson production do not include FSR off the decay leptons. Therefore a $k$-factor $k_{\text{ISR}}$ determined by comparing the Born level and the NLO Baur MC calculations, is applied to LO events identified as ISR as described above. For the FSR LO event weighting a $k_{\text{FSR}}$ is determined using an inclusive $W/\bar{Z}$ NLO calculation with the assumption that inclusively produced bosons have the same production dynamics as those with radiation off the decay leptons. To suppress photon signal contributions from quark/gluon fragmentation [12] (see figure 2 for the case of $l^\pm \nu \gamma$) isolation cuts are applied to the photons selected in the $W\gamma$ and $Z\gamma$ data and those from simulated quark/gluon fragmentation in the NLO generator. The events used for the NLO $k$-factor calculation and for the theoretical cross section predictions are generated with $\epsilon_h < 0.5$, where $\epsilon_h$ is an isolation criterion at generation level. The variable $\epsilon_h$ ($\epsilon_p^h$) is used for the definition of isolated photons, at the parton (particle) level and is defined as the ratio of the sum of energies carried by the partons (particles) emerging from the quark/gluon fragmentation processes (excluding the photon) to the energy carried by the fragmented photon. The isolation criteria are applied using an $\eta - \phi$ cone of 0.4 centered on the photon. With these isolation cuts the quark/gluon fragmentation photons are estimated to contribute about 8% of the photons in the generated $W\gamma$ and $Z\gamma$ events.

In comparing the data to SM signal predictions, the background processes considered are $W/Z+$jets, $W \rightarrow \tau \nu$, $Z \rightarrow ll$ (background for the $W\gamma$), and $t\bar{t}$. The backgrounds from the production of single-top, direct single photon, dibosons ($WW/WZ/ZZ$) and QCD multi-jets are found to be negligible. We use the POWHEG [13] generator to simulate the $t\bar{t}$ production, with PYTHIA used to model parton showers. All other background sources are simulated with PYTHIA. For comparison to data, the cross sections for the background processes are normalized to the results of higher order QCD calculations. All signal and background samples were generated at $\sqrt{s} = 7$ TeV, and then processed with a GEANT4 simulation of the detector [14]. The MC samples are simulated with on average two primary interactions but matched to data-taking conditions by weighting each event to obtain the primary vertex multiplicity distribution observed in data.

3 The ATLAS detector

The ATLAS detector [1] consists of an inner tracking system (inner detector, or ID) surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, elec-
The ATLAS detector has a three-level trigger system. The first level trigger is largely based on custom built electronics that examine a subset of the total detector information to decide whether or not to record each event, reducing the data rate to below the design value of approximately 75 kHz. The subsequent two trigger levels run on a processor farm and look at more detector information with greater precision. They provide the reduction to a final data-taking rate designed to be approximately 200 Hz.

4 Data samples

Events in this analysis were selected by triggers requiring at least one identified electron or muon candidate. The electron and muon trigger configurations changed during the data taking period in order to keep up with the increasing instantaneous luminosity delivered by the LHC. The strictest trigger selection criteria were applied in the last data taking period where leptons reconstructed at the third level of the trigger system were required to have $E_T > 15$ GeV (electrons) and $p_T > 13$ GeV (muons). Application of beam, detector, and data-quality requirements resulted in a total integrated luminosity of 35.1 pb$^{-1}$ (33.9 pb$^{-1}$) for the events collected with the electron (muon) trigger. The uncertainty on the absolute luminosity determination is 3.4 % [15, 16].

5 Reconstruction and selection of $W\gamma$ and $Z\gamma$ candidates

In this analysis the $W\gamma$ final state consists of an isolated electron or muon, large missing transverse energy due to the undetected neutrino, and an isolated photon. The $Z\gamma$ final state contains one pair of $e^+e^-$ or $\mu^+\mu^-$ leptons and an isolated photon. Collision events
are selected by requiring at least one reconstructed primary vertex consistent with the average beam spot position and with at least three associated tracks. The efficiency to reconstruct the primary vertex for $W\gamma$ and $Z\gamma$ events is 100%. The selection criteria for electrons, muons and transverse energy follow closely those used for the $W$ and $Z$ boson inclusive cross section analysis [17]. The selection criteria for the photon are similar to those used for the analysis of inclusive photon production [18].

5.1 Reconstruction of electrons, muons, photons and missing transverse energy

The muon candidates are reconstructed by associating the muon tracks in the MS to the tracks in the ID [17]. The combined track parameters of the muon candidates are derived using a statistical approach based on their respective errors. The selected muon candidate is a combined track from the primary vertex with $p_T > 20$ GeV and $|\eta| < 2.4$, and is isolated by requiring that the summed $p_T$ of the tracks in a 0.4 radian cone around the muon candidate is less than 20% of the muon $p_T$. The $p_T$ measured by the MS alone must be greater than 10 GeV. A quality cut based on the difference in the $p_T$ measured independently in the ID and MS is applied to improve the purity of the muon candidates. To ensure a high quality track of the combined muon candidate, a minimum number of hits in the ID is required [19]. For the $W\gamma$ measurement in the muon channel, at least one muon candidate is required in the event, whereas for the $Z\gamma$ measurement, the selected events must have exactly two oppositely charged muon candidates.

The electron candidates are reconstructed from an electromagnetic calorimeter cluster associated with a reconstructed charged particle in the ID. The electron identification algorithm, which only considers electron candidates in the range $|\eta| < 2.47$ and excluding the region $1.37 < |\eta| < 1.52$, combines calorimeter and tracking information and provides three reference sets of selections (“loose”, “medium” and “tight”) with progressively stricter identification criteria and stronger jet rejection [17]. For the “medium” selection, information about the shower shape and width of the cluster, the quality of the associated track, and the cluster/track matching, as well as the energy deposited in the hadronic calorimeter are used for the identification. The “tight” selection uses in addition the ratio of cluster energy to track momentum, the particle identification potential of the TRT and stricter track quality requirements to further reject charged hadrons and electrons from photon conversions [17]. A set of cuts on these discriminating variables are identified to maximize the background rejection while keeping a high electron signal efficiency. Such cuts are determined for different pseudorapidity and $E_T$ regions to maintain a high electron efficiency across the detector and over the electron transverse energy range. The selection of $Z\gamma$ events requires two oppositely charged “medium” electrons with $E_T > 20$ GeV. For the $W\gamma$ selection one “tight” electron is required in the event with $E_T > 20$ GeV. The event is rejected if there is an additional “medium” electron candidate present that passes the same kinematic cuts.

The photon candidates use clustered energy deposits in the EM calorimeter in the range $|\eta| < 2.37$ (excluding the region $1.37 < |\eta| < 1.52$) and with $E_T > 15$ GeV. As for electrons, the photon identification is based on discriminating variables computed from
calorimeter information which provides a good separation of signal from background. In particular the high granularity of the first (strip) layer in the \( \eta \) direction that covers up to \( |\eta| < 2.4 \), provides a very effective discrimination between single photon and multiple-photon showers produced in meson (e.g. \( \pi^0, \eta \)) decays. A set of cuts on these discriminating variables is identified for different pseudorapidity regions. The cuts are applied separately for converted and unconverted photons to account for the wider shower shapes of the former due to the opposite bending of the two legs from the conversion in the solenoid magnetic field. To further reduce the background due to photons from \( \pi^0 \) and \( \eta \) decays, an isolation requirement of \( E_{\text{iso}}^T < 5 \text{ GeV} \) is applied. \( E_{\text{iso}}^T \) is the total transverse energy recorded in the calorimeter (of both electromagnetic and hadronic systems) in a cone of radius \( \Delta R = 0.4 \) around the photon direction (excluding a small window of \( 0.125 \times 0.175 \) in the \( \eta-\phi \) space which contains the photon energy deposit). \( E_{\text{iso}}^T \) is corrected for the leakage of the photon energy into the isolation cone and the contributions from the underlying and pile-up activities in the event [18].

The reconstruction of the missing transverse energy (\( E_{\text{T}}^{\text{miss}} \)) follows the definition in ref. [17]. The \( E_{\text{T}}^{\text{miss}} \) calculation is based on the energy deposits of calorimeter cells inside three-dimensional clusters. Corrections for hadronic to electromagnetic energy scale, dead material, out-of-cluster energy as well as muon momentum for the muon channel are applied. Events that have sporadic calorimeter noise and non-collision backgrounds, which can affect the \( E_{\text{T}}^{\text{miss}} \) reconstruction, are removed [20].

5.2 Event selection

In addition to the presence of one high \( p_T \) lepton and one high \( E_T \) isolated photon, \( W \gamma \) candidates are required to have \( E_{\text{T}}^{\text{miss}} > 25 \text{ GeV} \) and the transverse mass of the lepton-\( E_{\text{T}}^{\text{miss}} \) system \( m_T(l, \nu) > 40 \text{ GeV} \), where \( m_T(l, \nu) = \sqrt{2 p_T(l) \cdot E_{\text{T}}^{\text{miss}} \cdot (1 - \cos \Delta \phi)} \), and \( \Delta \phi \) is the azimuthal separation between the directions of the lepton and the missing transverse energy vector. For \( Z \gamma \) candidates, the invariant mass of the two opposite charged leptons \( (m_{l+\bar{l}-}) \) is required to be greater than 40 GeV. In both \( W \gamma \) and \( Z \gamma \) analyses, a \( \Delta R(l, \gamma) > 0.7 \) cut is applied to suppress the contributions from FSR photons in the \( W \) and \( Z \) boson decays. A total of 192 \( W \gamma \) candidates (95 in the electron and 97 in the muon channel) and 48 \( Z \gamma \) candidates (25 in the electron and 23 in the muon channel) pass all the requirements.

5.3 Kinematic distributions of event candidates

The distributions of kinematic variables from the data are compared to signal plus background expectations using the combined electron and muon channels for the selected \( W \gamma \) and \( Z \gamma \) event candidates. The distributions of the photon \( E_{\text{T}} \), \( \Delta R \) between lepton and photon, the two body transverse mass \( m_T(l, \nu) \) and the three body transverse mass \( m_T(l, \nu, \gamma) \) of \( W \gamma \) candidates are shown in figure 3. The three body transverse mass, \( m_T(l, \nu, \gamma) \), is defined in Equation (5.1) [10]

\[
m_T^2(l, \nu, \gamma) = \left( \sqrt{M_T^2 + (p_T(\gamma) + p_T(l))^2 + E_{\text{T}}^{\text{miss}}} \right)^2 - |p_T(\gamma) + p_T(l) + E_{\text{T}}^{\text{miss}}|^2 \quad (5.1)
\]

where \( M_{l\gamma} \) is the invariant mass of the lepton-photon system. In the photon distribution (figure 3a) the data show a slight excess over expectation at high \( E_{\text{T}}^{\gamma} \). However the excess
Figure 3. Distributions for the combined electron and muon decay channels of the photon transverse energy (a), \( \Delta R \) between lepton and photon (b), two body transverse mass \( m_T(l,\nu) \) (c) and three body transverse mass \( m_T(l,\nu,\gamma) \) (d) of the \( W\gamma \) candidate events. MC predictions for signal and backgrounds are also shown.

is not significant as there are 9 observed events for \( E_T^\gamma > 85 \text{ GeV} \) and we expect about 5 events.

The distributions of the three body invariant mass \( m_{l+\ell-\gamma} \) and the two-dimensional plots of \( m_{l+\ell-\gamma} \) vs \( m_{l+\ell-} \) for the \( Z\gamma \) candidates are shown in figure 4. The data points are compared to the sum of the NLO SM predictions for the \( W\gamma \) and \( Z\gamma \) plus the various background contributions. All backgrounds, except the \( W+\text{jets} \) for the \( W\gamma \) analysis, are estimated from simulation and normalized with the predicted NLO cross section values. For the \( W+\text{jets} \) contribution, the shape of the background is taken from simulations while the absolute normalization is determined from a data-driven method described in section 7.

6 Efficiency estimation

6.1 Trigger efficiency

The performance of the electron high \( p_T \) trigger has been measured with data and found to be \( 99\pm1\% \) efficient for both “medium” and “tight” electrons with \( E_T > 20 \text{ GeV} \), with
6.2 Lepton identification efficiency

The electron identification efficiency $\varepsilon_{e}^{\text{ID}}$ is defined as the probability of electrons in signal events reconstructed within the kinematic and geometric requirements to pass the identification quality cuts [17]. The efficiency for the “tight” selection in $W\gamma$ events is $73\pm4\%$. For the “medium” selection in $Z\gamma$ events, the efficiency is $92\pm2\%$ and $87\pm3\%$ for the leading and sub-leading electron, respectively. These efficiencies are evaluated from signal MC events with scale factors applied to correct for discrepancies with data. The scale factors are obtained by comparing the electron efficiency in MC to an in situ electron efficiency measured in data from unbiased probe electrons selected together with a well identified tag electron in $Z \to e^+e^-$ candidate events, and from unbiased probe electrons in selected $W \to e\nu$ candidate events with large and isolated $E_T^{\text{miss}}$ recorded by the $E_T^{\text{miss}}$ trigger. The uncertainties on $\varepsilon_{e}^{\text{ID}}$ account for background contamination in the unbiased probe electron sample, and the potential bias from tag requirements of the in situ efficiency measurement. The results of the two in situ efficiency measurements from $Z \to ee$ and $W \to e\nu$ are combined with weights proportional to their uncertainties.

Unbiased muons from $Z \to \mu^+\mu^-$ candidate events are used to cross check the muon identification efficiency $\varepsilon_{\mu}^{\text{ID}}$ calculated with the MC signal sample [17, 19]. The single muon identification efficiency for the $W\gamma$ and $Z\gamma$ analyses is estimated to be $89\pm1\%$. The muon momentum scale and resolution are studied by comparing the mass distribution
of $Z \rightarrow \mu^+\mu^-$ in data and MC [17]. The uncertainty in the acceptance of the $W\gamma$ ($Z\gamma$) signal events due to the uncertainties in the corrections of the muon momentum scale and resolution of the MC is $\sim 0.3\%$ ($\sim 0.5\%$).

6.3 Photon identification efficiency

The photon identification efficiency, $\varepsilon_{ID}^\gamma$, is defined as the probability of photons in signal events, reconstructed within the kinematic and geometric acceptance to pass the photon identification requirements. The photon identification efficiency is determined from $W\gamma$ and $Z\gamma$ MC samples where the discriminating variable distributions are corrected (by simple shifts) to account for observed discrepancies between data and simulation. Corrections for each discriminating variable are calculated separately for photons in the range $|\eta| < 1.8$ and $|\eta| > 1.8$. This separation is motivated by the significantly larger discrepancies observed in the high pseudorapidity region where the amount of material in front of the calorimeter is known less well. The data/simulation corrections are determined by comparing the discriminating variable distributions for photons in signal MC samples and candidate photons in $W\gamma$ data events (before the isolation requirement). The impact of the corrections on the photon identification efficiency is $-3\%$ ($-5\%$) resulting in an estimated $\varepsilon_{ID}^\gamma$ of 71\% (67\%) for photons in the range $|\eta| < 1.8$ ($|\eta| > 1.8$). The main source of systematic uncertainty comes from the knowledge of the upstream material. A dedicated simulated sample that includes additional material in the inner detector and in front of the electromagnetic calorimeter was used to assess the impact of a different account of material budget on the photon identification efficiency. The resulting uncertainty on $\varepsilon_{ID}^\gamma$ is 6.3\% (7.5\%) for photons in the range $|\eta| < 1.8$ ($|\eta| > 1.8$). Other sources of uncertainty arise from the simple shift approximation for the data/simulation corrections (3\%), from the discriminating variable distribution bias due to background contamination in the $W\gamma$ photon candidate data sample (4\%), and from inefficiencies in the reconstruction of photon conversions (2\%). Since only prompt photons are present in the $W\gamma$ and $Z\gamma$ MC samples, the efficiency of the fragmentation photon component is calculated using an ALPGEN [21] “$W + 1$ jet” fully simulated sample by selecting events with a high $E_T$ photon produced in the jet fragmentation. The fractional contribution of fragmentation photons to the total cross section is estimated by the Baur NLO generator (see section 1) to be 8\%. Since there is a large uncertainty on the fragmentation photon contribution to the $W\gamma$ and $Z\gamma$ cross sections, a conservative error of 100\% is considered on such an estimate which leads to an additional 3\% uncertainty on the photon identification efficiency.

Taking into account all the contributions, the overall uncertainty on the photon reconstruction and identification efficiency is then estimated to be 10.2\% (13.0\%) for photons in the range $|\eta| < 1.8$ ($|\eta| > 1.8$).

6.4 Photon isolation efficiency

The efficiency, $\varepsilon_{iso}^\gamma$, of the photon isolation requirement is estimated with the signal $W\gamma$ and $Z\gamma$ MC and cross checked with data using electrons from the $Z \rightarrow e^+e^-$ sample (after taking into account the differences between the electromagnetic showering of electrons and photons). The resulting photon isolation efficiency, within its systematic uncertainty, is
found to be consistent with the one derived from the signal MC. The systematic uncertainties for $\varepsilon_{\gamma}^{iso}$ are due to the background contamination in the electron sample (1%), the shape differences of the $E_{T}^{iso}$ distribution between electrons and photons (0.6%), and the differences in $p_T$ spectrum between electrons and photons (1.5%). As for the photon identification efficiency, the $\varepsilon_{\gamma}^{iso}$ for the fragmentation components is obtained from an ALPGEN “$W + 1$ jet” fully simulated sample and an additional 3% uncertainty is quoted to account for the uncertainty on the fragmentation photon contribution. The overall $\varepsilon_{\gamma}^{iso}$ is 95% with a total estimated uncertainty of 3.3%.

7 Background determination and signal yield

The dominant sources of background for this analysis are from $W(Z)+$jets events where photons from the decay products of mesons produced by the jet fragmentation (mainly $\pi^0 \to \gamma\gamma$) pass the photon selection criteria. Since the fragmentation functions of quarks and gluons into hadrons are poorly constrained by experiments, these processes are not well modeled by $W+$jets MC simulations. For the $W\gamma$ analysis the amount of this background is estimated from ATLAS data while for the $Z\gamma$ analysis, due to the limited statistics, a MC based estimation is performed and a large uncertainty of 100% is assigned. Additional backgrounds from other processes, such as $W \to \tau\nu$, $t\bar{t}$, and $Z \to e^+e^-(\mu^+\mu^-)$ (misidentified as $W\gamma$) for the $W\gamma$ analysis, and $t\bar{t}$ and $Z+$jets for the $Z\gamma$ analysis will be referred to collectively as “$EW+t\bar{t}$ background” and their contribution is estimated from MC simulation.

The background from mesons decaying to photons is determined directly from the selected $W\gamma$ events using a two-dimensional sideband method. This allows the extraction of the $W\gamma$ signal yield directly from data. Although currently limited in statistics, this method is preferred over use of average photon background estimates from high statistics jet trigger data samples because of the very different probability for gluon and quark initiated jets to pass the photon identification criteria (estimated to be different by one order of magnitude [22]), and the poor knowledge of the quark to gluon ratio between jets in $W+$jets events and generic inclusive jet production.

The two variables used for the sideband method are $E_{T}^{iso}$ and the identification “quality” of the photon candidate. Three control regions are defined to estimate the amount of $W+$jets background in the signal region (see figure 5). The signal yield of the selected $W\gamma$ sample is extracted by simply subtracting from the number of candidate events the amount of background in the signal region $N_A$. This can be determined by studying the background in the three control regions with the assumption that for the background the ratio of isolated to non-isolated events in the sample passing the photon identification criteria ($N_B/N_A$) is the same as in the sample passing the “low quality” identification criteria ($N_D/N_C$). Finally the backgrounds in the control regions are taken directly from the number of observed events in data. Corrections are applied to subtract the contribution in these regions from signal events (estimated from MC to be around 10% in region C, few percent in region B, and to be negligible in region D) and the contribution from “$EW+t\bar{t}$ background” (of the order of 10% in all three regions).
Figure 5. Sketch of the two-dimensional plane defining the 4 regions used in the sideband method. Region A is the signal region. The non-isolated control regions (B and D) are defined for photons with \( E_{\text{iso}}^{T} > 6 \) GeV. The “low quality photon identification” control regions (C and D) include photons passing all the identification criteria except the strip layer discriminating variable requirements (see section 5.1).

<table>
<thead>
<tr>
<th>Process ( (W\gamma \rightarrow e^{\pm}\nu\gamma) )</th>
<th>Observed events</th>
<th>EW+( t\bar{t} ) background</th>
<th>( W+\text{jets} ) background</th>
<th>Extracted signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{\text{obs}} )</td>
<td>95</td>
<td>10.3 ± 0.9 ± 0.7</td>
<td>16.9 ± 5.3 ± 7.3</td>
<td>67.8 ± 9.2 ± 7.3</td>
</tr>
<tr>
<td>( N_{\text{obs}} )</td>
<td>97</td>
<td>11.9 ± 0.8 ± 0.8</td>
<td>16.9 ± 5.3 ± 7.4</td>
<td>68.2 ± 9.3 ± 7.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process ( (Z\gamma \rightarrow e^{+}e^{-}\gamma) )</th>
<th>Observed events</th>
<th>EW+( t\bar{t} ) background</th>
<th>Extracted signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{\text{obs}} )</td>
<td>25</td>
<td>3.7 ± 3.7</td>
<td>21.3 ± 5.8 ± 3.7</td>
</tr>
<tr>
<td>( N_{\text{obs}} )</td>
<td>23</td>
<td>3.3 ± 3.3</td>
<td>19.7 ± 4.8 ± 3.3</td>
</tr>
</tbody>
</table>

Table 1. Numbers of the total observed candidate events, estimated number of background and estimated number of signal events for the \( pp \rightarrow l^{\pm}\nu\gamma + X \) and \( pp \rightarrow l^{+}l^{-}\gamma + X \) selected samples. Where two uncertainties are quoted the first is statistical and the second represents an estimate of systematics. Statistical errors in MC predictions are treated as a systematic in the propagation of uncertainties on the W+jets background and the extracted signal. The W+jets background contribution is estimated from ATLAS data with a two-dimensional sideband method. For the \( pp \rightarrow l^{+}l^{-}\gamma + X \) process the uncertainty on the MC based background estimate is 100%.

The \( W+\text{jets} \) background contribution as estimated by this data-driven method is reported in table 1. In the same table the estimated \( W\gamma \) signal yield as well as the total background and signal yield for the \( Z\gamma \) analysis are shown. The effective purity, \( P \), of the \( W\gamma \) (\( Z\gamma \)) sample, defined as the fraction of signal in the selected events (after the subtraction of the “EW+\( t\bar{t} \) background” contribution), is calculated to be around 80% (85%).

The accuracy of the \( W+\text{jets} \) background determination with the two-dimensional sideband method has been carefully assessed. The uncertainty related to the definition of the control regions is determined by studying the impact of possible variations of their definitions. For the non-isolated control regions (B and D) the lower boundary of 6 GeV has been shifted by \( \pm 1 \) GeV, probing different mixtures of background and \( W\gamma \) signal event.
contamination. For the “low quality” photon identification control regions (C and D) two alternative choices of strip layer discriminating variable criteria are tested. These changes of control region definitions lead to respectively a 4% and a 9% variation of the effective purity estimate. The contamination from $W\gamma$ signal events in the control regions is strongly correlated with the photon identification efficiency in the signal region (an overestimate of the latter induces an underestimate of the former). Shifting the discriminating variable distributions of the signal MC in a way similar to the one described in section 6.3 results in an impact on the effective purity estimation of the order of 3%. Finally, the accuracy on the assumption that the correlations between the two-dimension variables (namely the energy isolation and the photon identification quantities) are negligible for background events has been evaluated by applying the same method to background samples extracted from $W+$jets MC events. The corresponding purities are all found to be compatible with zero and their values are used to determine the systematic uncertainty associated to the method, estimated to be 3%. For the “$EW+tt$ background” estimation, the corresponding NLO theoretical cross section uncertainty (between 6% to 7% depending on the process) and the luminosity uncertainty (3.4%) are used.

In figure 6a (6b), the $E_{T}^{iso}$ distribution of photon candidate events in the $W\gamma$ ($Z\gamma$) combined sample is shown along with the predicted contributions for the background.

8 Cross section measurements and comparison to theoretical calculations

8.1 Fiducial cross section measurement for $W\gamma$ and $Z\gamma$

The measurements for the fiducial cross sections for the processes $pp \rightarrow l^{\pm}\nu\gamma + X$ and $pp \rightarrow l^{+}l^{-}\gamma + X$ can be expressed as

$$\sigma_{pp \rightarrow l^{\pm}\nu\gamma(l^{+}l^{-}\gamma)}^{\text{fid}} = \frac{N_{\text{sig}}^{W\gamma(Z\gamma)}}{C_{W\gamma(Z\gamma)} \cdot L_{W\gamma(Z\gamma)}}$$

(8.1)
Table 2. Definition of the fiducial phase space at the particle level, where the measurements are performed and the extended phase space (common to all measurements), where the production cross sections are evaluated. $\epsilon_h^p$ is defined in section 2.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
 & $e^\pm \nu\gamma$ & $e^+e^-$ & $\mu^\pm \nu\gamma$ & $\mu^+\mu^-$ \\
\hline
Fiducial phase space & $E_T^{\ell}(p_T^\ell) > 20$ GeV & $E_T^{\ell} > 20$ GeV & $p_T^\ell > 20$ GeV & $p_T^\ell > 20$ GeV \\
 & $p_T^\ell > 25$ GeV & - & $p_T^\ell > 25$ GeV & - \\
\hline
$\eta_l$ & $0 < |\eta_e| < 1.37$ or $1.52 < |\eta_e| < 2.47$ & $0 < |\eta_e| < 1.37$ or $1.52 < |\eta_e| < 2.47$ & $|\eta_\mu| < 2.4$ & $|\eta_\mu| < 2.4$ \\
\hline
Boson cut & $m_T > 40$ GeV & $m_{ee} > 40$ GeV & $m_T > 40$ GeV & $m_{\mu\mu} > 40$ GeV \\
\hline
Photon & $E_T^\gamma > 15$ GeV & $E_T^\gamma > 15$ GeV & $E_T^\gamma > 15$ GeV & $E_T^\gamma > 15$ GeV \\
 & $0 < |\eta_\gamma| < 1.37$ or $1.52 < |\eta_\gamma| < 2.37$ & $\Delta R(l,\gamma) > 0.7$ & $\epsilon_h^p < 0.5$ & $\epsilon_h^p < 0.5$ \\
\hline
Phase space for production cross section & $E_T^{\ell}(p_T^{\ell}) > 20$ GeV & $E_T^{\ell} > 20$ GeV & $p_T^{\ell} > 20$ GeV & $p_T^{\ell} > 20$ GeV \\
\hline
Boson & $m_{ee} > 40$ GeV & $m_{ee} > 40$ GeV & $m_T > 40$ GeV & $m_{\mu\mu} > 40$ GeV \\
\hline
Photon & $E_T^\gamma > 15$ GeV & $E_T^\gamma > 15$ GeV & $E_T^\gamma > 15$ GeV & $E_T^\gamma > 15$ GeV \\
 & $\Delta R(l,\gamma) > 0.7$ & $\Delta R(l,\gamma) > 0.7$ & $\epsilon_h^p < 0.5$ & $\epsilon_h^p < 0.5$ \\
\hline
\end{tabular}
\caption{Definition of the fiducial phase space at the particle level, where the measurements are performed and the extended phase space (common to all measurements), where the production cross sections are evaluated. $\epsilon_h^p$ is defined in section 2.}
\end{table}

where

- $N_{W\gamma}^{\text{sig}}$ and $N_{Z\gamma}^{\text{sig}}$ denote the number of background-subtracted signal events passing the selection criteria of the analyses in the $W\gamma$ and $Z\gamma$ channels. The $N^{\text{sig}}$ values for both $W\gamma$ and $Z\gamma$ processes are given in table 1.
- $L_{W\gamma}$ and $L_{Z\gamma}$ denote the integrated luminosities for the channels of interest.
- $C_{W\gamma}$ and $C_{Z\gamma}$ are correction factors and denote the probability for events generated within the fiducial region of the phase-space (as defined in table 2) to pass the final selection requirements.

The correction factors $C_{W\gamma(Z\gamma)}$ include all trigger efficiencies, selection efficiencies and reconstruction efficiencies of the photon and leptons.

\begin{align}
C_{W\gamma} &= \varepsilon_{\text{event}}^{W\gamma} \cdot \varepsilon_{\text{lep}}^{W\gamma} \cdot \varepsilon_{\text{trig}}^{W\gamma} \cdot \varepsilon_{\gamma}^{\text{iso}} \cdot \varepsilon_{\text{reco}}^{W\gamma} \\
C_{Z\gamma} &= \varepsilon_{\text{event}}^{Z\gamma} \cdot (\varepsilon_{\text{lep}}^{Z\gamma})^2 \cdot \varepsilon_{\text{trig}}^{Z\gamma} \cdot \varepsilon_{\gamma}^{\text{iso}} \cdot \varepsilon_{\text{reco}}^{Z\gamma}
\end{align}

where
$\hat{\varepsilon}_{W\gamma}^{\text{trig}}$ and $\hat{\varepsilon}_{Z\gamma}^{\text{trig}}$ denote the probability of $W\gamma$ and $Z\gamma$ events to be recorded by the electron or muon trigger.

$\varepsilon_{\text{event}}^{W\gamma}$ and $\varepsilon_{\text{event}}^{Z\gamma}$ denote event selection efficiencies (including efficiency of primary vertex requirement).

$\varepsilon_{\text{lep}}^{ID}$ denotes lepton identification efficiency.

$\varepsilon_{\gamma}^{ID}$ denotes photon identification efficiency.

$\varepsilon_{\gamma}^{\text{iso}}$ denotes photon isolation efficiency.

$\alpha_{\text{reco}}^{W\gamma}$ and $\alpha_{\text{reco}}^{Z\gamma}$ account for all differences observed between the efficiencies of applying the kinematic and geometrical cuts at generator level and reconstruction level. Their values are not closed to 100% mainly due to acceptance loss of the electron and photon reconstruction caused by some inoperative readouts in the electromagnetic calorimeter, reconstruction efficiencies of the leptons and photon, and the detector resolution on the lepton transverse momenta/energies and on the missing transverse energy.

The central values of the correction factors $C_{W\gamma}$ and $C_{Z\gamma}$ are computed using $W\gamma$ and $Z\gamma$ signal MC samples, with scale factor corrections to account for discrepancies in trigger, lepton and photon selection efficiencies between data and MC, as described in section 6. The central values of the correction factors $C_{W\gamma}$ ($C_{Z\gamma}$) of both electron and muon channels together with their components are given in table 3.

The breakdown of the uncertainties on $C_{W\gamma}$ and $C_{Z\gamma}$ is reported in table 4 and 5. The uncertainties related to the efficiency components of $C_{W\gamma}$ and $C_{Z\gamma}$ have been discussed in section 6. Other sources of uncertainties include:

- The impact of the EM energy scale uncertainty is evaluated by propagating the EM energy scale uncertainties to the number of accepted $W\gamma$ and $Z\gamma$ events. The EM energy scale uncertainty, after applying in situ data driven calibration to correct for cluster energies of photon and electron clusters, is quoted to be 1% in the barrel region, and 3% in the endcap region.

- The muon momentum scale and resolution are studied by comparing the mass distribution of $Z \rightarrow \mu^+\mu^-$ in data and MC simulations [17]. The uncertainty in the acceptance of the $W\gamma$ ($Z\gamma$) signal events due to the uncertainties in the corrections of the muon momentum scale and resolution of the MC simulations is $\sim 0.3\%$ ($\sim 0.5\%$).

- The acceptance loss from a few inoperative optical links of the calorimeter readout is evaluated from the signal MC. The imperfect modeling of this acceptance loss need to be considered in the systematics uncertainty of $C_{W\gamma}$ and $C_{Z\gamma}$. This uncertainty is estimated to be about 0.7% for a single ($e/\gamma$) object.

- The experimental uncertainty arising from the transport of low-energy bremsstrahlung photons through the detector material and the response of the electromagnetic calorimeter is estimated to be less than 0.3% [17].
Table 3. Efficiency factors per lepton and $\alpha_{\text{reco}}$, which enter the calculation of the correction factors $C_{V\gamma}$ (where $V$ denotes $W$ or $Z$ boson) for both lepton channels. The trigger efficiencies are measured from data. The other efficiencies are determined from MC simulation and have been validated with data, as described in section 6. A detailed summary of the various contributions entering the uncertainty on $C_{V\gamma}$ is given in table 4 and 5.

- The main uncertainty on the scale of the missing transverse energy is determined from a variation of the response of cells in topological clusters. Other sources of uncertainty, namely the imperfect modelling of the overall $E_T^{\text{miss}}$ response (e.g. from low energy hadrons) and resolution, of the underlying event and pile-up effects are also considered. The overall impact on $C_{W\gamma}$ is 2$\%$ [17].

All the quantities needed to calculate the cross sections defined in Equation (8.1), along with their uncertainties, are tabulated in table 6. Using these numbers, the measured fiducial cross sections for the $pp \to l^\pm \nu \gamma + X$ and $pp \to l^+ l^- \gamma + X$ processes are determined. The results are presented in table 7 and also illustrated in figure 7. MC statistical uncertainties are included as part of the cross sections systematics. The most significant systematic uncertainties in both measurements arise from the background estimation and the efficiencies of photon identification and isolation.

8.2 Production cross section measurement for $W\gamma$ and $Z\gamma$

The production cross sections for the $W\gamma$ and $Z\gamma$ processes are defined for the full decay phase space of the $W$ and $Z$ bosons and for photons with $E_T^{\gamma} > 15$ GeV, $\Delta R(l, \gamma) > 0.7$ and $\epsilon^{p_h}_h < 0.5$. These cross sections can be derived from fiducial cross sections by extrapolation from the fiducial phase space to the extended phase space, where production cross sections are defined. The definition of the production cross sections is shown in Equation (8.4).

$$\sigma_{pp \to l^\pm \nu \gamma (pp \to l^\pm l^- \gamma)} = \frac{\sigma_{pp \to l^\pm \nu \gamma (pp \to l^\pm l^- \gamma)}}{A_{W\gamma (Z\gamma)}}$$

(8.4)

The acceptance factors $A_{W\gamma}$ and $A_{Z\gamma}$ are defined as the fraction of weighted events in the $W(Z) + \gamma$ LO MC sample, generated within the phase space of the production cross section, that satisfy the geometrical and kinematic constraints of the fiducial cross section.
as shown in table 2. The weight of the LO MC events is from QCD NLO correction $k$-factors, which also include contributions from fragmentation components as described in section 2.
Table 6. Summary of input quantities for the calculation of the $W\gamma$ and $Z\gamma$ fiducial and production cross sections. For each channel, the observed numbers of signal events after background subtraction, the correction factors $C_{W\gamma, Z\gamma}$, the acceptance factors $A_{W\gamma, Z\gamma}$ (see section 8.2), and the integrated luminosities are given, with their statistical, systematic, and luminosity uncertainties. For $C_{W\gamma, Z\gamma}$ and $A_{W\gamma, Z\gamma}$, the statistical uncertainty reflects the limited statistic of the signal MC samples.

<table>
<thead>
<tr>
<th>$pp \rightarrow e^{\pm}\nu\gamma$</th>
<th>$pp \rightarrow e^{\pm}e^{-}\gamma$</th>
<th>$pp \rightarrow \mu^{\pm}\nu\gamma$</th>
<th>$pp \rightarrow \mu^{\pm}\mu^{-}\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{W\gamma}^{\text{sig}}$</td>
<td>67.8</td>
<td>21.3</td>
<td>19.7</td>
</tr>
<tr>
<td>$L_{W\gamma}[\text{pb}^{-1}]$</td>
<td>35.1</td>
<td>35.1</td>
<td>33.9</td>
</tr>
<tr>
<td>$C_{W\gamma}$</td>
<td>0.359</td>
<td>0.280</td>
<td>0.429</td>
</tr>
<tr>
<td>$A_{W\gamma}$</td>
<td>0.131</td>
<td>0.220</td>
<td>0.134</td>
</tr>
<tr>
<td>Statistical uncertainty</td>
<td>9.2</td>
<td>5.8</td>
<td>4.8</td>
</tr>
<tr>
<td>Systematic uncertainty</td>
<td>7.3</td>
<td>3.7</td>
<td>3.3</td>
</tr>
<tr>
<td>Luminosity uncertainty</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The systematic uncertainties on the acceptances are dominated by the limited knowledge of the proton PDFs. These are evaluated by comparing the acceptances obtained by adopting different PDF sets (including CTEQ6L1 [8], HERAPDF1.0 [23] and MRST LO* [24]). Other contributions are the uncertainties due to the NLO correction of $W\gamma$ and $Z\gamma$ production, which is derived from the difference between the Born level acceptance and acceptance in Baur NLO simulations. The overall relative systematic uncertainty on $A_{W\gamma}$ ($A_{Z\gamma}$) is 4.5% (6.7%), the relative systematic uncertainty for the $A_{W\gamma}/A_{Z\gamma}$ ratio is 4%.

The measured production cross sections for the $pp \rightarrow e^{\pm}\nu\gamma + X$, $pp \rightarrow \mu^{\pm}\nu\gamma + X$, $pp \rightarrow e^{\pm}e^{-}\gamma + X$ and $pp \rightarrow \mu^{\pm}\mu^{-}\gamma + X$ processes are summarized in table 7.
Assuming lepton universality for the $W$ and $Z$-boson decays, the measured cross sections in the two channels can be combined to reduce the statistical uncertainty. The combination of electron and muon channels in the production cross section measurement is based on the assumption that the uncertainties on the integrated luminosity, on the acceptance correction factors, on the background estimation, and on photon reconstruction, identification, and isolation efficiency are fully correlated. All systematic uncertainties related to lepton efficiencies (i.e. trigger and lepton identification efficiencies) are uncorrelated. The resulting total cross sections for $pp \rightarrow l^\pm \nu\gamma + X$ and $pp \rightarrow l^+ l^- \gamma + X$ processes using the combined electron and muon channels are summarized in table 7 and plotted in figure 7 with a comparison to SM predictions.

8.3 The ratio of the $W\gamma$ to $Z\gamma$ cross sections

The ratio of the $W\gamma$ to $Z\gamma$ cross sections, as defined in Equation (8.5), can be measured with a higher relative precision than the individual cross sections since both experimental and theoretical uncertainties partially cancel. This ratio is a test of the $WW\gamma$ triple gauge coupling predicted by the SM.

$$R = \frac{\sigma_{pp \rightarrow l^\pm \nu\gamma}}{\sigma_{pp \rightarrow l^+ l^- \gamma}} \quad (8.5)$$

In terms of the experimental quantities defined in the previous sections, the ratio $R$ can be written as:

$$R = \frac{N_{\text{sig}}^{W\gamma}}{N_{\text{sig}}^{Z\gamma}} \cdot \frac{C_{Z\gamma}}{C_{W\gamma}} \cdot \frac{A_{Z\gamma}}{A_{W\gamma}} \quad (8.6)$$

The uncertainty on the ratio of the correction factors $C_{Z\gamma}$/$C_{W\gamma}$ is evaluated separately for the electron and the muon channels, as shown in table 4 and 5. The uncertainties on the ratio of the acceptance factors $A_{Z\gamma}$/$A_{W\gamma}$ have already been discussed in section 8.2. The uncertainties on $N_{\text{sig}}^{W\gamma}$ and $N_{\text{sig}}^{Z\gamma}$, as shown in table 1, are considered as uncorrelated in the ratio measurement. The measured ratios $R$ in the fiducial phase space and in the total phase space are shown in table 8 and also illustrated in figure 8.

8.4 Comparison to theoretical calculation

The Standard Model predictions for the $W\gamma$ and $Z\gamma$ fiducial and production cross sections (as defined in section 8.1) are given in table 7. The uncertainty on the cross section predictions includes the following:

- The PDF uncertainty is estimated using the MSTW 08 NLO PDF error eigenvectors [25] at the 90% C.L. limit, and variations of $\alpha_s$ in the range from 0.1145 to 0.1176.

- Renormalisation and factorisation scale uncertainty: this uncertainty is estimated by varying the renormalisation and factorisation scale by factors of two around the nominal scales.

- An additional 3% error is included to account for the approximation of using the $W/Z$ inclusive $k$-factor $k_{\text{FSR}}$ for the $W(Z)\gamma$. 

---
Figure 7. The measured inclusive $W\gamma$ and $Z\gamma$ production cross sections together with SM prediction. Results are shown for the electron and muon final states as well as for their combination. The inner error bar represents the statistical uncertainties and the outer represents the total uncertainties (statistical, systematic and luminosity). All uncertainties are added in quadrature. The one standard deviation uncertainty in the SM prediction is represented by the vertical band.

- Another source of uncertainty accounts for the possible discrepancy between the photon isolation at the particle level and at the parton level. Photon isolation at the parton level ($\epsilon_h$), which is implemented in the Baur NLO program as introduced in section 4, is used in the calculation of the Standard Model production cross section predictions. The photon isolation criteria at the particle level ($\epsilon^p_h$) is used in the acceptance calculation. This uncertainty is estimated to be 4% by studying the impact on the cross section predicted by the Baur NLO generator of a 100% variation of the $\epsilon_h$ parameter.

The measured and predicted fiducial and production cross sections of the $pp \rightarrow l^\pm \nu\gamma + X$ and $pp \rightarrow l^+l^-\gamma + X$ processes together with their ratio are shown in table 7 and table 8.

9 Summary

The production processes $pp \rightarrow l^\pm \nu\gamma + X$ and $pp \rightarrow l^+l^-\gamma + X$ have been studied at $\sqrt{s} = 7$ TeV using $\sim 35$ pb$^{-1}$ of data collected with the ATLAS detector. The measured fiducial
Figure 8. The measured ratio of the production cross sections of $W\gamma$ and $Z\gamma$, together with SM prediction. Results are shown for the electron and muon final states as well as for their combination. The error bars represent the statistical and the total uncertainties. All uncertainties are added in quadrature. The one standard deviation uncertainty in the SM prediction is represented by the vertical band.

<table>
<thead>
<tr>
<th>Experimental measurement</th>
<th>SM prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^{[\mathrm{fid}] [pb]}$</td>
<td>$\sigma^{[\mathrm{fid}] [pb]}$</td>
</tr>
<tr>
<td>$pp \rightarrow e^{\pm}\nu\gamma$</td>
<td>$5.4 \pm 0.7 \pm 0.9 \pm 0.2$</td>
</tr>
<tr>
<td>$pp \rightarrow \mu^{\pm}\nu\gamma$</td>
<td>$4.4 \pm 0.6 \pm 0.7 \pm 0.2$</td>
</tr>
<tr>
<td>$pp \rightarrow e^{+}e^{-}\gamma$</td>
<td>$2.2 \pm 0.6 \pm 0.5 \pm 0.1$</td>
</tr>
<tr>
<td>$pp \rightarrow \mu^{+}\mu^{-}\gamma$</td>
<td>$1.4 \pm 0.3 \pm 0.3 \pm 0.1$</td>
</tr>
<tr>
<td>$\sigma^{[pb]}$</td>
<td>$\sigma^{[pb]}$</td>
</tr>
<tr>
<td>$pp \rightarrow e^{\pm}\nu\gamma$</td>
<td>$41.1 \pm 5.7 \pm 7.1 \pm 1.4$</td>
</tr>
<tr>
<td>$pp \rightarrow \mu^{\pm}\nu\gamma$</td>
<td>$33.0 \pm 4.6 \pm 5.5 \pm 1.1$</td>
</tr>
<tr>
<td>$pp \rightarrow l^{\pm}\nu\gamma$</td>
<td>$36.0 \pm 3.6 \pm 6.2 \pm 1.2$</td>
</tr>
<tr>
<td>$pp \rightarrow e^{+}e^{-}\gamma$</td>
<td>$9.9 \pm 2.7 \pm 2.3 \pm 0.3$</td>
</tr>
<tr>
<td>$pp \rightarrow \mu^{+}\mu^{-}\gamma$</td>
<td>$5.6 \pm 1.4 \pm 1.2 \pm 0.2$</td>
</tr>
<tr>
<td>$pp \rightarrow l^{+}l^{-}\gamma$</td>
<td>$6.5 \pm 1.2 \pm 1.7 \pm 0.2$</td>
</tr>
</tbody>
</table>

Table 7. Fiducial and production cross sections of the $pp \rightarrow l^{\pm}\nu\gamma + X$ and $pp \rightarrow ll\gamma + X$ process at $\sqrt{s} = 7$ TeV. Both the experimental measurements and the SM NLO predictions are given. The production cross sections are measured with $p_T(\gamma) > 15$ GeV, $\Delta R(l,\gamma) > 0.7$ and $\epsilon_{p} < 0.5$, the fiducial cross section is defined in section 8. For the measurements, the first uncertainty is statistical, the second is systematic and the third is from the luminosity. The uncertainty in the SM prediction is systematic.

cross sections (defined in the phase-space region where the detector has good acceptance) and the extrapolated production cross sections (for $E_T^{\gamma} > 15$ GeV, $\Delta R(l,\gamma) > 0.7$, and $\epsilon_{p} < 0.5$) for the individual electron, muon and combined decay channels, are presented.
Table 8. The ratio of $pp \to l^{\pm} \nu \gamma + X$ to $pp \to l^{\pm} l^{-} \gamma + X$ process at $\sqrt{s} = 7$ TeV. Both the experimental measurement and the SM NLO prediction are given. The production cross sections are measured with $p_T(\gamma) > 15$ GeV, $\Delta R(l, \gamma) > 0.7$ and $\epsilon_p^h < 0.5$, and the fiducial cross section is defined in table 2. The first uncertainty in the experimental measurement is statistical and the second uncertainty is systematic. Asymmetric errors calculated from Clopper and Pearson intervals [26] are quoted for the statistical uncertainty, due to the low statistics in the $pp \to l^{\pm} l^{-} \gamma + X$ measurement. The uncertainty in the SM prediction is systematic.

The measurements are in agreement with the predictions of the SM at $O(\alpha_\alpha)$ as shown in table 7 and figure 7. While the current measurements are not strongly sensitive to possible new physics, the distributions of kinematic variables determined from the leptons and photons (figures 3 and 4) are consistent with the predictions from the SM in a new kinematic regime, as is the ratio of the $W\gamma/Z\gamma$ cross sections (figure 8), which directly depends upon the values of the triple-gauge-couplings in the Standard Model.
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