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Abstract The number of charged particles inside jets is a widely used discriminant for identifying the quark or gluon nature of the initiating parton and is sensitive to both the perturbative and non-perturbative components of fragmentation. This paper presents a measurement of the average number of charged particles with $p_T > 500$ MeV inside high-momentum jets in dijet events using 20.3 fb$^{-1}$ of data recorded with the ATLAS detector in $pp$ collisions at $\sqrt{s} = 8$ TeV collisions at the LHC. The jets considered have transverse momenta from 50 GeV up to and beyond 1.5 TeV. The reconstructed charged-particle track multiplicity distribution is unfolded to remove distortions from detector effects and the resulting charged-particle multiplicity is compared to several models. Furthermore, quark and gluon jet fractions are used to extract the average charged-particle multiplicity for quark and gluon jets separately.

1 Introduction

Quarks and gluons produced in high-energy particle collisions hadronize before they can be observed directly. However, the properties of the resulting collimated sprays of hadrons, known as jets, depend on the type of parton which initiated them. One jet observable sensitive to the quark or gluon nature is the number of charged particles inside the jet. Due to their larger colour-charge under the strong force, gluon-initiated jets contain on average more particles than quark-initiated jets. The average (charged) particle multiplicity inside jets increases with jet energy, but increases faster for gluon-initiated jets than for quark-initiated jets [1]. These properties were used recently at the Large Hadron Collider (LHC) to differentiate between jets originating from a quark or a gluon [2–6]. These studies have found significant differences in the charged-particle multiplicity between the available simulations and data. Improved modelling based on measurements of the number of charged particles inside jets is thus crucial for future studies.

This paper presents a measurement of the average charged-particle multiplicity inside jets as a function of the jet transverse momentum in dijet events in $pp$ collisions at $\sqrt{s} = 8$ TeV with the ATLAS detector. The measurement of the charged-particle multiplicity inside jets has a long history from the SPS [7–9], PETRA [10,11], PEP [12–15], TRISTAN [16], CESR [17], LEP [18–29], and the Tevatron [30]. At the LHC, both ATLAS [31,32] and CMS [33] have measured the charged-particle multiplicity inside jets at $\sqrt{s} = 7$ TeV. One ATLAS result [31] used jets that are reconstructed using tracks and have transverse momentum less than 40 GeV. A second ATLAS analysis [32] has measured charged particles inside jets with transverse momenta spanning the range from 50 to 500 GeV with approximately constant 3–4% uncertainties. The CMS measurement [33] spans jet transverse momenta between 50 and 800 GeV with 5–10% uncertainties in the bins of highest transverse momentum. The analysis presented here uses the full $\sqrt{s} = 8$ TeV ATLAS dataset, which allows for a significant improvement in the precision at high transverse momentum up to and beyond 1.5 TeV.

This paper is organized as follows. After a description of the ATLAS detector and object and event selection in Sect. 2, simulated samples are described in Sect. 3. In order for the measured charged-particle multiplicity to be compared with particle-level models, the data are unfolded to remove distortions from detector effects, as described in Sect. 4. Systematic uncertainties in the measured charged-particle multiplicity are discussed in Sect. 5 and the results are presented in Sect. 6.

2 Object and event selection

ATLAS is a general-purpose detector designed to measure the properties of particles produced in high-energy $pp$ collisions with nearly a full $4\pi$ coverage in solid angle. Charged-
particle momenta are measured by a series of tracking detectors covering a range\(^1\) of \(|\eta| < 2.5\) and immersed in a 2 T axial magnetic field, providing measurements of the transverse momentum, \(p_T\), with a resolution \(\sigma_{p_T}/p_T \approx 0.05\% \times p_T/\text{GeV} \pm 1\%\). Electromagnetic and hadronic calorimeters surround the tracking detector, with forward calorimeters allowing electromagnetic and hadronic energy measurements up to \(|\eta| = 4.5\). A detailed description of the ATLAS detector can be found in Ref. [34].

This measurement uses the dataset of \(pp\) collisions recorded by the ATLAS detector in 2012, corresponding to an integrated luminosity of \(20.3\text{ fb}^{-1}\) at a center-of-mass energy of \(\sqrt{s} = 8\text{ TeV}\). The data acquisition and object/event selection are described in detail in Ref. [35] and highlighted here for completeness. Jets are clustered using the anti-\(k_t\) jet algorithm [36] with radius parameter \(R = 0.4\) implemented in FastJet [37] using as inputs topological calorimeter-cell clusters [38], calibrated using the local cluster weighting (LCW) algorithm [39, 40]. An overall jet energy calibration accounts for residual detector effects as well as contributions from multiple proton–proton collisions in the same bunch crossing (pileup) [41] in order to make the reconstructed jet energy correspond to an unbiased measurement of the particle-level jet energy. Jets are required to be central (|\(\eta| < 2.1\)) so that their charged particles are within the \(|\eta| < 2.5\) coverage of the tracking detector. Events are further required to have at least two jets with \(p_T > 50\text{ GeV}\) and only the leading two jets are considered for the charged-particle multiplicity measurement. To select dijet topologies where the jets are balanced in \(p_T\), the two leading jets must have \(p_T^{\text{lead}}/p_T^{\text{sublead}} < 1.5\), where \(p_T^{\text{lead}}\) and \(p_T^{\text{sublead}}\) are the transverse momenta of the jets with the highest and second-highest \(p_T\), respectively. The jet with the smaller (larger) absolute pseudorapidity \(|\eta|\) is classified as the more central (more forward) jet. A measurement of the more forward and more central average charged-particle multiplicities can exploit the rapidity dependence of the jet type to extract information about the multiplicity for quark- and gluon-initiated jets as is described in Sect. 6. The more forward jet tends to be correlated with the parton with higher longitudinal momentum fraction \(x\), and is less likely to be a gluon-initiated jet.

Tracks are required to have \(p_T \geq 500\text{ MeV}, |\eta| < 2.5,\) and a \(\chi^2\) per degree of freedom (resulting from the track fit) less than 3.0. Additional quality criteria are applied to select tracks originating from the collision vertex and reject fake

\(^1\) ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the \(z\)-axis along the beam pipe. The \(x\)-axis points from the IP to the centre of the LHC ring, and the \(y\)-axis points upward. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \(\phi\) being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle \(\theta\) as \(\eta = - \ln \tan(\theta/2)\). The variable \(\Delta R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2}\) is a measure of how close two objects are in the \((\eta, \phi)\) plane.
sample with the UE-EE3 [46] tune are further processed with the ATLAS detector simulation [47] based on GEANT4 [48]. The effects of pileup are modelled by adding to the generated hard-scatter events (before the detector simulation) multiple minimum-bias events generated with PYTHIA 8.160, the A2 tune [44], and the MSTW2008LO [49] Parton distribution function (PDF) set. The distribution of the number of interactions is then weighted to reflect the pileup distribution in the data.

### 4 Unfolding

The measurement is carried out within a fiducial volume matching the experimental selection to avoid extrapolation into unmeasured kinematic regions that have additional model dependence and related uncertainties. Particle-level definitions of the reconstructed objects are chosen to be as close as possible to those described in Sect. 2. Particle-level jets are clustered from generated stable particles with a mean lifetime $\tau > 50$ ps, excluding muons and neutrinos. As with the detector-level jets, particle-level jets are clustered with the anti-$k_T$, $R = 0.4$ algorithm. Any charged particle clustered in a particle-level jet is considered for the charged-particle multiplicity calculation if it has $p_T > 500$ MeV. Events are required to have at least two jets with $|\eta| < 2.1$ and $p_T > 50$ GeV and the two highest-$p_T$ jets must satisfy the same $p_T$-balance requirement between the leading and subleading jet as at detector level ($p_T^{\text{lead}}/p_T^{\text{sublead}} < 1.5$). The $p_T$ symmetry requirement enriches the sample in a back-to-back topology and suppresses non-isolated jets. In more than 70% of events, the nearest jet in $\Delta R$ with $p_T > 25$ GeV is the other selected jet and in less than 7% of events, there is a jet with $p_T > 25$ GeV within $\Delta R = 0.8$ from one of the two selected jets. Due to the high-energy and well-separated nature of the selected jets, the hard-scatter quarks and gluons can be cleanly matched to the outgoing jets. In this analysis, the type of a jet is defined as that of the highest-energy parton in simulation within a $\Delta R = 0.4$ cone around the particle-jet’s axis.\(^2\) Figure 2 shows the fraction of gluon-initiated jets as a function of jet $p_T$ for the more forward and more central jet within the event. The fraction of gluon-initiated jets decreases with $p_T$, but the difference between the more forward and more central jets peaks around $p_T \sim 350$ GeV. This difference is exploited in Sect. 6 to extract separately the average quark- and gluon-initiated jet charged-particle multiplicity.

The average charged-particle multiplicity in particle-level jets is determined as a function of jet $p_T$. An iterative Bayesian (IB) technique [61] as implemented in the RooUnfold framework [62] is used to unfold the two-dimensional charged-particle multiplicity and jet $p_T$ distribution. In the IB unfolding technique, the number of iterations and the prior distribution are the input parameters. The raw data are corrected using the simulation to account for events that pass the fiducial selection at detector level, but not the corresponding selection at particle level; this correction is the fake factor. Then, the IB method iteratively applies Bayes’ theorem using the response matrix to con-

---

\(^2\) While it is possible to classify jets as quark- or gluon-initiated beyond leading order in $m_{\text{jet}}/E_{\text{jet}}$ [60], the classification is jet algorithm-dependent and unnecessary for the present considerations. For the results presented in Sect. 6 that rely on jet-type labelling, alternative definitions were considered and found to have a negligible impact compared to other sources of theoretical and experimental uncertainty.
The jet $p_T$ dependence of a) the average reconstructed track multiplicity for uncorrected data and detector-level simulation, b) the average reconstructed track multiplicity for the detector-level simulation and the average charged-particle multiplicity for the particle-level simulation, c) the average charged-particle multiplicity for the unfolded data and the particle-level simulation, and d) the average charged-particle multiplicity divided by the average reconstructed track multiplicity in simulation. Three charged-particle and track $p_T$ thresholds are used in each case: 0.5, 2, and 5 GeV. PYTHIA 8 with the CT10 PDF and the AU2 tune are used for the simulation. For the data, only statistical uncertainties are included in the error bars (which are smaller than the markers for most bins).
Fig. 3b (for which the ratio is given in Fig. 3d) gives an indication of the corrections required to account for detector acceptance and resolution effects in the unfolding procedure. Particle-level distributions in Fig. 3c show similar trends to the detector-level ones in Fig. 3a.

5 Systematic uncertainties

All stages of the charged-particle multiplicity measurement are sensitive to sources of potential bias. The three stages of the measurement are listed below, with an overview of the systematic uncertainties that impact the results at each stage:

Response matrix For events that pass both the detector-level and particle-level fiducial selections, the response matrix describes migrations between bins when moving between the detector level and the particle level. The response matrix is taken from simulation and various experimental uncertainties in the charged-particle multiplicity and jet $p_T$ spectra result in uncertainties in the matrix. These uncertainties can be divided into two classes: those impacting the calorimeter-based jet $p_T$ and those impacting track reconstruction inside jets. The dominant uncertainty at high jet $p_T$ is due to the loss of charged-particle tracks in the jet core due to track merging. This charged energy loss uncertainty is estimated using the data/MC differences in the ratio of the track-based jet $p_T$ to the calorimeter-based jet $p_T$ [35]. More charged energy is lost in the data than in the MC and thus this uncertainty is one-sided. There are other tracking uncertainties in the track momentum scale and resolution, the track reconstruction efficiency, and the rate of tracks formed from random combinations of hits (fake tracks). The prescription for these sub-dominant tracking uncertainties is identical to Ref. [35]. The uncertainties related to the calorimeter-based jet are sub-dominant (except in the lowest $p_T$ bins) and are due to the uncertainty in the jet energy scale and the jet energy resolution.

Correction factors Fake and inefficiency factors are derived from simulation to account for the fraction of events that pass either the detector-level or particle-level fiducial selection ($p_T > 50$ GeV $|\eta| < 2.1$, and $p_T^{\text{lead}} / p_T^{\text{sublead}} < 1.5$), but not both. These factors are derived in bins of jet $p_T$ and charged particle multiplicity, separately for the more forward and more central jets. They are generally higher than the data and this is more pronounced at higher jet $p_T$. The default ATLAS tune in Run 1 (AU2) performs similarly to the Monash tune, but the prediction with A14 (the ATLAS default for the analysis of Run 2 data) is significantly closer to the data. A previous ATLAS measurement [31] of charged-particle multiplicity inside jets was included in the tuning of A14, but the jets in that measurement have $p_T < 50$ GeV. One important difference between A14 and Monash is that the value of $\alpha_s$ governing the amount of final-state radiation is about 10% lower in A14 than in Monash. This parameter has a large impact on the average charged-particle multiplicity, which is shown by the PYTHIA 6 lines in Fig. 4 where the Perugia radHi and radLo tunes are significantly separated from the central P2012 tune. The $\alpha_s$ value that regulates final-state radiation is changed by factors of one half and two for these tunes with respect to the nominal Perugia 2012 tune. The recent (and Run 2 default) EE5 underlying-event tune for HERWIG++ improves the modelling of the average charged-particle multiplicity with respect to the EE3 tune (Run 1 default).

Unfolding procedure A data-driven technique is used to estimate the potential bias from a given choice of a prior distribution and number of iterations in the IB method [63]. The particle-level spectrum is reweighted so that the simulated detector-level spectrum, from propagating the reweighted particle-level spectrum through the response matrix, has significantly improved agreement with the uncorrected data. The modified detector-level distribution is unfolded with the nominal response matrix and the difference between this and the reweighted particle-level spectrum is an indication of the bias due to the unfolding method (in particular, the choice of a prior distribution).

A summary of the systematic uncertainties can be found in Table 2 and more detail about the evaluation of each uncertainty can be found in Ref. [35]. The response matrix uncertainty shown in Table 2 is decomposed into four categories, as described above.

6 Results

The unfolded average charged-particle multiplicity combining both the more forward and the more central jets is shown in Fig. 4, compared with various model predictions. As was already observed for the reconstructed data in Fig. 1, the average charged-particle multiplicity in data falls between the predictions of PYTHIA 8 and HERWIG++, independently of the underlying-event tunes. The PYTHIA 8 predictions are generally higher than the data and this is more pronounced at higher jet $p_T$. The default ATLAS tune in Run 1 (AU2) performs similarly to the Monash tune, but the prediction with A14 (the ATLAS default for the analysis of Run 2 data) is significantly closer to the data. A previous ATLAS measurement [31] of charged-particle multiplicity inside jets was included in the tuning of A14, but the jets in that measurement have $p_T < 50$ GeV. One important difference between A14 and Monash is that the value of $\alpha_s$ governing the amount of final-state radiation is about 10% lower in A14 than in Monash. This parameter has a large impact on the average charged-particle multiplicity, which is shown by the PYTHIA 6 lines in Fig. 4 where the Perugia radHi and radLo tunes are significantly separated from the central P2012 tune. The $\alpha_s$ value that regulates final-state radiation is changed by factors of one half and two for these tunes with respect to the nominal Perugia 2012 tune. The recent (and Run 2 default) EE5 underlying-event tune for HERWIG++ improves the modelling of the average charged-particle multiplicity with respect to the EE3 tune (Run 1 default).
The difference in the average charged-particle multiplicity between the more forward and the more central jet is sensitive to the difference between quark and gluon constituent multiplicities. Figure 5a shows that the difference is significant for \( p_T \lesssim 1.1 \text{ TeV} \). The shape is governed by the difference in the gluon fraction between the more forward and the more central jet, which was shown in Fig. 2 to peak around \( p_T \sim 350 \text{ GeV} \). The average difference, combined with the gluon fraction, can be used to extract the average charged-particle multiplicity for quark- and gluon-initiated jets separately. Given the quark and gluon fractions \( f_{q,g} \) with \( f = \text{more forward}, c = \text{more central}, q = \text{quark}, g = \text{gluon} \) and \( f_q + f_g = 1 \), the average charged-particle multiplicity for quark- and gluon-initiated jets is extracted by solving the system of equations in Eq. (1):

\[
\langle n_{\text{charged}}^q \rangle = f_q^f \langle n_{\text{charged}}^q \rangle + f_q^c \langle n_{\text{charged}}^g \rangle \\
\langle n_{\text{charged}}^g \rangle = f_g^c \langle n_{\text{charged}}^g \rangle + f_g^q \langle n_{\text{charged}}^g \rangle.
\]  

(1)

Given the jet \( p_T \), the charged particle multiplicity inside jets does not vary significantly with \( \eta \). This is confirmed by checking that the solution to Eq. 1 reproduces the quark and gluon jet charged particle multiplicities for both PYTHIA 8 and HERWIG++ to better than 1 % across most of the \( p_T \) range. The extracted \( p_T \) dependence of the average charged-particle multiplicities for quark- and gluon-initiated jets is shown in Fig. 5b. PYTHIA 8 with the CT10 PDF set is used to determine the gluon fractions. The experimental uncertainties are propagated through Eq. (1) by recomputing the quark and gluon average charged-particle multiplicities for each variation accounting for a systematic uncertainty; the more forward and more central jet uncertainties are treated as being fully correlated. In addition to the experimental uncertainties, the error bands in Fig. 5b include uncertainties in the gluon fractions from both the PDF and matrix element (ME) uncertainties. The PDF uncertainty is determined using the CT10 eigenvector PDF sets and validated by comparing CT10 and NNPDF. The ME uncertainty is estimated by comparing the fractions \( f_{q,g} \) from PYTHIA 8 and HERWIG++ after reweighting the PYTHIA 8 sample with CT10 to CTEQ6L1 to match the PDF used for HERWIG++. All PDF re-weighting is performed using LHAPDF6 [64]. The PDF and ME uncertainties are comparable in size to the total experimental uncertainty. As expected, the average multiplicity increases with jet \( p_T \) for both the quark-initiated jets and gluon-initiated jets, but increases faster for gluon-initiated jets. Furthermore, the multiplicity is significantly higher for gluon-initiated jets than for quark-initiated jets. The average charged-particle multiplicity in PYTHIA 8 with the AU2 tune is higher than in the data for both the quark- and gluon-initiated jets. In addition to predictions from leading-logarithm parton shower simulations, calcu-
Fig. 4 The measured average charged-particle multiplicity as a function of the jet $p_T$, combining the more forward and the more central jets for a $p_T^{\text{track}} > 0.5$ GeV, b $p_T^{\text{track}} > 2$ GeV, and c $p_T^{\text{track}} > 5$ GeV. The band around the data is the sum in quadrature of the statistical and systematic uncertainties. Error bars on the data points represent the statistical uncertainty (which are smaller than the markers for most bins).
and therefore the curve is normalized in the second \( p_T \) bin (100 GeV < \( p_T < 200 \) GeV) where the statistical uncertainty is small. The predicted scale dependence for gluon-initiated jets is consistent with the data within the uncertainty bands while the curve for quark-initiated jets is higher than the data by about one standard deviation.

7 Summary

This paper presents a measurement of the \( p_T \) dependence of the average jet charged-particle multiplicity in dijet events from 20.3 fb\(^{-1}\) of \( \sqrt{s} = 8 \) TeV \( pp \) collision data recorded by the ATLAS detector at the LHC. The measured charged-particle multiplicity distribution is unfolded to correct for the detector acceptance and resolution to facilitate direct comparison to particle-level models. Comparisons are made at particle level between the measured average charged-particle multiplicity and various models of jet formation. Significant differences are observed between the simulations using Run 1 tunes and the data, but the Run 2 tunes for both PYTHIA 8 and HERWIG++ significantly improve the modelling of the average \( n_{\text{charge}} \). Furthermore, quark- and gluon-initiated jet constituent charged-particle multiplicities are extracted and compared with simulations and calculations. As expected, the extracted gluon-initiated jet constituent charged-particle multiplicity is higher than the corresponding quantity for quark-initiated jets and a calculation of the \( p_T \)-dependence accurately models the trend observed in the data.

The particle-level spectra are available [68] for further interpretation and can serve as a benchmark for future measurements of the evolution of non-perturbative jet observables to validate MC predictions and tune their model parameters.
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