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Abstract
Test norms enable determining the position of an individual test taker in the group. The most frequently used approach to obtain test norms is traditional norming. Regression-based norming may be more efficient than traditional norming and is rapidly growing in popularity, but little is known about its technical properties. A simulation study was conducted to compare the sample size requirements for traditional and regression-based norming by examining the 95% interpercentile ranges for percentile estimates as a function of sample size, norming method, size of covariate effects on the test score, test length, and number of answer categories in an item. Provided the assumptions of the linear regression model hold in the data, for a subdivision of the total group into eight equal-size subgroups, we found that regression-based norming requires samples 2.5 to 5.5 times smaller than traditional norming. Sample size requirements are presented for each norming method, test length, and number of answer categories. We emphasize that additional research is needed to establish sample size requirements when the assumptions of the linear regression model are violated.
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Tests are omnipresent in psychological research and in clinical, personality, health, medical, developmental, and personnel psychology practice. In research, tests provide measures of abilities, traits, and attitudes that are used as variables in regression models, factor models, structural equation models, and other statistical models used for testing hypotheses about behavior, and also in experiments as dependent variables. In practice, test scores may be used to diagnose patients for pathology treatment and couples for marriage counseling; to provide advice to people suffering from eating disorder, coronary patients coping with anxiety, and children suffering from developmental problems; and to predict job success for job applicants in industry, commercial organizations, education, and government. This study focuses on tests used in psychological practice for individual measurement, and searches for the smallest sample size allowing the precise determination of an individual’s test score relative to the population to which she or he belongs; this is the norming problem.

Norm scores are helpful for interpreting test performance. For example, an 8-year-old boy was presented the Letter Digit Substitution Test (Jolles, Houx, Van Boxtel, & Ponds, 1995) and made 15 correct substitutions in 60 seconds, resulting in a test score of 15. The test score is not informative of his relative information processing ability unless one knows that 22% of his peers have a test score lower than 15; this information suggests that his ability is within normal limits (Van der Elst, Dekker, Hurks, & Jolles, 2012). Test-score distributions often differ between age groups, education-level groups, and so on. Test constructors regularly construct norm distributions for different subgroups. For example, compared with women, men underreport depressive symptoms (Hunt, Auriemma, & Cashaw, 2003), which necessitates different norms for men and women. Norms are often presented as percentiles or are derived from standard scores (Kline, 2000, pp. 59-63).

Two norming approaches are available (e.g., Bechger, Hemker, & Maris, 2009; Evers, Lucassen, Meijer, & Sijtsma, 2009). The most frequently used traditional norming approach entails estimating separate test-score distributions for different subgroups. Regression-based norming entails, for example, employing a regression model in which covariates are used to estimate a norm distribution. Compared with traditional norming, regression-based norming is expected to require a smaller sample to obtain equally precise norms (Bechger et al., 2009).
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The goals of this study were to investigate whether, given a particular sample size, regression-based norming produces more precise estimates than traditional norming, and for both methods to determine the minimally required sample sizes to obtain acceptable precision of the norm scores. The expected payoff was to provide test constructors with reliable advice about minimum sample size requirements for test-score norming and to suggest how to obtain more precise norms using regression-based norming rather than traditional norming.

This article is organized as follows. First, we explain traditional norming and regression-based norming. Next, we present the results of a simulation study that suggests the required minimum sample sizes to obtain precise norms for both norming approaches. Finally, we discuss practical implications and recommendations for future research.

**Methods for Norming**

Two methods for obtaining norms are available: traditional norming and regression-based norming. For both norming methods, we discuss the selection of relevant covariates and their use in the norm estimation process. We also discuss which norm statistics are usually presented, and the advantages and disadvantages of both norming methods.

**Traditional Norming**

Traditional norming uses one or more covariates to define relevant subgroups and estimates the test-score distribution separately for each subgroup.

**Selection and Incorporation of Covariates.** Four strategies use the following criteria to select covariates: (a) statistical significance, (b) effect-size assessment, (c) statistical significance and effect-size assessment, and (d) stratification variables.

**Statistical significance.** Covariates can be tested for statistical significance. For example, covariates correlating significantly with the test score are selected for dividing the sample into subgroups (Grande, Romppel, Glaesmer, Petrowski, & Herrmann-Lingen, 2010). Similarly, significance tests based on analysis of variance (ANOVA), regression analysis, or Pearson’s chi-square test can be used to select covariates (Aardoom, Dingemans, Slof Op’t Landt, & Van Furth, 2012; Mond, Hay, Rodgers, & Owen, 2006; Pedraza et al., 2010).

**Effect-size assessment.** Crawford, Henry, Crombie, and Taylor (2001) used effect size to select covariates for determining the subgroups for the Hospital Anxiety and Depression Scale (Zigmond & Snaith, 1983). The authors found that males had a higher mean test score than females, and they also found modest positive correlations between the test score and age, level of education, and social class. However, the authors ignored the modest correlations and only used gender to define subgroups. Furthermore, to define relevant subgroups, Crawford, Cayley, Lovibond, Wilson, and Hartley (2011) used only those covariates that correlated at least .20 with the test score, regardless of statistical significance.

**Statistical significance and effect-size assessment.** The information from significance testing and effect size can be combined to select covariates. For example, Glaesmer et al. (2012) used ANOVA to determine whether age and gender influenced test scores on the revised version of the Life Orientation Test Revised (Scheier, Carver, & Bridges, 1994). They only selected covariates that were statistically significant (ANOVA) and had at least a medium effect size (Cohen’s $d > .50$).

**Stratification variables.** In some studies, the stratification variables that were used to establish representativeness of the normative sample were also used as covariates for norming. For example, Krishnan, Sokka, Häkkinen, Hubert, and Hamonnen (2004) used age and gender to select participants in the normative sample and subsequently used these stratification variables to define norm subgroups.

**Estimation of Norm Statistics.** Norm statistics are used to characterize the distribution of the test performance in each norm group. Test performance can be distinguished by the raw score, which is the sum of the item scores, and the test score, which is a transformation of the raw score meant to enhance the interpretation of test performance. Sometimes, test score and raw score coincide, for example, when the number-correct score on an educational test is reported together with the pass–fail score, which serves to interpret the raw score. Many transformations of raw scores to test scores exist, and these transformed test scores often serve as norm scores. Examples are standard scores and normalized standard scores (Kline, 2000, pp. 59-63), $T$-scores and stanines. The most frequently used transformation is the percentile score, defined as the percentage of individuals in the norm group who have the same raw score as a particular individual or a lower raw score. For example, Crawford et al. (2001) presented gender-corrected percentiles for the Hospital Anxiety and Depression Scale corresponding to each of the raw scores test takers can acquire. Also, refer to the Wechsler Individual Achievement Test—Third edition (Wechsler, 2009), the Wide Range Achievement Test—Third edition (Wilkinson, 1993), and the Bender Visual-Motor Gestalt Test—Second edition (Brannigan & Decker, 2003).

**Advantages and Disadvantages.** Traditional norming is simple. Norm statistics can be computed directly from the
distribution of the test scores in each of the norm groups. The greatest disadvantage of traditional norming is that continuous covariates, such as age, have to be divided arbitrarily into mutually exclusive and exhaustive categories, which define separate norm groups. As a result of the arbitrariness, different choices of age categories can change the interpretation of an individual’s test performance, depending on the norm group to which the individual is assigned (Parmenter, Testa, Schretlen, Weinstock-Guttman, & Benedict, 2010). A straightforward correction of the bias is to define more categories, but this also introduces smaller category sample sizes thus producing norms that have lower precision.

**Regression-Based Norming**

**Selection and Incorporation of Covariates.** Zachary and Gorsuch (1985) proposed linear regression to circumvent having to categorize continuous covariates; hence, the name regression-based norming. The model regresses the test score on one or more relevant covariates. Four strategies are used to select covariates: (a) stepwise regression, (b) simultaneous regression, (c) correlational analysis, and (d) theory-based selection.

**Stepwise regression.** Stepwise regression analysis is the most frequently used approach to select covariates for regression-based norming. For neuropsychological tests, covariates often include age, gender, and education (Parmenter et al., 2010). First, all covariates that are expected to predict the test score are simultaneously included in the regression model. Second, of all predictors having insignificant regression coefficients ($p > \alpha$; $\alpha$ is the significance level), the predictor having the greatest $p$ value is deleted from the model. Third, the model including the remaining predictors is reestimated. Fourth, in the new model the predictor having the highest $p$ value greater than $\alpha$ is deleted from the model. The procedure is repeated until all remaining covariates have regression weights significantly different from zero ($p < \alpha$).

Stepwise regression has several drawbacks. First, the overall significance level cannot be controlled because in each step multiple comparisons have to be performed for identifying the covariates to be deleted. Second, covariates such as age, gender, and socioeconomic status may not be the best predictors of the test score, but they may be selected by a complex procedure such as stepwise regression that easily capitalizes on chance and thus likely produces results that are not replicable (Derksen & Keselman, 1992; Leigh, 1988).

Van der Elst, Hoogenhout, Dixon, De Groot, and Jolles (2011) used stepwise regression to estimate regression-based norms for the Dutch Memory Compensation Questionnaire. The authors performed several regression analyses using the Memory Compensation Questionnaire scale scores as dependent variables, and age, squared age (Parmenter et al., 2010; Van Breukelen & Vlaeyen, 2005; Van der Elst, Dekker, et al., 2012; Van der Elst, Ouwehand, et al., 2012), gender, and education as predictors. All predictors having $p > .01$ were subsequently deleted from the model. Other authors employing stepwise linear regression include Heaton, Avitable, Grant, and Matthews (1999), Van Breukelen and Vlaeyen (2005), Van der Elst, Dekker, et al. (2012), Van der Elst, Ouwehand, et al. (2012), Llinás-Reglás, Vilalta-Franch, López-Pousa, Calvó-Perxas, and Garre-Olmo (2013), Roelofs et al. (2013a), Roelofs et al. (2013b), Vlahou et al. (2013), and Goretti et al. (2014).

**Simultaneous regression.** Another possibility is to start with the regression model that contains all covariates, simultaneously test the regression coefficients for significance, and retain only those for which $p < \alpha$ (e.g., Conti, Bonazzi, Laiacoma, Masina, & Coralli, 2014; Shi et al., 2014; Van der Elst et al., 2013; Yang et al., 2012). Unlike stepwise regression, simultaneous regression is done only once and thus suffers less from chance capitalization. For both approaches, the effect of chance capitalization is smaller as the sample is larger.

**Correlational analysis.** Correlational analysis entails the selection of all covariates that have a significant correlation with the test score into the regression model (e.g., Cavaco et al., 2013a, 2013b; Kessels, Montagne, Hendriks, Perrett, & de Haan, 2014; Van den Berg et al., 2009). Compared with regression analysis, the method ignores the correlation between covariates and may be expected to explain less variance in the test score.

**Theory-based selection.** Finally, we mention the possibility of choosing predictors on the basis of substantive theories about the attribute the test measures and previous research (e.g., Berrigan et al., 2014; Parmenter et al., 2010; Smerbeck et al., 2011, Smerbeck et al., 2012). The absence of well-articulated theories or well-informed expectations from previous research renders this approach problematic.

**Estimation of Norm Statistics.** Van Breukelen and Vlaeyen (2005; also, Van der Elst et al., 2011) proposed a five-step procedure to estimate regression-based norm statistics: (a) Including covariates into the regression model. Let $X_1,...,X_K$ represent the covariates of interest. Continuous covariates can be added directly to the model and categorical covariates are replaced by dummy variables (Hardy, 1993); (b) Computing the predicted test scores. Let $\hat{Y}$ be the observed test score, and let $\hat{Y}_c$ be the predicted test score. Let $\beta_0$ be the intercept and let $\beta_1,...,\beta_K$ be the regression coefficients; then the regression equation equals
\hat{Y}_+ = \beta_0 + \beta_1 X_1 + \ldots + \beta_K X_K. \quad (1)

(c) Computing the residuals. Residuals are defined as \( E_i = Y_i - \hat{Y}_i \); (d) Standardizing the residuals. Index \( i \) enumerates the observations in the sample. Residuals are standardized by dividing them by their standard error,

\[ S_E = \sqrt{\frac{\sum_{i=1}^{N} E_i^2}{N-2}}. \quad (2) \]

(e) Using the distribution of the standardized residuals to estimate norm statistics. The cumulative empirical distribution of the standardized residuals is used to estimate the norm statistics.

**Advantages and Disadvantages.** We do not reiterate the method-specific disadvantages mentioned but rather mention two method-transcending advantages regression-based norming has relative to traditional norming. First, continuous covariates do not have to be categorized; thus, one avoids arbitrary decisions. Second, the method uses the entire norming sample to estimate the regression model and the norm statistics; thus, it is more efficient. A drawback of regression-based norming is that failure of the assumptions (i.e., normally distributed errors, homoscedasticity of the error variances, and linearity) in the data may bias the norms (Van der Elst et al., 2011). Alternatively, nonlinear regression models, having less stringent assumptions, may be used to obtain regression-based norms (e.g., Semel, Wiig, & Secord, 2004; Tellegen & Laros, 2011).

**Norm Estimation Precision**

Norms such as percentiles are influenced by sampling fluctuation. The required precision for norm estimates depends on the importance of the decisions made on the basis of the test score (Evers et al., 2009). As a rule, more important decisions require norms having higher precision. Evers et al. (2009) proposed practical sample size guidelines for norm groups that provide guidance to Dutch test constructors for choosing a sample size but have an insufficient statistical basis. The American Educational Research Association (AERA), the American Psychological Association (APA), and the National Council on Measurement in Education (NCME) provided guidelines for test construction (AERA, APA, & NCME, 1999) but without sample size recommendations.

The purpose of the current study was the following: Given a certain sample size, to determine the precision of an estimated percentile score for either traditional norming or regression-based norming. We used a simulation study, which allowed us to obtain the sampling distribution of the percentile estimates, and to control for the characteristics of the tests for which the data were simulated. The factors we used in the simulation design were derived from a literature review.

**Method**

**Literature Review**

Test constructors have to make decisions about the number of items in the test, the number of answer categories per item and how they are scored, the size of the normative sample and the covariates to be collected. For the simulation study, we reviewed the literature for 65 tests the Dutch Committee on Tests and Testing assessed between 2008 and 2012 so as to derive realistic approximations to the number of items, and so on. We used freely accessible test reviews from the Dutch Committee on Tests and Testing database (Egerink, Janssen, & Vermeulen, 2014). We assumed frequency distributions of the test characteristics of interest (number of items, number of item scores, sample size, and type of covariates) are representative for tests used in other Western countries and thus did not pursue test reviews from other test databases (e.g., the Buros Center for Testing).

The test review showed that across tests, the number of items ranged from 14 to 681 (\( M = 131, \ Q_1 = 44.5, \ Q_2 = 89.5 \) (median), \( Q_3 = 159.25 \)). Tests containing at least 100 items consisted of several subtests each measuring a unique psychological attribute. Items in tests had two score categories (46.9% of the tests), three or four ordered scores (26.2%), five ordered scores (23.3%), or more than five ordered scores (3.6%). The normative sample size varied greatly across tests, ranging from 122 to 96,582 participants in the complete sample. Sixty-eight percent of the normative samples contained between 500 and 2,500 participants. The covariates that were most often used to define norms were age (36.2% of the tests), gender (33.3%), and education level/job position (30.4%). Approximately 40% of the tests were targeted at elementary school children between 4 and 12 years of age.

**Population Model**

The population model used to simulate respondents’ test scores contains a dichotomous covariate (denoted \( X_1 \)) representing gender and a continuous covariate (denoted \( X_2 \)) representing age that are independent of each other. Both covariates were related to the attribute the test measures; the attribute was represented by a latent variable denoted \( \theta \). Latent variable \( \theta \) determined test score \( Y \); see Figure 1. Let \( N \) denote the size of the total normative sample. We simulated item scores and test scores as follows.

First, each of the \( N \) simulated participants received scores for \( X_1 \) and \( X_2 \). Scores on \( X_1 \) (males = 0, females = 1) were randomly sampled from a Bernoulli distribution with

\[ P(X_1 = 1) = \pi. \]

The variable \( X_2 \) was sampled from a normal distribution with a mean of 39 and a standard deviation of 11.25.

The scores \( Y \) are simulated on an interval scale with a mean of 30.0 and a standard deviation of 34.0. The dependency of \( Y \) on \( X_1 \) and \( X_2 \) is achieved by the following model:

\[ Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \varepsilon \]

where \( \varepsilon \) is a random error term with a normal distribution with mean 0 and standard deviation 14.0.
probability \( p = .5 \). Scores on \( X_2 \) were randomly sampled from the uniform distribution on the interval \([4, 12]\).

Second, for each participant, a \( \theta \) score was randomly drawn from a normal distribution with mean \( E(\theta | X_1, X_2) \), and unit variance, so that

\[
E(\theta | X_1, X_2) = \beta_0 + \beta_1 X_1 + \beta_2 X_2
\]

thus assuming \( \theta \) depends on covariates \( X_1 \) and \( X_2 \). The regression parameters \( \beta_0, \beta_1, \) and \( \beta_2 \) were chosen such that the squared multiple correlation \( R^2 \) between \( \theta \) and the covariates was either equal to 0, .065, .13, or .26. These values correspond to an absent, small, medium, or large effect of covariates on \( \theta \), respectively (Cohen, 1992; \( \lambda_2 \leq R^2 < .13 \) is small, \( .13 \leq R^2 < .26 \) is medium, and \( R^2 \geq .26 \) is large). The covariates were uncorrelated and explained an equal portion of the variance of \( \theta \). As a result of the dummy coding, we have \( E(\theta | X_1 = 0) < E(\theta | X_1 = 1) \) if \( R^2 > 0 \).

Third, for each of the participants an item-score vector was generated using the graded response model (GRM; Samejima, 1969). The simulated item scores were discrete; hence, the resulting test scores were also discrete and had a known score range based on the number of items and the number of item scores. Let the test consist of \( J \) items indexed \( j \). Item scores are denoted \( Y_j \), and items are scored \( y = 0, ..., m \). Let \( \alpha_j \) denote the discrimination parameter of item \( j \), and let \( \lambda_{jy} \) denote the location parameter of score \( y \) of item \( j \). The GRM is defined as

\[
P(Y_j \geq y | \theta) = \frac{\exp[\alpha_j (\theta - \lambda_{jy})]}{1 + \exp[\alpha_j (\theta - \lambda_{jy})]}
\]

It may be noted that \( P(Y_j \geq y | \theta) = 1 \) for \( y < 1 \), and \( P(Y_j \geq y | \theta) = 0 \) for \( y > m \). It follows that \( P(Y_j = y | \theta) = P(Y_j \geq y | \theta) - P(Y_j \geq y + 1 | \theta) \).

Table 1 shows the values for item parameters \( \alpha_j \) and \( \lambda_{jy} \). The range and the mean of the values were based on parameter estimates obtained from real psychological test data (Embretson & Reise, 2000). Tests contained multiples of 10 items, and the item parameters were repeated so that the parameters of Items 1, 11, and 21 were equal; the parameters of Items 2, 12, and 22 were equal, and so on. The item-score vectors were generated by means of random draws from a multinomial distribution with probabilities \( P(Y_j = 0 | \theta), ..., P(Y_j = m | \theta) \), for \( j = 1, ..., J \). The test score was obtained by means of \( Y_n = \sum_{j=1}^{J} Y_j \).

**Independent Variables**

The five independent variables based on the literature review were the following:

1. **Test length \( J \).** The number of items was 10, 50, or 100.
2. **Number of item scores \( m + 1 \).** The number of item scores was 2 (dichotomous items) or 5 (polytomous items).
3. **Sample size \( N \).** The 15 values for \( N \) were equal to 100, 500, 1,000, 1,500, 2,000, 2,500, 3,000, 3,500, 4,000, 5,000, 6,000, 7,000, 8,000, 9,000, and 10,000. The number of levels is relatively large so as to provide sufficient precision for determining sample size recommendations.
4. **Covariate effects.** Covariates \( X_1 \) and \( X_2 \) had a multiple correlation with latent variable \( \theta \) equal to 0 (no effect), .065 (small effect), .13 (medium effect), and .26 (large effect).
5. **Norming method.** Percentiles were estimated by means of the traditional norming method and the regression-based norming method.

| Table 1. Graded Response Model Parameters for Dichotomous and Polytomous Items. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Item | \( \alpha \) | \( \lambda \) | \( \lambda_1 \) | \( \lambda_2 \) | \( \lambda_3 \) | \( \lambda_4 \) |
| 1 | 0.85 | -2.25 | -3.50 | -1.10 | -0.15 | 1.60 |
| 2 | 0.95 | -1.75 | -3.30 | -1.00 | -0.05 | 1.70 |
| 3 | 1.05 | -1.25 | -3.10 | -0.90 | 0.05 | 1.80 |
| 4 | 1.15 | -0.75 | -2.90 | -0.80 | 0.15 | 1.90 |
| 5 | 1.25 | -0.25 | -2.70 | -0.70 | 0.25 | 2.00 |
| 6 | 1.35 | 0.25 | -2.50 | -0.60 | 0.35 | 2.10 |
| 7 | 1.45 | 0.75 | -2.30 | -0.50 | 0.45 | 2.20 |
| 8 | 1.55 | 1.25 | -2.10 | -0.40 | 0.55 | 2.30 |
| 9 | 1.65 | 1.75 | -1.90 | -0.30 | 0.65 | 2.40 |
| 10 | 1.75 | 2.25 | -1.70 | -0.20 | 0.75 | 2.50 |
| Mean | 1.30 | 0.00 | -2.60 | -0.65 | 0.30 | 2.05 |
Table 2. Summary of Simulated Test Scores (N = 1,000).

<table>
<thead>
<tr>
<th>Population model</th>
<th>Test scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of items</td>
<td>Item scores</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2 shows coefficient alpha (e.g., Cronbach, 1951) for each combination of test length, number of item scores, and size of covariate effect.

**Dependent Variables**

The dependent variable was the precision of the estimates of the 50th, 75th, 90th, 95th, and 99th percentiles. Percentile values of 50, 75, 90, 95, and 99 are commonly presented as norms (Bride, 2007; Glaesmer et al., 2012; Krishnan et al., 2004; and Wiznitzer et al., 1992) or cutoff scores in testing practice (Crawford & Henry, 2003; Crawford et al., 2001; Lee, Loring, & Martin, 1992; Mond et al., 2006; Murphy & Barkley, 1996; Posnerud, Lundervold, & Gillberg, 2006; Van den Berg et al., 2009; Van Roy, Grohol, Heyerdahl, & Clench-Aas, 2006; Wozencraft & Wagner, 1991). Based on the assumption that the sampling variance of the 1st, 5th, 10th, and 25th percentile is the same as that of the 99th, 95th, 90th, and 75th percentiles, respectively, we did not include the low percentiles in the study. The assumption is only valid if the distribution of test scores and residuals is symmetrical. Indeed, we found that the scores in the norm groups and the residuals were approximately normally distributed for both norming methods.

Precision was operationalized as the 95% interpercentile range (IPR). IPR is the difference between the 97.5th percentile and the 2.5th percentile of an estimate’s sampling distribution, here a percentile’s sampling distribution. If percentile scores are estimated with higher precision, the IPR is smaller. We constructed the IPR of a particular percentile on the basis of 1,000 random samples.

Use of $Y_r$ would cause IPRs for tests with a larger number of items or with a larger number of item scores to be larger due to the larger range of $X_1$ and render results for different tests incomparable. Thus, for each of the simulated total normative samples, we used the corresponding mean and standard deviation to transform test score $Y_r$ into $Z$-scores. As a result, remaining differences between IPRs were due to a difference in precision rather than scale differences. For each of the conditions, Table 2 presents the mean and the standard deviation of test scores in a total normative sample of size $N = 1,000$.

To estimate the percentiles using the traditional norming approach, covariates $X_1$ and $X_2$ were used to divide the total normative sample into eight separate norm groups. Scores on $X_2$ were divided into four age categories: $4 \leq X_2 < 6$ (first category), $6 \leq X_2 < 8$ (second category), and so on. Given that scores 0 and 1 on $X_1$ had equal probabilities and scores on $X_2$ were drawn from a uniform distribution, the eight groups had the same size as the norm group for which norms were estimated. Hence, it sufficed to report results only for one group; we arbitrarily chose $X_1 = 0$ and $6 \leq X_2 < 8$ (second category).

To estimate percentiles based on the regression-based norming approach, $X_1$ and $X_2$ served as independent variables in the linear regression model (Equation 1). The standardized test score ($Z_{Tr} = (Y_r - \bar{Y}_r) / \bar{Y}_r$) rather than $Y_r$ served as the dependent variable. We did not divide the residuals by their standard error (Equation 2). Using the standardized test score as the dependent variable and not standardizing the residuals has the advantage that the IPRs for both the regression-based approach and the traditional approach are expressed in the same metric ($Z$-scores).

**Analyses**

First, for the 50th, 75th, 90th, 95th, and 99th percentiles, we used an ANOVA to investigate the main effects and the two-way interaction effects on IPR that included sample size. Eta-squared ($\eta^2$) was used to interpret the effect sizes: $\eta^2 > .14$ (large effect), $\eta^2 > .06$ (medium), and $\eta^2 > .01$ (small) (Cohen, 1992). Let $SS_{effect}$ be the sum of squares corresponding to a particular main or interaction effect that is of interest, and let $SS_{total}$ be the total sum of squares, then $\eta^2$ for the effect equals

$$\eta^2 = \frac{SS_{effect}}{SS_{total}}$$
Each design cell contained one observation, which was the IPR based on 1,000 simulated samples.

Second, for each of the five percentiles, we graphically displayed the IPR as a function of sample size. Separate curves were provided for each test characteristic that had a statistically significant ($p < .05$) effect that is at least small ($\eta^2 > .01$). Researchers can use the curves to determine the required sample size for their norming research given the desired precision of the percentile scores and the characteristics of the test.

Third, for each percentile, we computed the ratio of the IPRs for traditional norming and regression-based norming, as a function of sample size. For given sample size, the ratio shows the precision of traditional norming relative to regression-based norming. For example, if for a given sample size the ratio equals 4, then the precision of regression-based norming is four times better than that of traditional norming.

### Results

#### Analyses of Variance

For the 50th, 75th, 90th, 95th, and 99th percentile, Table 3 shows the effect size ($\eta^2$) corresponding to the main effects and the interaction effects on the IPRs.

**Table 3. Effect Sizes ($\eta^2$) Based on ANOVAs Performed on IPR of Percentiles.**

<table>
<thead>
<tr>
<th>Percentiles</th>
<th>50</th>
<th>75</th>
<th>90</th>
<th>95</th>
<th>99</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>.492**</td>
<td>.460**</td>
<td>.472**</td>
<td>.509**</td>
<td>.557**</td>
</tr>
<tr>
<td>Norming method</td>
<td>.253**</td>
<td>.293**</td>
<td>.271**</td>
<td>.304**</td>
<td>.303**</td>
</tr>
<tr>
<td>Effect of covariates</td>
<td>.006**</td>
<td>.003**</td>
<td>.005**</td>
<td>.001**</td>
<td>.000</td>
</tr>
<tr>
<td>Answer categories</td>
<td>.000</td>
<td>.001***</td>
<td>.008**</td>
<td>.007**</td>
<td>.013***</td>
</tr>
<tr>
<td>Test length</td>
<td>.000</td>
<td>.001***</td>
<td>.004**</td>
<td>.001**</td>
<td>.001</td>
</tr>
<tr>
<td>Interactions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N \times$ norming method</td>
<td>.205**</td>
<td>.194**</td>
<td>.186**</td>
<td>.144**</td>
<td>.091**</td>
</tr>
<tr>
<td>$N \times$ effect of covariates</td>
<td>.003</td>
<td>.002</td>
<td>.002</td>
<td>.002</td>
<td>.002</td>
</tr>
<tr>
<td>$N \times$ answer categories</td>
<td>.000</td>
<td>.000</td>
<td>.001</td>
<td>.002**</td>
<td>.001*</td>
</tr>
<tr>
<td>$N \times$ test length</td>
<td>.003*</td>
<td>.000</td>
<td>.001</td>
<td>.000</td>
<td>.001</td>
</tr>
<tr>
<td>Complete model</td>
<td>.963**</td>
<td>.954**</td>
<td>.950**</td>
<td>.970**</td>
<td>.969**</td>
</tr>
</tbody>
</table>

Note. ANOVAs = analyses of variance; IPR = interpercentile range. Effect sizes >.01 are in boldface.

*p < .05. **p < .01.

The significance of the interaction term prohibits the interpretation of the main effects of sample size and norming method. All other interaction effects were negligible ($\eta^2 < .01$; see Table 3); hence, they were ignored.

**Main Effects.** For each of the five percentiles, sample size $N$ and norming methods had large main effects ($\eta^2 > .14$). For the 99th percentile, the main effect of number of answer categories was small ($\eta^2 > .01$) but all other main effects were negligible ($\eta^2 < .01$).

**The Relation Between Sample Size and IPR**

For the 50th, 75th, 90th, 95th, and 99th percentile, Figures 2 to 6 show the relationship between sample size $N$ (horizontal axis) and IPR (vertical axis). The figures show two main results. First, for fixed $N$, regression-based norming produces a smaller IPR than traditional norming. Hence, regression-based norming is more efficient than traditional norming. The explanation is that regression-based norming estimates norms based on the entire sample, whereas traditional norming estimates norms in each separate subgroup. Second, for small sample sizes, the effect of increasing the sample size on IPR is large, but this effect decreases rapidly as sample size increases. Similarly, for continuous variables, the standard error is inversely related to the square root of $N$ (e.g., Mood, Graybill, & Boes, 1974, section VI-5); for our discrete data, Figures 2 to 6 show a similar relationship.

For the 50th, 75th, 90th, and 95th percentiles (see figures 2 to 5), no effects other than norming method were
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Figure 2. Interpercentile range for the 50th percentile estimate.  
Note. IPR = interpercentile range; traditional norming (dashed) and regression-based norming (dotted).

Figure 3. Interpercentile range for the 75th percentile estimate.  
Note. IPR = interpercentile range; traditional norming (dashed) and regression-based norming (dotted).

Figure 4. Interpercentile range for the 90th percentile estimate.  
Note. IPR = interpercentile range; traditional norming (dashed) and regression-based norming (dotted).

Figure 5. Interpercentile range for the 95th percentile estimate.  
Note. IPR = interpercentile range; traditional norming (dashed) and regression-based norming (dotted).

included, resulting in two curves. For the 99th percentile (see Figure 6), for both norming procedures a fixed N produces a smaller IPR for polytomous-item tests than for dichotomous-item tests. Also, IPR increased as percentiles were more extreme. Hence, extreme percentiles require a larger sample size to obtain a required precision.
Table 4 shows a summary of the ratios of the IPR of traditional norming and regression-based norming. For each percentile and each $N$, estimation precision is higher for regression-based norming, which is indicated by a ratio larger than 1. The absolute difference between the two methods' estimation precision is largest for small $N$ and decreases as $N$ increases, and eventually levels off. However, the IPR ratio between the two methods did not depend on $N$. The same relationship between sample size and the standard errors of percentiles has been described for continuous data (Mood et al., 1974, section VI-5). The IPR ratio ranged from 2.4 to 5.6. The smallest ratio (i.e., 2.4) was found for the 99th percentile when the test consisted of polytomous items, and the largest ratio (i.e., 5.6) was found for the 75th percentile.

### Discussion

We studied the precision of percentile estimates expressed by IPRs to derive sample size requirements for traditional and regression-based norming. For both norming approaches, precision of the percentile estimates was also examined as a function of size of covariate effects on the test score, number of item scores, and test length.
score range polytomous items provide more score diversity than dichotomous items, resulting in narrower IPRs for the norm estimates relative to the total scale length. It should be noted that little score diversity prohibits distinguishing between individuals in the higher score range even if estimation precision is high. For example, the 90th percentile for a 10-item dichotomous might be estimated with high precision to be equal to a score of 10. However, for the 99th percentile one might estimate the same value of 10 due to the scale having only 11 values in total, the two highest being 9 and 10. Thus, one cannot distinguish individuals located in the top 10% and the top 1%. If precise estimation of extreme percentiles is important, we recommend a larger number of items, if possible polytomous items. Regression-based norming uses the relationship between covariates and the test score to adjust the discrete test scores, which results in a nondiscrete distribution of residuals enabling distinguishing different extreme scores. If dichotomous items must be used, regression-based norming enables high precision and also enables distinguishing different high-scoring individuals.

The covariates influenced the mean test score of the norm groups but not the distribution shape; hence, the value of the multiple correlation between covariates and test score did not affect the precision of norm estimation. We notice that in real-data research, one usually does not know the model that generated the data, and in simulation research, one has to choose a plausible candidate. Using the much-used nonlinear GRM for data generation allowed us to study the effect of number of items and number of response categories on precision. Our aim was comparing traditional and regression-based norming. Hence, we checked two conditions. First, the nonlinear GRM produced test scores that are nonlinearly related to the GRM’s latent variable and, second, the linear regression assumptions of homoscedasticity, linearity, and normality are satisfied in the generated data. We found that the relation between test score and latent variable was approximately linear and that model violations were negligible. Hence, we concluded that the corresponding percentiles are unbiased. The results were based on plots of the raw scores as a function of latent variable $\theta$, plots of the standardized residuals as a function of standardized predicted values, qq-plots, and histograms of both the test scores and the standardized residuals (e.g., Tabachnick & Fidell, 2012, pp. 85-86, 97), and can be obtained on request from the first author.

Further research may investigate the effect of failure of the assumptions of the regression model, which are heteroscedasticity, nonlinearity, and nonnormality, on norm estimation precision using the regression-based norming method. Other topics are model misspecification and the effect of unequal sample sizes in covariate groups on norm estimation precision.
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