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Defining a Knowledge Graph Development Process Through a Systematic Review
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Knowledge graphs are widely used in industry and studied within the academic community. However, the models applied in the development of knowledge graphs vary. Analysing and providing a synthesis of the commonly used approaches to knowledge graph development would provide researchers and practitioners a better understanding of the overall process and methods involved. Hence, this article aims at defining the overall process of knowledge graph development and its key constituent steps. For this purpose, a systematic review and a conceptual analysis of the literature was conducted. The resulting process was compared to case studies to evaluate its applicability. The proposed process suggests a unified approach and provides guidance for both researchers and practitioners when constructing and managing knowledge graphs.
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1 INTRODUCTION

Knowledge graphs—graph-structured knowledge bases [57]—are widely employed to represent structured knowledge and perform a variety of AI driven tasks in the context of diverse, dynamic, and large-scale data [32, 87]. Given this increasing adoption, there is a need for guidance on knowledge graph development that would assist researchers, developers, and engineers in the process of creating and maintaining knowledge graphs [9]. While there are descriptions of methods for knowledge graph development [37, 80], that outline the necessary steps to take in order to develop a knowledge graph, these methods vary per article and there is a lack of a global view of the development of these software artifacts.

While generally applicable development processes exist in such areas as software development [3], ontology construction [26], and knowledge engineering [64]; it is unclear to what extent these existing theories can be directly applied to knowledge graph development, due to the complex combination of data and software used for their construction. Indeed, from a software engineering
Thus, considering the growth of knowledge graphs and a lack of global process view of their
development, this article focuses on formulating key process steps when managing the construc-
tion and maintenance of knowledge graphs. Specifically, this article contributes a: A synthesis of
common steps in knowledge graph development described in the academic literature. The aim is to
provide guidance for both academia and industry in planning and managing the process of know-
ledge graph development. Moreover, we hope this analysis can provide for a better understanding
of how other development lifecycles can be applied to knowledge graphs.

This article is structured as follows: Section 2 covers related work in the area of knowledge
graphs. Then, the methodology behind the systematic review is presented in Section 3. This is
followed by the results of the review, in Section 4, which describe the proposed knowledge graph
development process, its steps, and how they interrelate. The process is assessed by mapping the
proposed steps to the case studies in Section 5. Finally, Section 6 discusses the strengths and lim-
itations of the research. Section 7 outlines the main findings and future work.

2 RELATED WORK
This section presents knowledge graphs, trends in their development and development practices
more broadly.

2.1 Knowledge Graphs
The term “knowledge graph” was first used in 1972; however, it became widely adopted after 2012,
following the announcement of the Google Knowledge Graph [1, 29]. This event also led to the
growth of the development and use of knowledge graphs in industry [27, 32, 58].

The term “knowledge graph” can be defined as “a graph of data intended to accumulate and
convey knowledge of the real world, whose nodes represent entities of interest and whose edges
represent relations between these entities” [32]. Thus, knowledge graphs are structured to represen-
t facts that cover entities, relations, and semantic descriptions [37]. Knowledge graphs can be
formally defined as a directed graph (G), where $G = (V, E)$ [2]. $V$ refers to the vertices ($V$) or nodes
that represent the real-world entities. $E$ refers to the edges ($E$) or links between the nodes that rep-
resent the relations between the entities. Commonly, entities and their relations are presented as
triples (subject, predicate, and object) [2] and in graph form (see Figure 1).

Knowledge graphs are used for multiple tasks, including search and querying (e.g., Google,
Bing), serving as a semantic database (e.g., Wikidata), and big data analytics (e.g., Walmart) [87]. In
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practice, the literature distinguishes between two types of knowledge graphs—generic knowledge graphs and domain-specific knowledge graphs [2]. The first type provides access to multiple domains, commonly with encyclopedic content, e.g., Wikidata [71], YAGO [68], and DBpedia [7, 44]. The second type is focused on a more narrow domain, often for a specific problem or industry [2]. In this article, both types are included in the analysis to ensure a broad overview of the field.

### 2.2 Trends in Knowledge Graph Development

Knowledge graph development is commonly categorised into two types, either as top-down or bottom-up [2, 23, 45, 92]. The top-down approach refers to when the ontology (or data schema) is defined first and, based on the ontology, knowledge is extracted [45]. The bottom-up approach refers to when the knowledge is extracted from data and, based on the data, the ontology of the knowledge graph is defined [45].

Current research presents multiple instances of how knowledge graphs can be developed [37, 80, 87, 88]. However, it commonly focuses on state-of-the-art techniques (e.g., machine-learning and other advanced algorithms) that can be used in the development of knowledge graphs rather than the overall process of knowledge graph development.

For example, the techniques discussed in one study [87] include data extraction from various sources, harvesting relations between entities, building rules and inference, as well as storage and management of the knowledge graph. In another study [80], the techniques are grouped differently—knowledge integration, entity discovery and typing, entity canonicalisation, construction of attributes and relationships, open schema construction, and knowledge base curation. Yet, another study [88] focuses on the techniques of structured knowledge extraction, classification and non-classification relationship extraction, and graph optimisation. Thus, there are both different approaches to as well as different vocabularies used with respect to knowledge graph development.

Therefore, this article focuses on reviewing different knowledge graph development processes presented in the literature. It contributes to the field by providing a summary of how knowledge graphs are being constructed as well as providing a synthesized description of the process.

### 2.3 Applicability of Existing Development Processes

Similar processes of development are described in other areas of computer science, for example, in software engineering or ontology construction.

In software engineering, there are several development life cycles, e.g., waterfall, V-model, incremental, iterative, and spiral [3]. While, in general, these life cycles could be applied when developing the knowledge graph; it is not known to what extent it could cover the specific requirements of the knowledge graph development.

In ontology construction, there are also several approaches, such as the Cyc method, Uschold and King’s method, the Grüninger and Fox’s methodology, the KACTUS approach, METHONYMOLOGY, and others [26]. Ontologies and knowledge graphs have similarities, though, ontologies primarily focus on capturing the knowledge models (i.e., data models), while knowledge graphs primarily focus on capturing the large amounts of data itself [63]. Additionally, ontology construction is commonly seen as one of the steps in knowledge graph development [23, 92]. Thus, it is not apparent whether ontology construction methodologies are fully suitable for knowledge graph development.

While it is useful to understand these existing approaches; it is also beneficial to take into account the specificity of knowledge graph development. Understanding how knowledge graphs are developed allows for better insights into how these existing approaches can be applied.
3 METHODOLOGY

To understand the overall process of knowledge graph development, we conducted a systematic review of the literature to understand the key process steps—identifying, describing, and integrating these concepts. To evaluate the applicability of the process, we compared it to real-world case studies. The methodology was designed based on the principles for systematic reviews in software engineering [43] and the main phases of the conceptual framework analysis [35].

The following sections present the details of how the data collection and data analysis were conducted as well as the evaluation approach.

3.1 Data Collection

As a basis for this article, relevant and recent research articles were collected and analysed. The overall flow of selecting articles for the systematic review is presented in Figure 2 as a PRISMA workflow [60]. The data collection and screening was performed by a single author with checks in terms of protocol conducted by the other author.

*Data sources.* Articles were collected from eight online well-established data sources for academic research (ACM Digital Library, IEEEExplore, ScienceDirect, arXiv, SpringerLink, Zeta Alpha-AI Research Navigator, Semantic Scholar, and Google Scholar) within the period of March-April 2021. The majority of the sources are recommended in particular when performing software engineering reviews [43].

*Inclusion and exclusion criteria.* For the search, two keywords were used: *knowledge graph development* and *knowledge graph construction*. Only articles from 2012 onward were considered as
the growth of the topic started in 2012 with the announcement of Google Knowledge Graph [32]. Only articles in English were reviewed. The first most relevant (as determined by the data source’s ranking) 50 articles per source were screened, setting a threshold for prioritising the review of articles due to a large number of identified articles and decreasing relevancy of search results [59].

First, the title and abstract were screened to determine whether the article covers the knowledge graph development. Then, the content of the article was skimmed to assess if it covers the explicit process steps. If the article met these criteria, it was added to the reference management system for further analysis.

Considering that the articles were chosen from credible sources and that the articles focused on knowledge graphs as a result, rather than reflecting on its development process, the evaluation of the experimental results of the articles was not performed.

Search outcome. Overall, 57 articles were selected for the analysis ranging from 2016 to 2021 (the full list is in Appendix A), that given focused time period ensures that the totality of relevant articles are covered. The distribution of the year of publication is presented in Table 1.

The majority of the articles were covering the development of domain-specific knowledge graphs (Table 1). These articles focus on presenting knowledge graphs built for a specific purpose and what techniques were used for their development. Another type of article was categorised as methodological, presenting a more theoretical overview of knowledge graphs and development methods.

Furthermore, the majority of articles covered bottom-up knowledge graph development approach (Table 1). Although the majority of articles do not indicate the type of the development approach used; the distinction was made by determining whether the ontology development was done or not as the first step of knowledge graph development.

After having selected the articles, the required data was extracted from the articles and analysed in multiple iterations. As a first iteration, the type of the article, the type of the knowledge graph development process, and the process itself were written down. Then, an extensive list of the process’ steps was compiled.

Table 1. Summary Details of the Selected Articles

<table>
<thead>
<tr>
<th>Year</th>
<th>Count of articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016</td>
<td>1</td>
</tr>
<tr>
<td>2017</td>
<td>5</td>
</tr>
<tr>
<td>2018</td>
<td>10</td>
</tr>
<tr>
<td>2019</td>
<td>11</td>
</tr>
<tr>
<td>2020</td>
<td>24</td>
</tr>
<tr>
<td>2021</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type of article</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain-specific</td>
<td>47</td>
</tr>
<tr>
<td>Methodological</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type of KG development</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom-up</td>
<td>41</td>
</tr>
<tr>
<td>Top-down</td>
<td>16</td>
</tr>
</tbody>
</table>

Note that during screening no relevant articles from 2012 to 2016 were identified and, thus, not included in this review. While there are a number of articles on knowledge graphs in 2012–2016, the main focus of these articles is on technological or theoretical analysis of knowledge instead of presenting the development process.
The processes were of different granularity, some including the algorithms and techniques used in the knowledge graph construction as steps, while others only indicated the main phases. The process steps were written out in three different levels, specifying the more generic steps and what they consist of (see Figure 3). Level I steps provide a more generic description of the step, Level II steps specify Level I tasks into smaller stages, while Level III steps are specific and focus on describing the algorithms and techniques used.

### 3.2 Data Analysis

The overall data analysis workflow is presented in Figure 4 that describes how steps of knowledge graph development were extracted and processed.

Initially, a total of 620 steps of all levels were indicated, of which 519 steps were unique. However, some steps were synonymous to each other; thus, the list was manually amended by changing similar tasks to the same expressions, e.g., *relationship extraction* was changed to *relation extraction*; *data, data input* and similar were changed to *data source*. After adjusting the synonyms, there were 414 unique values in the final list, of which 182 were of level I, 196 of level II, and 60 of level III.
The III level steps were specific, indicating the algorithms and techniques used, thus, were not considered in further analysis. The full list of process steps is available in a dataset repository.

The frequency of each step was counted to determine the most common steps in the knowledge graph development. This was used as guidance in formulating the general process steps. Additionally, the process figures were extracted from each article, which allowed analysis of how the process is presented visually (Appendix C and dataset repository).

Using information about frequent steps and the visually presented processes, the first process draft of the knowledge graph development was prepared. Then, having these steps, each article was reviewed again in order to record the relevant data per each indicated process step.

Finally, using the described steps of the knowledge graph development process and the visual representations of the processes, the final proposed process was developed and is described in more detail in the following section.

### 3.3 Evaluation through Case Studies

In order to evaluate the applicability and generalisability of the proposed knowledge graph development process, a comparison to case studies was carried out. The proposed process was compared and mapped to real-life knowledge graphs, and how they are constructed and maintained. The evaluation covers the comparison of two types of knowledge graphs—generic open knowledge graphs and domain-specific knowledge graphs. As a result, this evaluation provided insights on to what extent the proposed process is suitable and relevant to real life examples, as well as possible areas for future work with respect to development lifecycles.

### 4 RESULTS

The knowledge graph development process based on the review and analysis of the selected articles is presented in Figure 5. The process consists of six main steps: (i) Identify data, (ii) Construct the knowledge graph ontology, (iii) Extract knowledge, (iv) Process knowledge, (v) Construct the knowledge graph, and (vi) Maintain the knowledge graph. The process incorporates both top-down and bottom-up approaches. Each step and its sub-steps are described in the following sections.

#### 4.1 Identify Data

The objective of this step is to identify a domain of interest, a data source, and a way of data acquisition. As mentioned before, knowledge graphs can either be generic or domain-specific [2, 32]. Usually, generic knowledge graphs cover multiple domains and are publicly available, while domain-specific knowledge graphs are for specific domain or problem and commonly used in organisations

---

2https://zenodo.org/record/5608878.
for their operations. Defining the domain of the knowledge graph allows for better identification of data sources and determine how data can be extracted later [87]. The domain can be as broad or narrow as needed, e.g., education [4, 6, 13, 16, 18, 67, 69, 90], healthcare [34, 47, 52, 78], social media [48, 66], and so on.

Having chosen the domain, it is important to identify the data sources as it influences the overall knowledge graph development process as well as the choice of knowledge extraction techniques. In general, data can be either structured, semi-structured, or unstructured and can be extracted from multiple sources. Structured data is a type of data that has explicit structure, e.g., data in tables or relational databases [82]. Semi-structured data has a certain structure, but it is not strict, e.g., XML data [82]. Unstructured data do not have a predefined structure, e.g., text [82]. For instance, data can be acquired from an online encyclopedia such as Wikipedia (e.g., [28, 83]), a structured database (e.g., [16]), semi-structured documents (e.g., [90]), unstructured text (e.g., [21]), or a mix of several data sources (e.g., [86]).

Finally, the data acquisition methods are chosen based on the type of data and data source. Web resources can be acquired using web crawlers (e.g., [14]), databases can be harvested using data mining techniques (e.g., [85]), and files can be downloaded or accessed directly (e.g., [70]). A suitable method should be chosen considering what data are needed for constructing a knowledge graph.

As the result of this step, the data required for knowledge graph development is acquired and prepared for the knowledge extraction.

### 4.2 Construct the Knowledge Graph Ontology

The objective of this step is to construct the knowledge graph ontology that provides a top-level structure for the knowledge graph. This step is needed when the top-down approach is used. The top-down approach is usually used either when (i) there is already a clear domain ontology (e.g., medical classification in a healthcare domain [52]) that can be used as a basis for the knowledge graph ontology, or (ii) there is structured data that provides a framework for the ontology to be constructed (e.g., a course syllabus structure in an education domain [6]). Constructing the knowledge graph ontology allows having predefined types of entities and relations between them. For the basis of ontology construction, common ontologies such as FOAF [11], Geonames [81] or others relevant for the domain, as well as common ontology languages such as RDF(S) [73], OWL [72], and XML [74] can be reused.

Ontologies can be constructed manually or automatically. Domain experts can manually develop the ontology, but it is labour intensive. Additionally, it may be complicated to find relevant experts if the domain is narrow [45]. The automatic approach is driven by data and is described in Step 4.2 (see Section 4.4.2).

### 4.3 Extract Knowledge

Having acquired the data, the next step is to extract knowledge from it. The objective of this step is to extract entities, relations between them and attributes. There are a number of methods to apply for knowledge extraction, and for different types of data, different techniques are needed. Knowledge extraction from semi-structured and unstructured data requires more effort and more complex techniques, while for structured data, entities and relationships are identified more easily.

#### 4.3.1 Extract Entities

Entity extraction is aimed at discovering and detecting entities in a wide range of data. The objective of this step is both to discover multiple entities for a given type and to identify more informative types for a certain entity [80]. One of the most frequently applied methods is **named-entity recognition (NER)**, which focuses on the discovery and classification
of entities to the predefined categories or types [14, 34, 36, 38, 40, 47, 48, 51, 53, 69, 84, 86, 87, 92]. Other machine learning methods also include dictionary-based or pattern-based discovery, sequence labelling, word and entity embeddings, and so on [80]. The quality of extracted entities highly affects the efficiency and quality of knowledge extraction tasks (relations, attributes). Thus, it is a crucial step in knowledge graph development [92].

4.3.2 Extract Relations. After having extracted entities, they are isolated and not linked together; therefore, it is necessary to extract relations among the entities as well [38]. This step also depends on the type of data. For structured data, relations are explicit and easily identifiable. For semi-structured data, the pattern-based and rule-based approaches can be used as well as other machine learning techniques [80, 87]. In case of unstructured, textual data, relation extraction requires interpreting semantic information, where natural language processing (NLP) methods are commonly used [14, 38, 84], such as semantic role labeling [21, 54, 66, 87] or neural information extraction [80, 87]. Other examples of relation extraction methods include Open Information Extraction (OIE), bootstrapping and distant supervision for automatic labelling, methods based on frame semantics, such as FrameNet [32], kernel methods, and word embeddings [87]. If an ontology is available (as defined in Step 2, Section 4.2), then the relations between extracted entities can be assigned based on the ones defined in the ontology [78].

As a result of this step, having extracted entities and relations allows constructing triples that are used in the knowledge graph.

4.3.3 Extract Attributes. Attribute extraction refers to acquiring and aggregating the information about a specific entity [48, 51]. In some cases, attribute extraction is seen as the discovery of special types of relations [48] between entities. Nevertheless, the main objective of this step is to describe the entity more clearly [92].

For attribute extraction, similar methods to ones used for relation extraction can be applied, e.g., semantic role labeling [54], or machine learning techniques [80]. In some cases, the type of attribute can be predefined before extracting or gathering the data, e.g., attributes for road signs are colour, shape, and so on [42].

4.4 Process Knowledge

The next step in the process is the processing of knowledge. The objective of this step is to ensure that the knowledge extracted is of high quality. The unprocessed extracted entities, relations and attributes may be ambiguous, redundant or incomplete. Furthermore, knowledge from different sources has to be aligned. Therefore, it is needed to integrate the knowledge, map it to an ontology and complete missing values before constructing the knowledge graph.

4.4.1 Integrate Knowledge. Knowledge integration, also known as knowledge fusion, refers to integrating knowledge from different sources and cleaning it to eliminate redundancy, contradiction, and ambiguity [45, 48, 62].

First of all, all knowledge should be cleaned by removing unnecessary signs, stop words, and other noise, if there is any [19]. This improves the overall quality of knowledge and prepares the data for entity resolution.

In order to remove duplicates and eliminate ambiguity, it is necessary to perform entity resolution [40, 92] that is also referred to as entity alignment [51, 84, 92], entity canonicalisation [80], and entity matching [38, 92]. The objective of this task is to evaluate if different entities refer to the same real-world objects, and, if so, link them in the knowledge graph. Furthermore, all entities should be linked to unique identifiers (such as URI or IRI) that allow the definition of custom namespaces [55].
Entity resolution involves the tasks of blocking, that is used to cluster similar entities to the blocks, and similarity, that is used to evaluate are there are duplicates in the block [40]. There are a variety of methods to be applied per each task, including traditional blocking, sorted neighbourhoods, canopies for blocking, and machine learning methods for similarity, such as feature vector computation and others [40].

Relations can also be semantically similar, but syntactically different; thus, it is also necessary to merge similar relations and only keep the main ones (e.g., exploit, use, and adopt are similar [19]).

4.4.2 Construct Ontology or Map to it. If the ontology was not constructed in Step 2 (Section 4.2), then it is recommended to develop it after having integrated knowledge. The ontology in Step 2 defines the structure of the knowledge graph before extracting knowledge, whereas, in this step, the structure of the knowledge graph is defined based on the extracted knowledge.

The ontology of a knowledge graph allows creating a model of how the knowledge graph is represented in a structured way [23] and describes relations between concepts within a domain [33]. It also helps to evaluate the quality of the extracted data and how completed the knowledge is. While constructing the ontology, it is possible to analyse the knowledge graph and identify if the use of domain knowledge is not redundant [70] or predict incomplete ontological triples [36]. Moreover, the construction of the ontology should follow good practices of ontology development [10].

If the ontology was developed in Step 2 and additional knowledge was extracted in Step 3 (Section 4.3), then at this step mapping between the ontology and the extracted knowledge should be done. Thereby, the types of entities and relations should be aligned to the ones defined in the ontology [78]. Additionally, the previously developed ontology can be enriched based on the extracted knowledge [28]. Thus, the ontology of the knowledge graph should be continuously reviewed and updated.

4.4.3 Complete Knowledge. The objective of this step is to complete and enrich the knowledge in the knowledge graph as well as to improve its overall quality. This includes performing reasoning and inference, validating the triples, and optimising the knowledge graph.

Knowledge reasoning and inference refers to developing and enriching the knowledge graph by establishing new relations among entities based on existing relations and discovering new knowledge from existing knowledge [48, 77]. In general, this can be done by logical inference that is based on the existing rules between relations and through the use of machine-learning (e.g., statistical relational learning or building embedding-based link predictors and node classifiers) [61, 87]. The latter notion also comes under the heading of knowledge graph refinement [61].

The validation of triples allows ensuring that only valid and relevant knowledge is included in the knowledge graph. This can be done by setting integrity and other constraints [23] or setting necessary features for a triple to be considered valid [21]. In addition, a labelling process can be applied to tag triples as valid or not valid [19].

Finally, knowledge graph optimisation can be performed by removing nodes that are not relevant to the domain [88]. This should be based on consistent and logical rules that allow identifying and eliminating conflicts and gaps in the knowledge graph [80].

4.5 Construct the Knowledge Graph

The objective of this step is to ensure that the knowledge graph is accessible and available for use. This includes storing the knowledge graph in a suitable database, displaying and visualising it for exploration, as well as enabling its use.

4.5.1 Store Knowledge Graph. The knowledge graphs can be stored in various ways due to a wide variety of data models, graph algorithms, and applications [87]. This includes relational databases, key/value stores, triple stores, map/reduce storage [87], and graph databases [32].
Relational databases can be used for storage, even though they may not be the most suitable for large graph management [87]. This type of database can be implemented on top of an existing relational database in the organisation’s infrastructure [77, 87].

Key/value stores are NoSQL database systems that allow improving scalability of knowledge graphs and more flexibility with regard to data types [87].

Triple stores are databases that store knowledge as triples (subject - predicate - object). The majority of triple stores focus on storing knowledge graphs as RDF triples that provide a unified framework for representing information online [87].

Map/reduce storage is used for processing large knowledge graphs, as it divides the number of nodes on different machines, then each machine requires a relatively small size of computation [87].

Graph databases allow for the storage of nodes, edges, and properties of graphs. These databases provide a variety of functionalities for querying and graph mining; however, the update of knowledge can be slow [92]. As an example of a graph database, Neo4j is widely used in the knowledge graph development [14, 15, 22, 33, 38, 49, 51, 53, 56, 70, 86, 88, 90]. It has built-in functionality for, among other things, graph analysis, and querying [22, 53].

4.5.2 Display Knowledge Graph. Knowledge graphs are useful because they can be not only analysed in the database but also inspected visually. For this, it is necessary to create a knowledge graph visualisation in order to enable analysis, navigation, and discovery of related knowledge [40, 69, 75, 78, 92]. An example of knowledge graph visualisation is presented in Figure 6(a).

Some knowledge graph databases have built-in tools for graph visualisation, for example, Neo4j [56]. Another option is to develop the visualisation using front-end tech stacks, for example, using suitable JavaScript libraries [33, 51, 54, 67, 69]. When developing knowledge graph visualisations, it is important to ensure interactivity and follow best practices of information visualisation.

Nevertheless, the display of the visualisation depends on the application of the knowledge graph. For example, Google presents the nodes of Google Knowledge Graph as infoboxes in the search results (Figure 6(b)). Thus, the knowledge graphs can be displayed in multiple ways, and the most suitable one should be chosen considering the intended use of the graph.
4.5.3 Enable Use. Knowledge graphs can have multiple applications, such as web search [87], question answering [78], recommendation generation [46], chatbot functionalities [46], decision support systems [47], text understanding [80, 87], and so on. The application depends on the purpose of the knowledge graph and the domain. Regardless of the chosen application, it is then necessary to implement tools that enable effective knowledge graph use. The implementation is highly dependent on the required functionality. Furthermore, it is important to consider the end users, what kind of skills they have, and how they are going to use the knowledge graph.

Querying is one of the key functions of knowledge graphs. It allows users to explore and discover knowledge. Query functions can be already built-in in the graph database [90]. For example, Neo4j supports the Cypher graph query language that allows data queries [70]. Other RDF triple stores support SPARQL, which is widely used as the standard query language of knowledge graphs [23, 92]. Querying functionality can also be developed based on specific needs, for example, using knowledge graph matching, distributional semantic matching, or other techniques [78].

4.6 Maintain the Knowledge Graph

As knowledge is constantly changing and evolving, knowledge graphs are never complete. Thus, it is necessary to constantly monitor the knowledge graph, its usage and data sources relevant for the domain, and update the knowledge graphs as needed.

4.6.1 Evaluate the Knowledge Graph. Besides the evaluation of completeness and quality, which are addressed in Step 4 (Section 4.4), knowledge graphs can be tested through their application by gathering user feedback [91]. By analysing feedback, it is possible to identify gaps in the knowledge graph and set the development directions. This feedback may help identify new data available or provide suggestions on how to improve the application of the knowledge graph, e.g., make it faster or add new functionalities. For this, Step 5 (Section 4.5) has to be repeated by evaluating possible improvement in storage, display, and/or use of the knowledge graph.

4.6.2 Update the Knowledge Graph. In general, updating the knowledge graph may be needed when (i) there is new data in the data source already used, or (ii) there is a new data source relevant for the knowledge domain [23].

To identify new data in the data source, version and update management is needed both in the data source and in the knowledge graph. Comparing the version and the latest date of update allows easy identification of newly available data. However, this is not always possible, as not all data have version management. In particular, it may be more difficult with unstructured, free text data. Thus, other update mechanisms should be introduced, such as periodical extraction of new knowledge and mapping with current entities and relations [82]. Once new data is identified, the process is repeated from Step 3 (Section 4.3).

The discovery of new relevant data sources is a more complex task. It requires manual research to identify and access new data sources; it can also include legal agreements for data use [23]. Once the new data source is identified, the process is repeated from Step 1 (Section 4.1).

5 CASE STUDIES

In order to evaluate the applicability of the proposed knowledge graph development process, the process is compared to the development of two knowledge graphs—DBpedia as a generic open knowledge graph and the User Experience Practices Knowledge Graph as a domain-specific knowledge graph.
5.1 Comparison to DBpedia

DBpedia is a crowd-sourced open knowledge graph project aimed at extracting structured content from the Wikimedia projects [44]. Data are accessible as Linked Data and through standard Web browsers or automated crawlers.

DBpedia’s development process includes the following steps [20]:

1. Definition of mappings and ontology editing;
2. Execution of the knowledge extraction process over Wikipedia dumps;
3. Parsing and validation of the data against strict rules;
4. Release of (intermediate) data artifacts;
5. ID management and knowledge fusion from all language editions;
6. Deployment of the resulting knowledge graph.

The steps of the proposed knowledge graph development process can be mapped to the DBpedia process as follows:

1. **Identify data.** This step is omitted in DBpedia’s development process as the data source is already identified and clearly defined. As mentioned, DBpedia uses data from various Wikimedia projects. This covers a wide variety of domains, thus, making DBpedia a generic knowledge graph.

2. **Construct knowledge graph ontology.** This step corresponds to the step “Definition of mappings and ontology editing”. DBpedia’s ontology was first developed based on infoboxes within Wikipedia and is continuously updated [44]. Currently, the ontology has over 700 classes and 3,000 properties [20].

3. **Extract knowledge.** This step corresponds to the step “Execution of the knowledge extraction process over Wikipedia dumps”. DBpedia extracts data from Wiki pages through the continuous knowledge extraction process (that is defined by **DBpedia Information Extraction Framework (DIEF)**) and live extraction, including entities, relations, and attributes extraction. The continuous extraction is performed every month. DBpedia extraction is available through mapping-based (rule-based), generic (automatic), text, and Wikidata extraction [20].

   3.1 **Extract entities.** A key method of entity extraction in DBpedia is to extract unmapped information in Wikipedia infoboxes and create entities from the attribute values [20, 44].

   3.2 **Extract relations.** Mappings-based extraction is one of the methods used to extract relations from Wikipedia infoboxes [20].

   3.3 **Extract attributes.** Other attributes are extracted directly from the article text. Attributes then can be mapped to the existing properties [20].

4. **Process knowledge.** This step corresponds to the steps “Parsing and validation of the data against strict rules” and “ID management and knowledge fusion from all language editions”.

   4.1 **Integrate knowledge.** At first, the data itself are parsed and validated for early release. Then, it is processed globally, focusing on eliminating redundancy and instability of IRI identifiers. For this process, DBpedia is using FlexiFusion approach that provides flexibility in processing a large variety of data [20].

   4.2 **Construct ontology or map to it.** The knowledge is mapped to DBpedia’s ontology [20]. This also allows for the evaluation of the completeness of the extracted knowledge.

   4.3 **Complete knowledge.** Finally, there are multiple data validation and quality rules applied to ensure the completeness of the RDF triples, for example, reviewing conformance to the predefined schema and ontology restrictions as well as identifying missing artifacts [30].
(5) **Construct knowledge graph.** This step corresponds to the steps “Release of (intermediate) data artifacts” and “Deployment of the resulting knowledge graph”. The extracted and processed knowledge is published in an accessible way enabling its use twice—firstly, as intermediate data after strict parsing and validation, and secondly, as a completed knowledge graph [20].

(5.1) **Store the knowledge graph.** The data itself are stored in the DBpedia Databus platform.

(5.2) **Display the knowledge graph.** The Databus platform is accessible online as datasets, also, DBpedia Live can be accessed as an API. DBpedia also exposes human readable representations (i.e., HTML pages) of its knowledge in the form of Linked Data [44].

(5.3) **Enable use.** Data search is enabled by the DBpedia SPARQL endpoint as well through Linked Data [44]. This allows to users access data and use it for their own needs.

(6) **Maintain knowledge graph.** The entire process of DBpedia’s development is iterative and constantly reviewed, which allows capturing the most recent and relevant data. This structured release cycle allows to ensure that the knowledge graph is kept up to date [30].

(6.1) **Evaluate the knowledge graph.** Community reviews, contributions, and feedback are used to further develop DBpedia. The knowledge graph and its ontology is widely accessible for users to provide feedback and their suggestions on how the data should be updated [20, 44].

(6.2) **Update the knowledge graph.** As the DBpedia is based on Wikipedia data that is constantly changing and updated, DBpedia is also always maintained and updated version is updated in accordance to the release cycle [30].

Overall, DBpedia’s process is similar to the proposed one. Nevertheless, DBpedia’s process steps are specified to better correspond to the operations and procedures, as they are executed in DBpedia. In addition, DBpedia has two stages of processing and releasing data, which allows earlier access to data, even if it is not completed as a knowledge graph.

### 5.2 Comparison to User Experience Practices Knowledge Graph

UX Methods is a domain-specific boutique knowledge graph aimed at gathering and integrate knowledge related to the user experience design [25]. Its development workflow is presented in Figure 7 and consists of five main stages—(i) Capture, (ii) **Extract Transform Load (ETL)**, (iii) Semantic Reasoning, (iv) Publication, and (v) Iteration.

The steps of the proposed knowledge graph development process can be mapped to the UX Methods process as follows:

---

(1) **Identify data.** This step corresponds to the step “Capture”. The data are submitted by users using Google Forms in a semi-structured way, providing such information as the method name, description, steps, outcomes, subsequent methods, and available web resources. [25]. Additionally, a headless content management system is used to capture information.

(2) **Construct the knowledge graph ontology.** As the ontology of UX Methods is predefined, this step is omitted in the overall workflow. However, the UX Methods use ontology to describe relationships between different disciplines and methods. It is constantly evolving as new knowledge is added [25].

(3) **Extract knowledge.** This step corresponds to the step “ETL”. The manually captured data are extracted and transformed to RDF, including entities, relations, and attributes. For this purpose, different techniques are used, including auto-classification, semantic data integration, and NLP [24].

(3.1) **Extract entities.** Entities are gathered through a headless content management system.

(3.2) **Extract relations.** The knowledge model provides a set of relation types that are then used to create relations between entities.

(3.3) **Extract attributes.** Attributes are also gathered through the headless content management system and mapped to the Knowledge Model.

(4) **Process knowledge.** This step corresponds to the steps “ETL” and “Semantic Reasoning”.

(4.1) **Integrate knowledge.** Newly extracted knowledge can be linked to the existing entities when the data are being updated; however, this is not explicitly explained as the data are manually gathered.

(4.2) **Construct ontology or map to it.** The extracted knowledge is mapped to the ontology.

(4.3) **Complete knowledge.** The data are processed by Protégé reasoner that allows for enabling the inference and identifying additional relations, and thus, complete the knowledge graph [24].

(5) **Construct knowledge graph.** This step corresponds to the step “Publication” [25].

(5.1) **Store the knowledge graph.** The data are stored on Data.world platform [24].

(5.2) **Display the knowledge graph.** The processed knowledge is published in RDF/XML format and is used to populate the website, allowing users to query and view it [25].

(5.3) **Enable use.** Multiple front-end tools are used to provide access and enable use, including Jekyll and Jekyll-RDF for querying, Lunr.js for implementing the search functionality, and GULP for automating the development workflow [25].

(6) **Maintain knowledge graph.** This step corresponds to the step “Iteration”.

(6.1) **Evaluate the knowledge graph.** The evaluation, recapturing and reintegration of knowledge is performed based on user input, traffic analytics, and search analytics [25].

(6.2) **Update the knowledge graph.** With each iteration data are re-integrated in to data models mappings and queries. The knowledge graph relies on the users’ feedback both for the update of the knowledge and maintenance of the knowledge graph itself [25].

Overall, the UX Methods process is similar to the proposed one, as it includes all the identified steps and employs different techniques and algorithms to develop a knowledge graph. However, UX Methods leverages the users’ input, feedback, and interaction to further develop the knowledge graph, whereas this is not captured in the proposed process.

6 **DISCUSSION**

Based on the case studies, the proposed knowledge graph development process is applicable. The main steps cover the essential development steps and, thus, can be applied in practice. However, there are several considerations as to what extent the proposed process is suitable for use in all cases of knowledge graph development.
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Initial vs. continuous development of knowledge graphs. Based on this systematic review, the research literature focuses on the initial development of knowledge graphs, while the case studies focused on presenting the continuous development of knowledge graphs. In the case studies, initial considerations (such as Step 1 “Identify data”) are done once when establishing a need for a knowledge graph. In addition, in the case studies, the knowledge graph ontology is present, and it is not explained whether it was developed separately or based on the knowledge used in the graph. Therefore, if the proposed process for the existing knowledge graph is used, Step 2 “Construct ontology” is not needed. Whereas, Step 4.2 “Construct ontology or map to it” is performed, focusing on mapping the new data to existing ontology and, if needed, updating the ontology based on the extracted knowledge. While Steps 1 and 2 are essential for determining the scope and structure of the knowledge graph, they are not necessarily revised with each update of the knowledge graph.

The nature of scientific articles also affects the “pipeline-like” visualisation of the proposed process. Since articles focus on presenting how a knowledge graph was developed for a specific case, they commonly do not consider feedback loops and continuous iterations. Thus, more focus is on the initial one-time development, rather than on continuous updates.

Under these considerations, our proposed process appears to be more useful for initial knowledge graph development, where it is necessary to determine the data and the structure of the knowledge graph. We believe that in order to apply this process to existing knowledge graphs would require additional adaption since many of the main decision points have, typically, already been made and the main focus is on acquiring new data and processing it in order to update the graph.

Level of abstraction. The proposed process aims at providing overall guidance in knowledge graph development. However, the developers (a person or a team responsible for developing the knowledge graph) have to perform additional research and make decisions in order to construct the knowledge graph. Based on various factors, such as the type of data, the choice of algorithms, the type of graph storage, the application of knowledge, and others, the process can differ between knowledge graphs.

The process can be useful as a tool to check if all aspects and considerations are covered. Nevertheless, there is still a need for the developers to choose appropriate methods and algorithms for data acquisition, knowledge extraction and processing, as well as set appropriate measures for maintaining, updating, and managing the knowledge graph (e.g., setting the frequency and procedure for the knowledge graph update).

User perspective. The reviewed literature does not focus on discussing the role of knowledge graph users in the knowledge graph development process. This may be a result of the fact that research articles are focusing on presenting the most efficient algorithms and how they work rather than on how the knowledge graph will be used once developed.

In contrast, the case studies take into account the user feedback, and how the knowledge graph is used (e.g., traffic or search analytics) for the knowledge graph maintenance and further development. User feedback and analytics can indicate what data are needed to include, how the knowledge graph should be updated, and how the application itself could be improved. Therefore, while the user perspective was not considered in the literature we reviewed, it can be a valuable addition when maintaining a knowledge graph. Positively, we note that the success of Wikidata [71] has led to greater interest in the user and knowledge graph development by the research community [5, 39].

Applying the proposed process. The proposed process provides a starting point when developing a knowledge graph as well as main steps and areas to consider. It assists in deciding whether
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A top-down or bottom-up approach should be used as well as planning the work that needs to be done. Nevertheless, the process is generic and requires additional research and decision-making from the individual or team applying this process on what tools and techniques to adopt. There are multiple tools and techniques that can be used in each step of the knowledge graph development process, and they depend on multiple development decisions that were described in the article (Section 4). While some algorithms and methods are mentioned here, there are other resources that describe such methods in detail (e.g., [31, 80]).

The main focus of the reviewed articles is generic or domain-specific knowledge graphs and building them from the beginning rather than on how to improve them. For this reason, the proposed process is better suited for initial knowledge graph development than applying it for an existent knowledge graph improvement. In addition, there are more types of knowledge graphs emerging that were not described in the reviewed articles, for example, personal knowledge graphs [8]. Such knowledge graphs are focused on the user or a person rather than a specific domain. Additionally, for simple knowledge graphs, the proposed process may be too complex and include unnecessary steps.

Lastly, the vast majority of reviewed articles did not base their approach to knowledge graph development on a solid framework but rather described the workflow of their project. The process described here is a synthesis based on the knowledge graph development approaches in the literature. Thus, the described process provides an evidenced-based framework for organising and managing knowledge graph development in a structured manner.

Validity of the research. While this article achieves its goal of providing a summary of knowledge graph development processes found in multiple articles, several considerations about its validity need to be taken into account. Internal validity is affected by the methodology and research design. The systematic review is highly dependent on the interpretation and biases of the author in the choice of articles, coding, and setting priorities. Moreover, while we believe that our method captured the research base as the most relevant articles in multiple major scientific sources where screened, we cannot guarantee that we retrieved all relevant articles as we applied a threshold and did not perform snowballing due to time constraints. To help ensure validity, the PRISMA guidelines were followed focusing on transparency of the review process. A check list can be found in Appendix B.

In addition, external validity is affected in terms of to what extent results apply to a population. Only scientific articles were analysed, and the evaluation was based on two case studies. While the evaluated case studies show that the proposed process corresponds to actual industry cases, there is not an empirical bases to determine as to what extent the proposed process can be applied and generalised to the whole population. Additional evaluation methods could lead to a broader understanding of its general applicability (e.g., interviews with experts or organisations using the knowledge graphs in their operations). Furthermore, the practical implementation of a knowledge graph could be carried out following the proposed process to examine its efficacy as a guide to knowledge graph development.

7 CONCLUSION

This article aimed at understanding the main steps in the knowledge graph development process and how they are interrelated. This was done through a systematic review and conceptual analysis. The main steps of the development process include: (i) identify data, (ii) construct the knowledge graph ontology, (iii) extract knowledge, (iv) process knowledge, (v) construct the knowledge graph, and (vi) maintain the knowledge graph. The relations between steps are presented in Figure 5.
process suggests a unified approach to knowledge graph development and provides guidance for both researchers and practitioners when constructing and managing knowledge graphs.

There are a number of avenues for future work, including:

— **Researching additional industry cases.** While this research focuses mostly on the development of the knowledge graphs as reported in the literature, a study on how organisations are performing this process would provide further richness to the process in practice.

— **Evaluating the proposed process with experts and organisations using knowledge graph in their activities.** This would allow for a more accurate assessment of the proposed process; its added value and how it can be used in practice.

— **Examining how existing software development, ontology development or other methodologies in the field of computer science can be applied for knowledge graph development.** This article focused on synthesising and analysing knowledge graph development processes. Examining the proposed process by comparing it to other existing methodologies would allow for this extensive literature to be incorporated and compared.

— **Developing a knowledge graph using the proposed process.** This would allow for the evaluation of the practicality and applicability of the proposed process.

— **Researching tools and techniques for each step of knowledge graph development.** While this article is focused on the organising and managing knowledge graph development process, additional research, and mapping of tools and techniques for each step could provide further assistance for researchers and developers.

Overall, we hope this research provides a foundation for further investigation into how software and data engineering methodologies can be used to assist developers and researchers in the construction and maintenance of knowledge graphs.

**APPENDICES**

**A SUMMARY OF ARTICLES**

Table A.1. Summary of Articles used During Systematic Review

<table>
<thead>
<tr>
<th>No.</th>
<th>Article</th>
<th>Year</th>
<th>Article type</th>
<th>Process type</th>
<th>Process label</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sun K. et al. [69]</td>
<td>2016</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Process</td>
</tr>
<tr>
<td>3</td>
<td>Lian H. et al. [48]</td>
<td>2017</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Process</td>
</tr>
<tr>
<td>4</td>
<td>Qui L. et al. [62]</td>
<td>2017</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Process</td>
</tr>
<tr>
<td>5</td>
<td>Zhao Y. et al. [91]</td>
<td>2017</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Aspects</td>
</tr>
<tr>
<td>6</td>
<td>Lin Z. Q. et al. [49]</td>
<td>2017</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Overview</td>
</tr>
<tr>
<td>7</td>
<td>Xin H. et al. [85]</td>
<td>2018</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Workflow</td>
</tr>
<tr>
<td>8</td>
<td>Yan J. et al. [87]</td>
<td>2018</td>
<td>Methodological</td>
<td>Bottom-up</td>
<td>Framework</td>
</tr>
<tr>
<td>10</td>
<td>Wang C. et al. [75]</td>
<td>2018</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Workflow</td>
</tr>
<tr>
<td>11</td>
<td>Martinez-Rodriguez J. L. et al. [54]</td>
<td>2018</td>
<td>Methodological</td>
<td>Bottom-up</td>
<td>Method</td>
</tr>
<tr>
<td>12</td>
<td>Shekarpour S. et al. [66]</td>
<td>2018</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Pipeline</td>
</tr>
<tr>
<td>13</td>
<td>Zhao Z. et al. [92]</td>
<td>2018</td>
<td>Methodological</td>
<td>Bottom-up</td>
<td>Architecture</td>
</tr>
<tr>
<td>14</td>
<td>Yang C. et al. [16]</td>
<td>2018</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Procedure</td>
</tr>
<tr>
<td>15</td>
<td>Chenglin Q. et al. [15]</td>
<td>2018</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Technologies</td>
</tr>
<tr>
<td>16</td>
<td>Wu T. et al. [82]</td>
<td>2018</td>
<td>Methodological</td>
<td>Bottom-up</td>
<td>Framework</td>
</tr>
<tr>
<td>17</td>
<td>Sharafeldeen D. et al. [65]</td>
<td>2019</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Workflow</td>
</tr>
</tbody>
</table>

(Continued)
Table A.1. Continued

<table>
<thead>
<tr>
<th>No.</th>
<th>Article</th>
<th>Year</th>
<th>Article type</th>
<th>Process type</th>
<th>Process label</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>Mehta A. et al. [55]</td>
<td>2019</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Pipeline</td>
</tr>
<tr>
<td>19</td>
<td>Huang L. et al. [34]</td>
<td>2019</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Process</td>
</tr>
<tr>
<td>20</td>
<td>Zhou Y. et al. [94]</td>
<td>2019</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Framework</td>
</tr>
<tr>
<td>21</td>
<td>Hu H. et al. [33]</td>
<td>2019</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Framework</td>
</tr>
<tr>
<td>22</td>
<td>Wu T. et al. [83]</td>
<td>2019</td>
<td>Methodological</td>
<td>Bottom-up</td>
<td>Framework</td>
</tr>
<tr>
<td>23</td>
<td>Christophides V. et al. [17]</td>
<td>2019</td>
<td>Methodological</td>
<td>Bottom-up</td>
<td>Workflow</td>
</tr>
<tr>
<td>24</td>
<td>Kejriwal M. [40]</td>
<td>2019</td>
<td>Methodological</td>
<td>Bottom-up</td>
<td>-</td>
</tr>
<tr>
<td>26</td>
<td>Wang P. et al. [77]</td>
<td>2019</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Framework</td>
</tr>
<tr>
<td>27</td>
<td>Chen Y. et al. [14]</td>
<td>2019</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Framework</td>
</tr>
<tr>
<td>28</td>
<td>Yu H. et al. [88]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Framework</td>
</tr>
<tr>
<td>29</td>
<td>Weikum G. et al. [80]</td>
<td>2020</td>
<td>Methodological</td>
<td>Bottom-up</td>
<td>Roadmap</td>
</tr>
<tr>
<td>30</td>
<td>Li F. et al. [46]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Process</td>
</tr>
<tr>
<td>31</td>
<td>Su Y. et al. [67]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Method</td>
</tr>
<tr>
<td>32</td>
<td>Hertling S. et al. [28]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Workflow</td>
</tr>
<tr>
<td>33</td>
<td>Nitisha J. [36]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Approach</td>
</tr>
<tr>
<td>34</td>
<td>Li L. et al. [47]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Procedure</td>
</tr>
<tr>
<td>35</td>
<td>Mao S. et al. [53]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Process</td>
</tr>
<tr>
<td>36</td>
<td>Kim J. E. et al. [42]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Approach</td>
</tr>
<tr>
<td>37</td>
<td>Wang Q. et al. [78]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Framework</td>
</tr>
<tr>
<td>38</td>
<td>Xiao D. et al. [84]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Method</td>
</tr>
<tr>
<td>39</td>
<td>Yu S. et al. [89]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Not clear</td>
<td>Framework</td>
</tr>
<tr>
<td>40</td>
<td>Elhammadi S. et al. [21]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Pipeline</td>
</tr>
<tr>
<td>41</td>
<td>Fang W. et al. [22]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Workflow</td>
</tr>
<tr>
<td>42</td>
<td>Wang M. et al. [76]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Pipeline</td>
</tr>
<tr>
<td>43</td>
<td>Malik K. M. et al. [52]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Architecture</td>
</tr>
<tr>
<td>44</td>
<td>Muhammad I. et al. [56]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Approach</td>
</tr>
<tr>
<td>45</td>
<td>Liu S. et al. [51]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Framework</td>
</tr>
<tr>
<td>46</td>
<td>Jin Y. et al. [38]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Process</td>
</tr>
<tr>
<td>47</td>
<td>Li F. et al. [45]</td>
<td>2020</td>
<td>Methodological</td>
<td>Bottom-up</td>
<td>Flow chart</td>
</tr>
<tr>
<td>48</td>
<td>Fensel D. et al. [23]</td>
<td>2020</td>
<td>Methodological</td>
<td>Bottom-up</td>
<td>Process</td>
</tr>
<tr>
<td>49</td>
<td>Dessì D. et al. [19]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Pipeline</td>
</tr>
<tr>
<td>51</td>
<td>Yan H. et al. [86]</td>
<td>2020</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Process</td>
</tr>
<tr>
<td>52</td>
<td>Kim H. [41]</td>
<td>2021</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Process</td>
</tr>
<tr>
<td>53</td>
<td>Yu X. et al. [90]</td>
<td>2021</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Process</td>
</tr>
<tr>
<td>54</td>
<td>Liu J. et al. [50]</td>
<td>2021</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Workflow</td>
</tr>
<tr>
<td>55</td>
<td>Zhou B. et al. [93]</td>
<td>2021</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Framework</td>
</tr>
<tr>
<td>56</td>
<td>Dessì D. et al. [18]</td>
<td>2021</td>
<td>Domain specific</td>
<td>Bottom-up</td>
<td>Workflow</td>
</tr>
<tr>
<td>57</td>
<td>Tan J. et al. [70]</td>
<td>2021</td>
<td>Domain specific</td>
<td>Top-down</td>
<td>Framework</td>
</tr>
</tbody>
</table>
### B PRISMA 2020 CHECKLIST

**PRISMA 2020 Checklist**

<table>
<thead>
<tr>
<th>Section and Topic</th>
<th>Checklist Item</th>
<th>Location where item is reported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>1</td>
<td>Identify the report as a systematic review.</td>
</tr>
<tr>
<td>ABSTRACT</td>
<td>2</td>
<td>See the PRISMA 2009 for abstract checklist.</td>
</tr>
<tr>
<td>INRODUCTION</td>
<td>3</td>
<td>Specify whether the reference is for a review on the overview of existing knowledge.</td>
</tr>
<tr>
<td>Objectives</td>
<td>4</td>
<td>Provide an explicit statement of the objective(s) or question(s) the review addresses.</td>
</tr>
<tr>
<td>Eligibility criteria</td>
<td>5</td>
<td>Specify the inclusion and exclusion criteria for the review and how studies were gathered for the systematic review.</td>
</tr>
<tr>
<td>Information sources</td>
<td>6</td>
<td>Specify databases, registers, websites, organizations, reference lists and other sources searched or consulted to identify studies. Specify the date when online sources were searched (or consulted).</td>
</tr>
<tr>
<td>Search strategy</td>
<td>7</td>
<td>Present the full search strategies for all databases, registers and websites, including any filters and limits used.</td>
</tr>
<tr>
<td>Selection process</td>
<td>8</td>
<td>Specify the methods used to decide whether a study met the inclusion criteria of the review, including how many reviewers screened each record and each report retrieved, whether they worked independently, if duplicates, details of automation tools used in the process.</td>
</tr>
<tr>
<td>Data collection process</td>
<td>9</td>
<td>Specify the methods used to collect data from reports, including how many reviewers collected data from each report, whether they worked independently, if any processes for obtaining or confirming data from study investigators, if applicable, details of automation tools used in the process.</td>
</tr>
<tr>
<td>Data items</td>
<td>10a</td>
<td>List and define all outcomes for which data were sought. Specify whether all outcomes that were compatible with each outcome domain in each study were sought (e.g. for all outcomes, time points, evidence, and if not, the methods used to decide which results to collect.</td>
</tr>
<tr>
<td></td>
<td>10b</td>
<td>List and define all variables for which data were sought (e.g. participant and intervention characteristics, funding source). Describe any assumptions made about missing or incompleteness of data.</td>
</tr>
<tr>
<td>Study risk of bias assessment process</td>
<td>11a</td>
<td>Describe the process used to rate each study’s risk of bias for each domain and the results (e.g. low, moderate, high). Describe any process used to rate the overall risk of bias for the study group for each systematic review.</td>
</tr>
<tr>
<td></td>
<td>11b</td>
<td>Describe any methods required to prepare the data for presentation or synthesis, such as handling of missing summary statistics or data conversions.</td>
</tr>
<tr>
<td></td>
<td>11c</td>
<td>Describe any methods used to tabulate or visually display results of individual studies and syntheses.</td>
</tr>
<tr>
<td></td>
<td>11d</td>
<td>Describe any methods used to synthesize results and provide a statistic for the findings. If meta-analysis was performed, describe the model(s), method(s) to identify the presence and extent of statistical heterogeneity, and software package(s) used.</td>
</tr>
<tr>
<td></td>
<td>11e</td>
<td>Describe any methods used to explore possible causes of heterogeneity among study results (e.g. subgroup analysis, meta-regression).</td>
</tr>
<tr>
<td>Reporting bias assessment</td>
<td>12</td>
<td>Describe any methods used to assess risk of bias due to missing results in a synthesis (arising from reporting biases).</td>
</tr>
</tbody>
</table>

**Fig. B.1. The PRISMA checklist for this review [60].**
C VISUALISATIONS OF THE KNOWLEDGE GRAPH DEVELOPMENT IN THE SELECTED ARTICLES

Fig. C.1. Workflow of subjective KB construction [85].

Fig. C.2. Framework of the construction method [88].
Fig. C.3. The framework of knowledge graph [87].

Fig. C.4. Data mining workflow for knowledge graph construction [65].

Fig. C.5. The general framework of Chinese knowledge graph construction [82].
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Fig. C.6. System architecture of K12EduKG [13].

Fig. C.7. The architecture of subject KG construction [67].

Fig. C.8. Knowledge base construction system [4].
Fig. C.9. The overall framework of TCM knowledge graph construction [94].

Fig. C.10. Functional design framework [33].

Fig. C.11. Proposed framework (OE:Online encyclopedia) [83].
Fig. C.12. The generic end-to-end workflow for Entity Resolution [17].

Fig. C.13. The overall workflow creating the DBkWik knowledge graph [28].

Fig. C.14. First approach for NER for artwork titles [36].

Fig. C.15. Technique procedure in this study [75].
Fig. C.16. Overview of the proposed method [54].

Fig. C.17. Proposed systematic procedure of medical KG construction [47].

Fig. C.18. Overall process of analyzing formal concepts from collected specifications and transforming a product knowledge graph [41].
Fig. C.19. Construction process of the knowledge graph [53].

Fig. C.20. The pipeline of the required steps for developing a knowledge graph of interlined events [66].

Fig. C.21. The process of creating this knowledge graph [90].

Fig. C.22. COVID-KG overview: from data to semantics to knowledge [78].
Fig. C.23. The overview of our method [84].

Fig. C.24. The financial knowledge extraction pipeline [21].

Fig. C.25. The architecture of knowledge graph [92].

Fig. C.26. The workflow of the proposed hybrid semantic computer vision approach [22].
Fig. C.27. Building a knowledge graph flowchart [16].

Fig. C.28. Constructing process of the visual analysis platform [69].

Fig. C.29. Functional view of automated knowledge graph architecture [52].
Fig. C.30. The framework for construction for WRKG [93].

Fig. C.31. Workflow of the approach for building a scientific knowledge graph from scientific textual sources [18].

Fig. C.32. The flowchart of knowledge graph in the domain of culture [79].
Fig. C.33. The three-level framework of the ontology-based literatures’ knowledge reasoning network modeling [12].

Fig. C.34. Stages involved in the construction of a literature knowledge graph using OIE4KGC [56].

Fig. C.35. Construction framework of Chinese ancient historical and cultural knowledge graph [51].
Fig. C.36. Research framework for the construction and complement of knowledge graphs in the field of urban traffic [70].

Fig. C.37. The united process to construct the graph personal relationships [38].
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Fig. C.38. Overview of Sogou knowledge graph construction framework [77].

Fig. C.39. The process of knowledge graph construction [48].

Fig. C.40. Improved flow chart of knowledge graph construction [45].

Fig. C.41. The process of constructing Uyghur knowledge graph [62].
Fig. C.42. Collaborative development of industrial knowledge graph [91].

Fig. C.43. The framework of AgriKG [14].

Fig. C.44. Schema of the pipeline to extract and handle entities and relations [19].

Fig. C.45. System architecture [6].
Fig. C.46. Logical overview of the software knowledge graph construction platform [49].

Fig. C.47. The process of built knowledge graph [86].
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