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In the second part, the Subspace Projected Approximate Matrix (SPAM) method, an iterative method for the Hermitian eigenvalue problem, is investigated. For certain choices of the approximation matrix, SPAM turns out to be mathematically equivalent to the Lanczos method. While more sophisticated approximations turn SPAM into a boosted version of the Lanczos method, it can also be interpreted as an attempt to enhance a certain instance of the preconditioned Jacobi-Davidson method.
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Chapter 1

Introduction

*Perturbation,*

*a disturbance of motion, course, arrangement, or state of equilibrium.*

- *Merriam-Webster* dictionary

Despite the somewhat negative connotation of the word, not every perturbation is a bad perturbation. In fact, while disturbing the entries of a matrix, many perturbations still preserve useful properties such as the orthonormality of the basis of eigenvectors or the Hermicity of the original matrix.

In the coming chapters we will encounter several property-preserving perturbations. Some of these are as ordinary as Hermitian perturbations of Hermitian matrices. Some others, such as normality preserving perturbations, or those yielding approximations from below are less studied. Nevertheless, also these turn out to hide some charming results. For instance, the reader might be surprised to discover that the knowledge of a single eigenpair of a normal matrix is all that is needed to augment it with a row and a column while retaining its normality. Or, that among all the linear combinations of normal matrices, \( tA + (1 - t)B \) with \( t \in \mathbb{R} \), there are either two or infinitely many normal matrices.
We shall also encounter some pleasant perturbations. Those that affect entries in such a way that the properties of the resulting matrix are more gracious than the ones we started from. We find them, for instance, in the context of iterative methods for eigenvalue problems. These are perturbations that make the computation of the eigenvalues more efficient by introducing extra sparsity and/or a better structure. Determining general suitable perturbations for that purpose is still a difficult task. Nevertheless, in the framework of the Subspace Projected Approximate Matrix method some property-preserving perturbations turn out to be both suitable and to simplify the theoretical analysis.

Broadly speaking, however, this thesis is less about the perturbations themselves and more about the eigenvalues of the resulting matrix. Therefore, among the main results, the reader will find improved bounds for the eigenvalues of Hermitian perturbations of Hermitian matrices and new estimates for the eigenvalues of certain normality preserving perturbations of normal matrices.

1.1 Perturbation theory

Research on eigenvalue problems is one of the most prolific topics in Numerical Linear Algebra [31]. Perturbation analysis, in particular, studies the consequences of small changes in a matrix $A \in \mathbb{C}^{n \times n}$ to its eigenvalues and/or eigenvectors. The perturbation may result from the inherent inexact nature of numerical computations but also from research questions in the context of discretized differential equations, or stability of dynamical systems, to name a few. Independently of their origin, and assuming that the eigendata of $A$ are known, the problem is to determine the eigenvalues (and sometimes also eigenvectors) of the matrix

$$A + E$$

where $E \in \mathbb{C}^{n \times n}$ is some perturbation matrix. In many cases, however, rather than the exact eigenvalues of $A + E$, lower or upper bounds suffice and the deeper our knowledge of the characteristics of $A$ and $E$, the better can it be exploited to improve those bounds.
We may collect the results in perturbation theory for eigenvalues into two major groups. The first includes bounds for the error (absolute or relative) of the perturbation and examples of important results are Hoffman-Wielandt’s ([38], [39, Thm. 6.3.5]) and Bauer-Fike’s theorems. Because we shall refer to Bauer-Fike’s theorem often in the next chapters, we chose to present here also its proof.

**Theorem 1.1.1** (Bauer-Fike [5]). For \( n \in \mathbb{N} \), let \( \tilde{A}, A \) and \( E \) be \( n \times n \) matrices satisfying \( \tilde{A} = A + E \). Assume, furthermore, that \( V \in \mathbb{C}^{n \times n} \) is nonsingular and such that \( \Lambda = V^{-1}AV \) is diagonal. Finally, for \( j \in \{1, \ldots, n\} \) denote by \( \lambda_j \) the eigenvalues of \( A \) and let \( \mu \) be an eigenvalue of \( \tilde{A} \). Then, for at least one eigenvalue, \( \lambda_j \), of \( A \)

\[ |\lambda_j - \mu| \leq \kappa_p(V) \|E\|_p, \]

where \( \kappa_p(V) = \|V^{-1}\|_p \|V\|_p \) is the condition number of \( V \) with respect to the matrix \( p \)-norm.

**Proof.** For notation simplicity, we define in this proof \( \|\cdot\| := \|\cdot\|_p \) for the matrix \( p \)-norm. If \( \mu \) is an eigenvalue of \( A \), it is enough to take \( \lambda_j = \mu \). We assume, therefore, that \( \mu \) is not an eigenvalue of \( A \). Owing to the fact that \( \mu \in \sigma(\tilde{A}) \), the matrix \( \tilde{A} - \mu I \) is singular and since \( \text{det}(\Lambda - \mu I) \neq 0 \) we may write

\[
0 = \text{det}(\tilde{A} - \mu I) = \text{det}(\Lambda + V^{-1}EV - \mu I) = \text{det}(\Lambda - \mu I) \text{det} \left[ (\Lambda - \mu I)^{-1}V^{-1}EV + I \right].
\]

Thus, \( \text{det} \left[ (\Lambda - \mu I)^{-1}V^{-1}EV - (-1)I \right] = 0 \). This points to \(-1\) as an eigenvalue of \((\Lambda - \mu I)^{-1}V^{-1}EV\). Therefore,

\[
1 \leq \|(\Lambda - \mu I)^{-1}V^{-1}EV\| \leq \|(\Lambda - \mu I)^{-1}\|\|V^{-1}\|\|E\|\|V\| = \kappa_p(V)\|(\Lambda - \mu I)^{-1}\|\|E\|.
\]

Here, \( \kappa_p(V) = \|V^{-1}\|\|V\| \) and the first inequality follows from the fact that, for consistent norms, \( \|A\| \) is never smaller than the spectral radius of \( A \). This gives

\[ 1 \leq \max |(\lambda_j - \mu)^{-1}|\|E\|\kappa_p(V) \text{ or equivalently } \min |\lambda_j - \mu| \leq \kappa_p(V)\|E\|. \]
Then, for at least one \( j \), we have \( |\lambda_j - \mu| \leq \kappa_p(V)\|E\| \), proving the statement.

The other group of perturbation results focuses on the relative position of the eigenvalues of \( A \) and \( A + E \). Important results include Weyl’s inequalities on Hermitian perturbations of Hermitian matrices but also, in some sense, Cauchy’s Interlace Theorem. The two types of results are not mutually exclusive and they often appear together. Our interest, however, lies with this second group which we now develop in more detail.

### 1.1.1 Classical theory

Determining all values \( \lambda \) for which \( Av = \lambda v \) has a nonzero solution \( v \) is called the **standard algebraic eigenvalue problem**. Given such an eigenvector \( v \) of unit norm, we may use the same equation to determine the associated eigenvalue by writing \( \lambda = v^*Av \). For a matrix \( A \) (usually Hermitian), the quadratic form that relates an arbitrary vector in \( \mathbb{C}^n \) with a complex scalar is known as the Rayleigh quotient or Rayleigh-Ritz ratio.

**Definition 1.1.2** (Rayleigh quotient). For a matrix \( A \in \mathbb{C}^{n \times n} \) the Rayleigh quotient is the map
\[
\rho_A : \mathbb{C}^n \setminus \{ \vec{0} \} \to \mathbb{C} : \quad x \mapsto \frac{x^*Ax}{x^*x}.
\]

For normal matrices, the Rayleigh quotient possesses several agreeable properties that include homogeneity, boundedness and translation invariance (see [62] or [63, §1.5]) and of which we emphasize one:

**Lemma 1.1.3** (Minimal Residual [62]). Given \( x \in \mathbb{C}^n \setminus \{ \vec{0} \} \), the scalar \( \rho_A(x) \) is the quantity that minimizes \( \| Ax - \mu x \|_2 \). Otherwise stated,
\[
\| Ax - \rho_A(x)x \|_2 \leq \| Ax - \mu x \|_2, \quad \text{for all} \quad \mu \in \mathbb{C}.
\]

**Proof.** Set \( \rho := \rho_A(x) \). Then,
\[
\| Ax - \mu x \|_2^2 = x^*x|\mu|^2 - \bar{\mu}x^*Ax - \mu x^*A^*x + x^*A^*Ax \\
= x^*x (x^*A^*Ax/x^*x + (\mu - \rho)(\bar{\mu} - \rho) - |\rho|^2) \\
\geq \| Ax \|_2^2 - |\rho|^2\| x \|_2^2.
\]
The statement is proved noting that \( \|Ax - \rho x\|^2 = \|Ax\|^2 - |\rho|^2 \|x\|^2. \)

Such properties make Rayleigh’s quotient an important tool not only in perturbation theory but also for the actual computation of eigenvalues. In fact, assuming that \( \|x\| = 1 \), the norm of the spectral residual, \( \|Ax - \rho A(x)x\| \), is a measure of how close a given pair, \((x, \rho A(x))\), formed by a vector and its Rayleigh quotient is to an exact eigenpair of \( A \). It is, therefore, often used as stopping criterion for iterative methods.

For a matrix \( A \), the subset of the complex plane resulting from considering the Rayleigh quotient of every nonzero vector \( x \in \mathbb{C}^n \) constrained to the unit \((n - 1)\)-sphere is called the field of values of the matrix \( A \).

**Definition 1.1.4 (Field of values).** Given \( A \in \mathbb{C}^{n \times n} \), the field of values of \( A \) is the set

\[
F(A) = \{ x^*Ax : \|x\| = 1, x \in \mathbb{C}^n \}.
\]

The set \( F(A) \) is the image of the unit \((n - 1)\)-sphere under the quadratic form \( x^*Ax \) and is closed, bounded and convex in \( \mathbb{C} \). During the last sixty years, several generalizations of the field of values were proposed [40, §1.8]. Examples include *Givens field of values* generalizing the inner-product [29]; *Bauer field of values* with different right and left vectors [4, 58, 85]; the *q-field of values* [53, 79]; and more recently the *generalized two-sided field of values* [66] by the author of this thesis. Each generalization attempts to replicate one or more properties of the standard field of values.

If \( A \) is a normal matrix, \( F(A) \) is the convex hull of the eigenvalues of \( A \). In particular, if \( A \) is Hermitian, the field of values is a real interval. In this case, we are able to express the largest and smallest eigenvalues of \( A \) as solutions of constrained optimization problems involving \( F(A) \).

**Theorem 1.1.5 (Rayleigh-Ritz [39]).** If \( A \in \mathbb{C}^{n \times n} \) is a Hermitian matrix with eigenvalues \( \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n \) then

\[
\lambda_1 = \min_{x \in \mathbb{C}^n \setminus \{0\}} \frac{x^*Ax}{x^*x} = \min_{x \in \mathbb{C}^n, \|x\| = 1} x^*Ax,
\]
\[ \lambda_n = \max_{x \in \mathbb{C}^n \setminus \{0\}} \frac{x^*Ax}{x^*x} = \max_{x \in \mathbb{C}^n, \|x\|_2 = 1} x^*Ax \]

and consequently,

\[ \lambda_1 \|x\|_2^2 \leq x^*Ax \leq \lambda_n \|x\|_2^2, \quad \forall x \in \mathbb{C}^n. \]

**Proof.** Let \( n \in \mathbb{N} \) and let \( V \in \mathbb{C}^{n \times n} \) be unitary and such that \( \Lambda = V^*AV \) is diagonal. Recall, that for any vector \( x \in \mathbb{C}^n \) we have \( \|V^*x\|_2^2 = x^*VV^*x = x^*Ix = \|x\|_2^2 \). Consequently,

\[ x^*Ax = (V^*x)^*\Lambda(V^*x) = \sum_{j=1}^{n} \lambda_j |(V^*x)_j|^2. \]

Now, replacing every \( \lambda_j \) by either \( \lambda_{\text{min}} \) or \( \lambda_{\text{max}} \) we obtain the inequalities

\[ \lambda_{\text{min}} \sum_{j=1}^{n} |(V^*x)_j|^2 \leq \lambda_j \sum_{j=1}^{n} |(V^*x)_j|^2 \leq \lambda_{\text{max}} \sum_{j=1}^{n} |(V^*x)_j|^2 \]

or differently stated

\[ \lambda_1 \|x\|_2^2 \leq x^*Ax \leq \lambda_n \|x\|_2^2. \]

For the remaining statements, note that if \( Ax = \lambda_j x \) then \( x^*Ax = \lambda_j \|x\|_2^2 \). \( \square \)

If \( A \) is not normal, however, \( F(A) \) is, generally, no longer the convex hull of \( \sigma(A) \) and consequently it is not maximized or minimized in the eigenvectors associated with the largest and smallest eigenvalues of \( A \), even if these are real.

In fact, not only the largest and smallest but every eigenvalue of a Hermitian matrix \( A \) can be expressed in terms of a constrained optimization problem. This result is known as the Courant-Fischer minimax theorem \cite{20,25} whose proof we present here following the approach from Parlett \cite[Thm. 10.2.1]{63}.

**Theorem 1.1.6 (Courant-Fischer \cite{63}).** Let \( A \in \mathbb{C}^{n \times n} \) be Hermitian and let \( W^k \) denote a subspace of \( \mathbb{C}^n \) with dimension indicated by the superscript. Then, the \( j \)th eigenvalue of \( A \) in non-decreasing order of magnitude satisfies

\[ \lambda_j(A) = \min_{W^j} \max_{0 \neq x \in W^j} \rho_A(x) = \max_{W^{n-j+1}} \min_{0 \neq u \in W^{n-j+1}} \rho_A(u) \]
Proof. The dimensions of $W^j$ and $W^{n-j+1}$ and the basis theorem for finite dimensional spaces ensure that $W^j \cap W^{n-j+1} \neq \{0\}$. Denote by $z$ any nonzero vector in $W^j \cap W^{n-j+1}$. Then,

$$\min_{\bar{0} \neq u \in W^{n-j+1}} \rho_A(u) \leq \rho_A(z, z) \leq \max_{\bar{0} \neq x \in W^j} \rho_A(x).$$

Because the inequalities are valid for all choices of $W^j$ and $W^{n-j+1}$, we may take the maximum over all of them on the left-hand side and the minimum on the right-hand side leading to

$$\max_{W^{n-j+1}} \min_{\bar{0} \neq u \in W^{n-j+1}} \rho_A(u) \leq \min_{W^j} \max_{\bar{0} \neq x \in W^j} \rho_A(x).$$

Recall that, if $x = u = v_k$ is an eigenvector of $A$ associated with eigenvalue $\lambda_k$, its Rayleigh quotient satisfies $\rho_A(v_k) = \lambda_k$. Therefore, equality follows from choosing $W^j = \text{span}\{v_1, \ldots, v_j\}$ and $W^{n-j+1} = \text{span}\{v_j, \ldots, v_n\}$ where for each $k \in \{1, \ldots, n\}$ each $v_k$ is an eigenvector of $A$ associated with eigenvalue $\lambda_k$. □

1.1.2 Perturbation results

Because when $A$ and $E$ are Hermitian so is $A + E$, Courant-Fischer’s theorem may be used to estimate its eigenvalues in terms of those of $A$ and $E$. This is the statement of the next theorem, originally presented by Weyl.

**Theorem 1.1.7** (Weyl’s inequalities [81]). Let $A$ and $E$ be $n \times n$ Hermitian matrices. For $j \in \{1, \ldots, n\}$ denote by $\lambda_j, \mu_j$ and $\delta_j$ the $j$th eigenvalue of $A + E$, $A$ and $E$ respectively. Assume these to be in non-decreasing order of magnitude. Then,

$$\mu_j + \delta_1 \leq \lambda_j \leq \mu_j + \delta_n.$$

Proof. For any vector $x \in \mathbb{C}^n$, Theorem 1.1.5 guarantees that

$$\delta_1 x^* x \leq x^* E x \leq \delta_n x^* x.$$

Therefore, using Courant-Fischer’s theorem (Theorem 1.1.6), we have for each
\[ j \in \{1, \ldots, n\} \]

\[ \lambda_j = \min_{W^j \subset \mathbb{C}^n} \max_{\bar{0} \neq x \in W^j} \frac{x^*(A + E)x}{x^*x} = \min_{W^j \subset \mathbb{C}^n} \max_{\bar{0} \neq x \in W^j} \left( \frac{x^*Ax}{x^*x} + \frac{x^*Ex}{x^*x} \right) \]

\[ \geq \min_{W^j \subset \mathbb{C}^n} \max_{\bar{0} \neq x \in W^j} \left( \frac{x^*Ax}{x^*x} + \delta_1 \right) = \mu_j + \delta_1. \]

The remaining inequality is obtained using similar arguments.

Theorem 1.1.7 provides us with bounds for the eigenvalues of \( A + E \) in terms of the eigenvalues of \( A \) and \( E \). Because the eigenvalues of \( A \) are assumed to be known, the usefulness of Theorem 1.1.7 depends on how much is known of \( E \). For instance, if \( E \) is a rank-one Hermitian positive semidefinite matrix, Theorem 1.1.7 simplifies into the following Corollary.

**Corollary 1.1.8.** Let \( E = ww^* \) be a Hermitian rank-one positive semidefinite matrix. Then,

\[ \mu_j \leq \lambda_j \leq \mu_j + \|w\|_2^2. \]

Note that Corollary 1.1.8 may, equivalently, be stated in terms of a rank-one negative semidefinite matrix \( E \). In either situation, if the eigenvalues of \( A \) are assumed to be known, this results in easily computable bounds for the eigenvalues of \( A + E \). Corollary 1.1.8 is of interest on its own, but also because perturbing a Hermitian matrix \( A \) with a Hermitian matrix \( E \) can, at least in theory, be studied from a succession of perturbations of \( A \) by Hermitian rank-one matrices.

**Recent contributions**

The following more recent contributions on perturbation theory will prove useful for the contextualization of the results from Chapter 2.

A renewed interest in the analysis of rank-one perturbations of diagonal matrices grew with the development of the divide-and-conquer algorithm [21] for the computation of the eigenvalues of Hermitian tridiagonal matrices. The algorithm divides a tridiagonal matrix into a sum of a block diagonal matrix with tridiagonal blocks and a Hermitian rank-one matrix. Given the diagonalization of the submatrices, the remaining problem is that of determining the eigenvalues of a
Hermitian rank-one perturbation \( E = w\sigma w^* \) of a diagonal matrix \( D \). If the eigenvalues, \( \delta_1, \ldots, \delta_n \), of \( D \) are distinct and \( w_j \neq 0 \), then solving \((D + E)v = \lambda v\) with \( w^*v \neq 0 \) is equivalent to solving \( 1 + \sigma w^*(D - \lambda I)^{-1}w = 0 \) or, in scalar form, to determining the roots of the so-called secular equation:

\[
f(\lambda) = 1 + \sigma \sum_{j=1}^{n} \frac{w_j^2}{\delta_j - \lambda}.
\] (1.1)

The eigenvalues of a diagonal plus a rank-one matrix are usually computed using methods based on the secular equation \([15, 51, 54, 59, 83]\). In Section 5 of \([30]\), Golub describes alternative methods for the eigenvalue problem of a rank-one perturbation of a diagonal matrix. His approach is to transform the original problem into one for which efficient algorithms already exist. Methods based on the secular equation (among others) are mentioned and an alternative \( O(n^2) \) algorithm is devised. Bunch et al. \([15]\) analyze the computation of the eigenvalues of rank-one perturbations of general Hermitian matrices. Golub’s results (from \([30]\)) are extended to include the eigenvector computation as well as the possibility of the matrix having multiple eigenvalues.

Weyl’s inequalities, used to bound the eigenvalues of \( A + E \) from below by the eigenvalues of \( A \), are among the best known and easily computable results. More recently, however, Ipsen and Nadler \([46]\) show how Weyl’s bounds can be improved at a small cost. These authors bound the smallest eigenvalues of \( A + E \) from below by the smallest eigenvalue of a \( 2 \times 2 \) eigenproblem resulting from clever manipulations of the matrices \( A \) and \( E \). Making use of Cauchy’s Interlace Theorem (see Theorem 1.1.10) they propose, also, lower bounds for the interior eigenvalues of \( A \). Additional bounds are given for (well-separated) eigenvalues of Hermitian matrices when the perturbation is Hermitian or non-Hermitian with sufficiently small norm.

Perturbation problems arise not only for the eigenvalue but also for the singular value problem. Given a matrix \( B \) with known singular values, one wishes to determine the singular values of some perturbed matrix \( \tilde{B} \). A survey in perturbation theory for the Singular Value Decomposition is given by Stewart in \([76, 77]\). It covers results ranging from singular value bounds to low rank approximations.
and singular vectors perturbation. Applications in the field of image analysis and information retrieval can be found in [16] and [78] respectively. Another frequent problem occurs when ˜\(B\) is the matrix \(B\) after columns or rows were added or removed. Bunch and Nielsen [14] studied this situation and developed algorithms for the efficient computation of the updated singular value decomposition as well as for the updated least squares problem.

### 1.1.3 Normal matrices

As soon as we leave the safe haven of Hermitian matrices, perturbation results and, in particular, perturbation results in terms of the relative position of the eigenvalues, become scarce. One reason is that for general normal matrices, those whose basis of eigenvectors is still orthonormal, many fundamental questions are still unanswered. We contextualize the results from Chapter 3 with some background on perturbation results for normal matrices.

The location of the eigenvalues of sums of normal matrices has been studied as early as 1955 by Wielandt [82]. He did not, however, required their sum to be normal. Another commonly studied subclass of normal matrices is that of essentially Hermitian matrices [7, 23]. Essentially Hermitian matrices are matrices \(E\) that can be written as

\[
E = \beta H + \alpha I, \quad \text{where} \quad \alpha, \beta \in \mathbb{C} \quad \text{and where} \quad H \text{ is Hermitian.}
\]

Faber and Manteuffel show in [24] that for linear systems with essentially Hermitian system matrix, there exists a variant of the Conjugate Gradient method that still relies on a three term recursion. In the context of the Arnoldi method applied to normal matrices, Huckle [41] proves that irreducible normal tridiagonal matrices are essentially Hermitian. In fact, the upper Hessenberg matrix generated by the Arnoldi method is tridiagonal only for essentially Hermitian matrices. The Arnoldi’s method can, in that case, be simplified to the Lanczos method.

In [42], Huhtanen shows that for every normal matrix \(A\) and almost all unimodular \(z \in \mathbb{C}\), the skew-Hermitian part \(S(zA)\) of \(zA\) is a polynomial \(p\) of degree at most \(n - 1\) in the Hermitian part \(H(zA)\). The essentially Hermitian matrices
are exactly the ones for which the degree of \( p \) is at most one, resulting in collinear eigenvalues. Since \( p \) can be retrieved in a modest number of arithmetic operations as a by-product of the Lanczos algorithm applied to \( \mathcal{H}(zA) \), this led to the development \[12, 43\] of efficient structure preserving algorithms for eigenvalue problems and linear systems involving normal matrices.

In \[44\], Ikramov investigates which matrices \( R \) can be the upper triangular part of a normal matrix \( A \). Although the full problem remains open, a characterization exists if all diagonal entries of \( R \) lie on the same line in the complex plane, say

\[ \ell : \{\gamma + \theta \rho \mid \rho \in \mathbb{R}\}, \quad \gamma, \theta \in \mathbb{C} \text{ with } |\theta| = 1. \]

Writing \( R = D + U \) where \( D \) is the diagonal of \( R \), we see that \( \bar{\theta}(D+U-\gamma I) \) is upper triangular with real diagonal and, consequently, that \( H = \bar{\theta}(D+U-\gamma I) + \theta U^* \) is Hermitian. Therefore,

\[ A = \theta H + \gamma I = R + \theta^2 U^* \]

is essentially Hermitian, hence normal, with upper triangular part equal to \( R \). Ikramov and Elsner also studied the normal augmentation problem which is a particular case of the topic of the next section.

### 1.1.4 Augmentation of matrices

A problem related to perturbation of matrices is the one of augmenting a matrix with one or more rows and columns. Formally, we may state it as follows. \textit{Given} \( A \in \mathbb{C}^{n \times n} \), \textit{characterize all} \( n \times m \) \textit{matrices} \( V, W \in \mathbb{C}^{n \times m} \), and \textit{all} \( \Gamma \in \mathbb{C}^{m \times m} \) \textit{such that}

\[ A_+ = \begin{bmatrix} A & V \\ W^* & \Gamma \end{bmatrix}, \quad (1.2) \]

\textit{satisfies certain properties.}

The matrix \( A \) is called a \textit{principal submatrix} of \( A_+ \).

**Definition 1.1.9** (Principal submatrix). A \( k \times k \) matrix \( A \) is called a principal submatrix of \( A_+ \) if \( A \) is obtained from \( A_+ \) by removing \( n - k \) columns and their corresponding rows.
Note that we may obtain principal submatrices by removing consecutive rows and columns from the top left, as well as from the bottom right corners of $A_+$. The resulting principal submatrices are called leading and trailing respectively.

If $A$ is Hermitian then $A_+$ is also Hermitian if and only if $W = V$ and $\Gamma = \Gamma^*$. In this case, Cauchy Interlace Theorem relates the eigenvalues of the Hermitian matrix $A_+$ with those of $A$.

**Theorem 1.1.10 (Cauchy Interlace [63]).** Let $A \in \mathbb{C}^{n \times n}$ be Hermitian and let $V$ and $\Gamma$ be such that

$$A_+ = \begin{bmatrix} A & V \\ V^* & \Gamma \end{bmatrix}$$

is Hermitian. Denote by

$$\mu_1 \leq \mu_2 \leq \ldots \leq \mu_n \quad \text{and} \quad \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_{n+m}$$

the eigenvalues of $A$ and $A_+$ respectively. Then

$$\lambda_j \leq \mu_j \leq \lambda_{j+m} \quad \text{for all} \quad j \in \{1, \ldots, n\}.$$ 

In short, Cauchy’s Interlace Theorem states that the eigenvalues of $A$ are interlaced by those of any of its submatrices. The proof does not add relevant information. We therefore only present the result, and direct the reader to [63 §10.1] or [39 Thm 4.3.8] for two possible proofs.

If $A$ is normal and we want $A_+$ to be normal too the situation is more difficult. Ikramov and Elsner [45] dealt with this normality preserving augmentation for $m = 1$ and $m = 2$. In particular for $m = 1$, with the matrices $V, W$ and $\Gamma$ reduced to vectors $v$ and $w$ and a scalar $\gamma$, they established that for an arbitrary complex number $\xi$ of modulus one, $v$ must be an eigenvector of the matrix $A - \xi A^*$ while the vector $w$ equals $w = \xi v$. The scalar $\gamma$ is then dependent on the eigenvalue of $A - \xi A^*$ associated with $v$. The problem in its full generality, however, remains unsolved.

As a final remark on this subject, note that for the case that $m = 1$ and the matrix $A$ is diagonal and $v$ and $w$ are nonzero vectors, then the matrix $A_+$ is a so-
called 1-bordered diagonal matrix. The literature pertaining to bordered diagonal matrices is not extensive. Moreover, the literature that exists is ambiguous due to the use of the terms arrow matrix (for instance [2]) and arrowhead matrix (for instance [64]) to refer to the same type of matrices, namely those which, possibly after a permutation, are zero except for the diagonal and the last row and column. The most commonly used definition and the one with a more general scope seems to be k-bordered diagonal matrix as it includes the possibility of more than a single nonzero row and column. We shall, therefore, also adhere to this terminology.

Wilkinson [83] and Parlett [63] work with bordered diagonal matrices in the setting of perturbation theory for eigenvalues while O’Leary and Stewart [59] showed there are explicit expressions for the determinant and for the eigenvectors of symmetric 1-bordered diagonal matrices (arrowhead matrices). More recently, Parlett and Strang [64] studied arrowhead matrices with prescribed Ritz values.

1.2 Iterative methods for Eigenvalue Problems

Although every method to obtain the eigenvalues of a matrix is, in essence, iterative, the characterization as iterative is usually restricted to those that determine only a few eigenvalues (and eigenvectors) of large and usually sparse matrices [80]. These methods restrict the matrix A to a suitable subspace and search for approximations to the eigenvalues of A in that subspace. For this reason, they are also called subspace methods. Important concepts in this context are those of Ritz values and Ritz vectors.

1.2.1 Ritz values and vectors

Let V be an \( n \times k \) matrix with mutually orthonormal columns and define a k-dimensional subspace of \( \mathbb{C}^n \) as

\[
\mathcal{V} = \{Vy \mid y \in \mathbb{C}^k\}.
\]

In the context of iterative methods, we shall call the subspace \( \mathcal{V} \) as the search subspace. Consider, in addition, a matrix \( V_{\perp} \) whose columns form an orthonormal
basis for the orthogonal complement of $\mathcal{V}$. Then, $(V|V_\perp)$ is unitary and an arbitrary Hermitian matrix $A$ may be represented with respect to the basis given by the columns of $V$ as
\[
\hat{A} = (V|V_\perp)^*A(V|V_\perp) = \begin{bmatrix} M & R^* \\ R & S \end{bmatrix}.
\] (1.3)

In Equation (1.3), $M = V^*AV$ is $k \times k$, $R$ is $(n-k) \times k$ and $S = V_\perp^*AV_\perp$ is $(n-k) \times (n-k)$. Since $A$ is Hermitian so is $M$ and its $k$ eigenvalues,
\[
\mu_1 \leq \mu_2 \leq \ldots \leq \mu_{k-1} \leq \mu_k,
\] (1.4)
are called the Ritz values of $A$ with respect to $\mathcal{V}$. Any vector $u = Vz$, where $z$ is an eigenvector of $M$ belonging to $u_j$ is called a Ritz vector of $A$ in $\mathcal{V}$, and $(\mu_j, u)$ a Ritz pair. Each Ritz pair can be interpreted as an eigenpair of the $n \times n$ rank-$k$ matrix $VMV^*$ and is seen as an approximation of an eigenpair of $A$. See [47, 63, 71].

An additional remark is in order. If we were to add an extra column, $v$, to $V$, the new matrix $M_{k+1} = V_{k+1}^*AV_{k+1}$ would be
\[
M_{k+1} = \begin{bmatrix} M & V^*Av \\ v^*AV & v^*Av \end{bmatrix}.
\] (1.5)

The matrix $M$ is a principal submatrix of $M_{k+1}$. When $A$ is Hermitian, both $M$ and $M_{k+1}$ are also Hermitian and from Cauchy Interlace Theorem (Theorem 1.1.10) we know that the eigenvalues of $M$ interlace those of $M_{k+1}$. Moreover, since $A$ and $\hat{A}$ have the same eigenvalues, the eigenvalues of $M$ also interlace the ones of $A$.

Related to Ritz values and vectors is another type of important approximate eigenpairs: harmonic Ritz values and vectors. In the context of iterative methods, and as the number of iterations increases, the Ritz values tend to approximate the eigenvalues located at the extrema of the spectrum of $A$ better than those located in the interior [63, §11]. To approximate interior eigenvalues, Morgan [56] suggested the use of Ritz pairs associated with the inverse of $A$. 
Definition 1.2.1 (Harmonic Ritz value). The harmonic Ritz values of $A$ with respect to the linear subspace $\mathcal{V}$ are the reciprocals of the Ritz values of $A^{-1}$ with respect to $A\mathcal{V}$.

Paige, Parlett and van der Vorst have (formally) introduced harmonic Ritz values for Hermitian matrices in [60]. In that publication, they make the connection between harmonic Ritz values and Lehmann’s optimal error bounds [50] for the eigenvalues of $A$ and show how, for Krylov subspaces, harmonic Ritz values can be cheaply obtained as by-products of the standard computation.

Other work on harmonic Ritz values and vectors include [73] from Sleijpen and van der Vorst introducing harmonic Ritz values for general matrices, [6] with an extensive study on their relation with Lehmann’s optimal bounds; [17] and [71] looking into a priori and a posteriori error analysis; [33] in the context of non-symmetric linear systems; and [35, 37] with generalizations to different eigenvalue problems.

1.2.2 Rayleigh-Ritz procedure

Traditionally, iterative methods are seen as working in two different stages (together forming one iteration) which are repeated until a criterion is met. The first includes the process of projecting the matrix in the search subspace and retrieving the Ritz pairs. At this stage, the matrix $S$ from (1.3) is not required. On the other hand, since the product $AV$ was already evaluated to compute $M$, a cheaply available by-product of the process is the matrix $\hat{R} = V_\perp R = AV - VM$. The columns $\hat{r}_j$ of $\hat{R}$ are the residuals for the respective Ritz pairs $(\mu_j, u_j)$ and satisfy

$$Au_j - \mu_j u_j = \hat{r}_j \perp \mathcal{V}.$$ 

At each iteration, one or more Ritz pairs are chosen as approximations for the target eigenpair(s) of the original matrix. The norm of their residuals gives a measure of how close those pairs are to eigenpairs of $A$. Indeed, $(A - \hat{r}_j u_j^*) u_j = \mu_j u_j$ and thus, with $E = -\hat{r}_j u_j^*$, the Bauer-Fike Theorem (Theorem 1.1.1) shows that

$$|\mu_j - \lambda| \leq \|\hat{r}_j\|_2 \quad (1.6)$$
for at least one eigenvalue $\lambda$ of $A$. Note, moreover, that line 11 in Algorithm 1 ensures that a sufficiently close approximation is found in the sense that $|\mu - \lambda| \leq \epsilon$ for some $\lambda \in \sigma(A)$ and some $\epsilon \in \mathbb{R}$.

If the Ritz values and vectors selected do not approximate the target eigenpair well enough, it is necessary to expand the search subspace. This leads to the second stage where an attempt is made to obtain a suitable vector with which to expand $V$. Different approaches for that selection distinguish the different iterative methods. This is indicated in line 14 of Algorithm 1 for general iterative methods for eigenvalue problems. In the coming sections we review three of these expansion strategies each leading to an iterative method for eigenproblems. These will be the Lanczos [49], Jacobi-Davidson [72] and Riccati [9] methods.

Algorithm 1 General subspace method

1: Input $A$, $v_0$, $\epsilon$
2: for $q = 1, 2, \ldots$ do
3: \hspace{1cm} $v_q = v_{q-1}/\|v_{q-1}\|_2$
4: \hspace{1cm} $w_q = Av_q$
5: \hspace{1cm} for $p = 1, \ldots, q - 1$ do
6: \hspace{2cm} $M_{p,q} = v_p^* w_q$; $M_{q,p} = M_{p,q}^*$
7: \hspace{1cm} end for
8: \hspace{1cm} $M_{q,q} = v_q^* w_q$
9: \hspace{1cm} Compute the target eigenpair $(\mu, z)$, with $\|z\|_2 = 1$, of $M$
10: \hspace{1cm} $u = V z$; \{Ritz vector\}
11: \hspace{1cm} $\hat{r} = Au - \mu u$; \{residual\}
12: \hspace{1cm} if $\|\hat{r}\|_2 \leq \epsilon$ then
13: \hspace{2cm} stop; \{$(\mu, u)$ is the desired approximate eigenpair\}
14: \hspace{1cm} else
15: \hspace{2cm} Obtain $t$; \{Specific to the different methods\}
16: \hspace{1cm} end if
17: \hspace{1cm} Orthogonalize $t$ to the columns of $V$
18: end for

1.2.3 Lanczos method

Given a Hermitian matrix $A \in \mathbb{C}^{n \times n}$ and an initial search space $V_1 = \text{span}\{v_1\}$ with $\|v_1\|_2 = 1$, the Lanczos method [49] constructs an orthonormal basis for the
Krylov subspace

\[ V_j = K^j(A, v_1) = \text{span}\{v_1, Av_1, \ldots, A^{j-1}v_1\} \]

If we orthogonalize the second basis vector \( Av_1 \) with respect to \( v_1 \), the result is \( Av_1 - (v_1^* A v_1) v_1 = \hat{r} \), i.e., the residual associated with the Ritz pair of the current iteration. Thus, assuming that \( \hat{r} \neq 0 \), \( \{v_1, \hat{r}\} \) is an orthogonal basis of \( V_2 \). For higher dimensions, the expansion is made with the residual, \( \hat{r} \), associated with any of the Ritz pairs of \( A \) in \( V_j \) and \( V_{j+1} = V_j \oplus \text{span}\{\hat{r}\} \). Since all residuals are multiples of one another, this uniquely defines the method.

In each step, a single matrix-vector product with the matrix \( A \) is required and each new expansion vector is normalized and appended to a matrix \( V_j \), whose columns span \( V_j \). A consequence of the use of orthonormal bases for the Krylov subspaces is that \( M \) is tridiagonal. Formally, we may express this by the Lanczos relation

\[ AV_j = V_{j+1} M_{j+1,j}, \quad \text{with} \quad M_{j+1,j} = \begin{bmatrix} M_j \\ \tau e_j^* \end{bmatrix}. \]

Here, \( M_j \) is a \( j \times j \) tridiagonal matrix, \( e_j \) is the \( j \)th canonical basis vector of \( \mathbb{C}^j \) and \( \tau \) is a scalar.

A method mathematically equivalent to the Lanczos method can be implemented in terms of Algorithm 1 by replacing line 14 with \( t = \hat{r} \). However, due to the special structure of the subspaces it generates, it is possible to obtain a simpler implementation which we present in Algorithm 2.

The simplicity of the Lanczos method makes it a widely studied method. A selection of the most important references as well as a clear and relatively concise discussion of its mathematical properties, algorithmic implementations and variants is given in [3, 32]. The use of Lanczos methods for problems resulting from industrial applications is discussed in [48].

1.2.4 Jacobi-Davidson and Riccati methods

An alternative to Krylov subspaces was proposed by Davidson [22] in the method with his name. Rather than expanding the subspace \( V \) with the residual, Davidson
Algorithm 2 Lanczos method

1: Input: $A, v_0, \epsilon$
2: $\beta_0 = \|v_0\|_2$
3: for $j = 1, 2 \ldots$ do
4: $v_j = v_{j-1}/\beta_{j-1}$
5: $w = Av_j$
6: $w = w - v_{j-1}\beta_{j-1}$
7: $\alpha_j = v_j^*w$
8: $v_j = w - v_j\alpha_j$
9: $\beta_j = \|v_j\|_2$
10: Compute the target eigenpairs of $M_j$; {Ritz pairs}
11: Compute the residual, $\hat{r}$;
12: if $\|\hat{r}\|_2 \leq \epsilon$ then
13: stop;
14: end if
15: end for

suggested to use the solution of the linear system

$$(D - \lambda I)t = -\hat{r}$$

where $D$ stands for the diagonal of the matrix $A$ to obtain a suitable expansion vector. This idea was improved in the Jacobi-Davidson method by Sleijpen and van der Vorst [72] and in the Riccati method from Brandts [9]. Just like Davidson’s method, Jacobi-Davidson and Riccati methods make use of subspaces without Krylov structure. Unlike in Davidson’s method, however, the new expansion vectors, are sought in the orthogonal complement of the current Ritz vector.

Given a Ritz pair $(\mu, u)$ with residual $\hat{r} \perp \mathcal{V}$ and an $n \times (n - 1)$ matrix $U_\perp$ such that $(u|U_\perp)$ is unitary, we may transform $A$ as

$$(u|U_\perp)^*A(u|U_\perp) = \begin{bmatrix} \mu & r^* \\ r & S \end{bmatrix}, \quad (1.7)$$

where $r = U_\perp^*\hat{r}$ and $S = U_\perp^*AU_\perp$. Associated with the vector $u \in \mathcal{V}$ there is, generally, a unique vector $t \in \mathcal{V}_\perp$ such that $u + t$ is an eigenvector of $A$ corresponding to the target eigenvalue. For that reason and the fact that $t \perp u$, the vector $t$ is a so-called orthogonal correction to $u$. Moreover, $t = U_\perp y$ where $y$ can be verified
to satisfy the generalized algebraic Riccati equation

\[(S - \mu I)y = -r + yr^*y, \quad (1.8)\]

or transformed back to the original basis

\[(I - uu^*)(A - \mu I)(I - uu^*)t = -\hat{r} + t\hat{r}^*t \quad \text{with} \quad t \perp u. \quad (1.9)\]

Solving Equation (1.9), however, is as difficult as solving the original eigenvalue problem. The idea in Jacobi-Davidson is, therefore, to first linearize Equation (1.9) and only then to solve it. The result is Jacobi-Davidson’s correction equation

\[(I - uu^*)(A - \mu I)(I - uu^*)t = -\hat{r} \quad \text{with} \quad t \perp u \quad (1.10)\]

which has a unique solution and is, in practice, only solved approximately. The Riccati method, on the other hand, approximates the solutions of Equation (1.9) by means of a new Rayleigh-Ritz procedure in a smaller, \(\ell\)-dimensional subspace \(X\) of \(U^\perp\). A suitable solution is then chosen as expansion vector for \(V\). The Riccati method can, in this sense, be seen as an enhanced version of Jacobi-Davidson.

Both Jacobi-Davidson and Riccati methods can be implemented using Algorithm 1 with line (14) replaced by

**Solve (approximately)** \((I - uu^*)(A - \mu I)(I - uu^*)t = -\hat{r} \text{ for } t \perp u;\)

in the Jacobi-Davidson method and with

**Solve (approximately)** \((I - uu^*)(A - \mu I)(I - uu^*)t = -\hat{r} + t\hat{r}^*t \text{ for } t \perp u;\)

**Choose the minimum norm solution;**

in the Riccati method.

Both methods can be adapted to exploit extra available information such as, for instance, approximations for the matrix \(A - \mu I\). This may be seen as a form of preconditioning. This is only useful, however, if the approximation reduces the computational costs while preserving or even improving the rate of convergence towards the solution. Therefore, also for eigenvalue problems, determining good preconditioners is, in the words of Saad [68], “a combination of art and science”.

Recent contributions

A study of inner-outer iteration methods in the context of eigenvalues problems is given in [20]. Jacobi-Davidson and Riccati are compared with more detail in [10] and the analysis is complemented with some numerical experiments highlighting the differences between the two. The use of alternative correction equations for Jacobi-Davidson was studied in [28] and included, in particular, a projection onto the orthogonal complement of the entire current search subspace rather than only the current Ritz vector. Other variants of Jacobi-Davidson are suggested, for instance, in [36] for non-normal matrices and [70] for different types of eigenproblems.

To conclude this introduction, and to improve the overall readability of the remainder of this thesis, we now provide an outline of the different chapter contents and a few notational remarks.

Outline

Hermicity preserving perturbations are a standard choice in the study of eigenvalues bounds and we shall investigate them in Chapter 2. Starting from the study of a simple Hermitian rank-one perturbation $E$ of a Hermitian matrix $A$, we construct a sequence of increasingly better computable bounds for the eigenvalues of $A + E$. The advantage of this approach is that the accuracy of the bounds is dependent on the available eigendata of $A$ and, therefore, is potentially better than that of the classical solutions and the recent work in [46]. Moreover, the techniques suggested extend easily to other eigenvalue and singular value perturbation problems. The contents of this chapter, with the exception of Section 2.6 have been published as [11]:


Unlike the preservation of Hermicity, preserving normality is, in every sense, a complex problem. Chapter 3 makes headways on normality preserving pertur-
bations and augmentations of normal matrices. The latter situation has been addressed earlier by Ikramov and Elsner \[45\]. However, by recognizing the role played by the eigendata of the original matrix, we not only clarify their solution but also bound the eigenvalues of the augmented matrix. We also study normality preserving perturbations. For $2 \times 2$ and for rank-one matrices the analysis is now complete while for higher rank all essentially Hermitian normality perturbations are described. With this new information and using the stratification of normal matrices suggested by Huhtanen \[42\] in 2001 we construct all augmentations that result in normal matrices with eigenvalues on a quadratic curve in the complex plane. The contents of this chapter may be found in \[67\]:


With Chapter 4 the focus of the thesis shifts from perturbation theory to iterative methods for eigenvalue problems. The chapter is devoted to the analysis of the fairly recent and unobserved Subspace Projected Approximate Matrix (SPAM) \[69\] method. We analyze it from a numerical linear algebra perspective with particular interest for the choice of the approximating matrix. Some property preserving perturbations introduced in Chapter 2 will reappear here as desirable preconditioners not only theoretically but also numerically. At each point we illustrate the performance of SPAM in comparison with well-known methods such as Lanczos \[49\] or Jacobi-Davidson \[72\]. Sections 4.1 to 4.5 of this chapter can be found in \[12\]:


while an extended version of Section 4.6 will be found in \[13\]

Notation

Although most of the notation used is considered standard, it is useful to clarify a few assumptions. A more complete list of notational symbols and their meanings can be found on page 139.

When appropriate, we choose to label eigenvalues, but also singular values, in non-decreasing order of magnitude

\[ \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_{n-1} \leq \lambda_n. \]

The spectrum of a matrix \(A\) is denoted by \(\sigma(A)\). Letters at the end of the alphabet represent vectors and these are always column vectors. Lower case Latin letters \(j, k\) and occasionally \(p\) and \(q\) are mostly used as indices. In this thesis, the letter \(i\) is used solely to indicate the imaginary unit.

The conjugate transpose of a matrix \(A\) is denoted by \(A^*\), also for \(A\) real. With \(I_n\) we mean the \(n \times n\) identity matrix and by \(e_j\) its \(j\)th column. Similarly, \(O_n\) stands for the zero matrix of size \(n \times n\) while \(\vec{0}\) stands for any of its columns. The commutator of \(A\) and \(B\) is denoted by \([A, B]\) and defined as \([A, B] = AB - BA\). Finally, the Hermitian and skew-Hermitian part of a matrix \(A\) are represented by \(H(A)\) and \(S(A)\) and defined as \(H(A) = (1/2)(A + A^*)\) and \(S(A) = (1/2)(A - A^*)\), respectively.
Part I

Perturbation theory
When $A$ is Hermitian and $E$ is Hermitian positive semi-definite, Weyl’s inequalities
(Theorem 1.1.7) show that the eigenvalues of $A$ are lower bounds for the eigenvalues of $A + E$. For a long time these were the best available bounds. More recently, however, a result by Ipsen and Nadler [46] improves Weyl’s inequalities. Both (Weyl’s and the result from [46]) offer cheaply computable lower bounds for the eigenvalues of perturbed Hermitian matrices.

In this chapter we improve the bounds from Ipsen and Nadler [46] for the eigenvalues of $A + E$. The starting point is a Hermitian, positive semi-definite, rank-one perturbation, $E$, of a Hermitian matrix, $A$. The bounds proposed rely on the construction of a sequence of matrices approximating $A$ in a certain sense. Each element of this sequence determines an element of a sequence of lower bounds for each eigenvalue of $A + E$. The number of available eigenvalues and eigenvectors of the original matrix determines how close those approximations can be. If the perturbation is of low rank, the new bounds are relatively inexpensive to compute. For the smallest eigenvalue, the first two elements of the sequence correspond to Weyl’s and Ipsen and Nadler’s bounds. For the other eigenvalues, however, our approach is different from that of [46]. We then use the same procedures to bound eigenvalues of bordered diagonal matrices as well as singular values of rank-$k$ perturbations and other modifications of $n \times m$ matrices.
2.1 Introduction

The need to bound the eigenvalues of perturbed matrices arises, for instance, in problems related to the discretization of differential equations. Consider the following reaction-diffusion equation

\[- u'' + su = \lambda u \quad \text{in } I = [0, 1], \quad \text{with } u(0) = u(1) = 0. \quad (2.1)\]

In Equation (2.1), let the function \( s : [0, 1] \to \mathbb{R} \) be a continuous nonnegative local perturbation, which is zero everywhere except in the interval \( (\frac{1}{2} - \xi, \frac{1}{2} + \xi) \) for some \( \xi \in [0, \frac{1}{2}] \) where it is defined by

\[ s(x) = e^{-g(x)} > 0 \quad \text{with} \quad g(x) = \frac{\xi^2}{(x-(1/2-\xi))(x-(1/2+\xi))}. \]

Take \( n \in \mathbb{N} \) and define the mesh width \( h = 1/n \) and the grid points \( x_q = qh \) for \( q \in \{0, \ldots, n\} \). The Finite Difference discretization of Problem (2.1) on the grid points \( x_0, \ldots, x_n \) yields a positive definite Hermitian tridiagonal matrix \( A \), resulting from the diffusion part and a Hermitian diagonal matrix \( E \), resulting from \( s \), whose rank is dependent on \( h \) and the variable \( \xi \).

The problem

In this chapter we are interested in lower bounds for the eigenvalues of discrete problems like those of Equation (2.1), i.e., lower bounds for the eigenvalues of \( A + E \). We may state it as follows.

Let \( A, E \in \mathbb{C}^{n \times n} \) be Hermitian matrices with the additional property that \( E \) is of rank-\( k \). Assuming that the eigendata of the matrices \( A \) and \( E \) are known, determine (lower) bounds for the eigenvalues of \( A + E \).

Because, at least in theory, we can always apply a unitary similarity transformation that diagonalizes \( A \) to both \( A \) and \( E \) we may assume, without loss of generality, that \( A \) is diagonal. The general case will be discussed later, in Section 2.2.3.
2.1. INTRODUCTION

For \( q \in \{1, \ldots, n\} \) consider the \( n \times n \) matrix

\[
X_q = \begin{bmatrix}
\Lambda_q \\
\lambda_q I_{n-q}
\end{bmatrix} \quad \text{where} \quad \Lambda_q = \begin{bmatrix}
\lambda_1 & & \\
& \ddots & \\
& & \lambda_q
\end{bmatrix},
\tag{2.2}
\]

and \( \lambda_q \) stands for the \( q \)th eigenvalue (in non-decreasing order) of \( A \). Observe that when \( q = 1 \) and \( q = n \) we have \( X_1 = \lambda_1 I_n \) and \( X_n = A \), respectively. Moreover,

\[
x^*(X_p - X_q)x \geq 0, \quad \text{for all} \ x \in \mathbb{C}^n, \quad \text{and} \quad p, q \in \{1, \ldots, n\} \quad \text{with} \quad p \geq q
\]

and we say that \( X_q \) is an approximation from below to \( X_p \). In particular, each \( X_q \) approximates \( A \) from below. Consequently, it follows from Weyl’s theorem (Theorem 1.1.7) that for \( j \in \{1, \ldots, n\} \)

\[
\lambda_j(X_1 + E) \leq \lambda_j(X_2 + E) \leq \ldots \leq \lambda_j(X_{n-1} + E) \leq \lambda_j(A + E). \tag{2.3}
\]

Remark 2.1.1. We can obtain upper bounds for the eigenvalues by using approximations \( X_q \) from above, i.e., such that \( X_q - A \) is positive semi-definite, or by applying the theory that follows to \(-A\) instead of \( A\).

The following example illustrates, for two small matrices \( A \) and \( E \), what we have just discussed.

2.1.1 Example

Let \( w := [1, 1, 1, 1, 1]^* \) and consider the symmetric rank-one matrix \( E := ww^* \) and the real diagonal matrix

\[
A = \begin{bmatrix}
2 & 3 & 3.1 \\
3 & 4 & \\
3.1 & 4 & 4.1
\end{bmatrix} = X_5
\]
as well as

\[ X_1 = \begin{pmatrix} 2 & 2 \\ 2 & 2 \\ 2 & 2 \end{pmatrix} \quad \text{and} \quad X_2 = \begin{pmatrix} 2 & 3 \\ 3 & 3 \\ 3 & 3 \end{pmatrix} , \]

\[ X_3 = \begin{pmatrix} 2 & 3 \\ 3 & 3.1 \\ 3 & 3.1 \end{pmatrix} \quad \text{and} \quad X_4 = \begin{pmatrix} 2 & 3 \\ 3 & 3.1 \\ 4 & 4 \end{pmatrix} . \]

The eigenvalues of \( X_q + E \) for each \( q \in \{1, \ldots, 5\} \) are displayed in Table 2.1.

<table>
<thead>
<tr>
<th></th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
<th>( \lambda_3 )</th>
<th>( \lambda_4 )</th>
<th>( \lambda_5 )</th>
<th>( |X_q - X_{q-1}| )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_1 + E )</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>( X_2 + E )</td>
<td>2.1716</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>7.8284</td>
<td>1</td>
</tr>
<tr>
<td>( X_3 + E )</td>
<td>2.1821</td>
<td>3.0250</td>
<td>3.1</td>
<td>3.1</td>
<td>7.8929</td>
<td>0.1</td>
</tr>
<tr>
<td>( X_4 + E )</td>
<td>2.2201</td>
<td>3.0473</td>
<td>3.5089</td>
<td>4</td>
<td>8.3236</td>
<td>0.9</td>
</tr>
<tr>
<td>( A + E )</td>
<td>2.2214</td>
<td>3.0475</td>
<td>3.5291</td>
<td>4.0519</td>
<td>8.3503</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 2.1: Eigenvalues of \( X_q + E \) for \( q \in \{1, \ldots, 5\} \)

Observe that each \( X_q \) is defined using the \( q \) smallest eigenvalues of \( A \) and that as \( q \) increases, all eigenvalues of \( X_q + E \) move, indeed, closer to those of \( A + E \) as showed by (2.3). Unfortunately, the effort involved in the computation of the eigenvalues of \( X_q + E \) seems the same as that involved in the computation of those of \( A + E \). If that obstacle could be removed, however, then the eigenvalues of \( X_q + E \) could be used also in practice as lower bounds for the eigenvalues of \( A + E \).

**Remark 2.1.2.** In the rank-one situation and for given \( j \in \{1, \ldots, n - 1\} \), only if \( q > j \) is the bound for \( \lambda_j \) due to \( X_q \) an improvement over Weyl’s bound.
2.2 Hermitian rank-$k$ perturbations

Example 2.1.1 shows that increasingly accurate lower bounds for the eigenvalues of $A + E$ are easily defined. The error matrix resulting from approximating $A + E$ by $X_q + E$, is

$$S_q = A + E - (X_q + E) = \begin{bmatrix} \Lambda_q \\ \Lambda_{n-q} \end{bmatrix} - \begin{bmatrix} \Lambda_q \\ \lambda_q I_{n-q} \end{bmatrix} = \begin{bmatrix} O_q \\ L_q \end{bmatrix}$$

where $L_q = \Lambda_{n-q} - \lambda_q I_{n-q}$. More specifically, when considering two succeeding matrices $X_q$ and $X_{q+1}$ we obtain

$$\|S_{q+1}\|_2 = \|S_q\|_2 - (\lambda_{q+1} - \lambda_q). \quad (2.4)$$

Equation (2.4) estimates the difference expected from using each next element of the sequence. In other words, if $A$ has a multiple eigenvalue, $\lambda_q$, of multiplicity $m$, then all the matrices between $X_q$ and $X_{q+m}$ are equal and, thus, have the same eigenvalues. In this case, the bounds do not change. On the other hand, if the gap between two consecutive eigenvalues is large, we may hope to do better by using the next matrix.

Although the eigenvalues of $X_q + E$ provide lower bounds for the eigenvalues of $A + E$, the reader might be inquiring the usefulness of Example 2.1.1. For any $q \in \{1, \ldots, n\}$, the dimension of the matrix $X_q + E$ is the same as that of $A + E$ and the computation of the eigenvalues of $X_q + E$ seem as costly as the computation of the eigenvalues of $A + E$. Fortunately, as Proposition 2.2.1 will show, that need not be the case.

Proposition 2.2.1 focuses on the perturbation of multiple eigenvalues and, in short, states that a Hermitian rank-one perturbation of a Hermitian matrix, $X$ affects at most single copies of multiple eigenvalues. The remaining copies are not perturbed. The reasoning is that if $X$ has an eigenvalue $\lambda$ of multiplicity $m$ we can find $m - 1$ eigenvectors associated with $\lambda$ orthogonal to the perturbation (eigen)vector $w$. Proposition 2.2.1 suggests, thus, that the computation effort should be directed to those eigenvalues of $X_q + E$ that are not eigenvalues of $X_q$. 
Proposition 2.2.1. Let \( \sigma \in \mathbb{R}, w \in \mathbb{C}^n \) with \( \|w\|_2 = 1 \) and define \( E := w\sigma w^* \). Let \( X \in \mathbb{R}^{n \times n} \) be diagonal with exactly \( t \) distinct eigenvalues denoted by \( \lambda_p \) (\( 1 \leq p \leq t \)). Write \( P_p \) for the orthogonal projection onto the eigenspace \( \mathcal{X}_p \) corresponding to \( \lambda_p \) and define \( \theta_p \) by
\[
\|P_p w\|_2 = \cos \theta_p \quad \text{where} \quad \theta_p = \angle(w, \mathcal{X}_p) \quad \text{is chosen in} \quad \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right].
\]
Define yet the \( t \times t \) matrix
\[
Y = \begin{bmatrix}
\lambda_1 \\
\vdots \\
\lambda_t
\end{bmatrix} + y\sigma y^*, \quad \text{where} \quad y = \begin{bmatrix}
\cos \theta_1 \\
\vdots \\
\cos \theta_t
\end{bmatrix}.
\]
Then the eigenvalues of \( X + E \) are the eigenvalues of \( X \), of which single copies of multiple eigenvalues are replaced by the eigenvalues of \( Y \).

Proof. We give the details of the proof for \( t = 2 \) after which the proof for \( t > 2 \) should be clear. Let
\[
X = \begin{bmatrix}
\lambda_1 I_{m_1} \\
\lambda_2 I_{m_2}
\end{bmatrix}
\]
where \( m_1 > 1 \) is the multiplicity of \( \lambda_1 \), \( m_2 > 1 \) is the multiplicity of \( \lambda_2 \) and \( m_1 + m_2 = n \). For unitary matrices \( Q_1 \in \mathbb{C}^{m_1 \times m_1} \) and \( Q_2 \in \mathbb{C}^{m_2 \times m_2} \) define
\[
Q = \begin{bmatrix}
Q_1 \\
Q_2
\end{bmatrix}
\]
and thus, \( Q^* X Q = X \).

Now, since each \( P_p w \in \mathcal{X}_p \) we can choose each \( Q_p \) such that \( Q^* w \) has at most two nonzero entries:
\[
Q^* w = \cos \theta_1 e_1 + \cos \theta_2 e_{m_1+1}.
\]
Thus,
\[
Q^* (X + E) Q = X + Q^* w\sigma w^* Q.
\]
Note that the second term of the right-hand side has nonzero entries only at two rows and corresponding two columns. By appropriate permutations, those columns
and rows can be placed at the top left. Both \( \lambda_1 \) and \( \lambda_2 \) continue to be eigenvalues of \( X + E \) now with multiplicity \( m_1 - 1 \) and \( m_2 - 1 \) respectively. As for the remaining two eigenvalues they have been replaced by those of \( Y \):

\[
Y = \begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix} + \begin{bmatrix}
\cos \theta_1 \\
\cos \theta_2
\end{bmatrix} \sigma [\cos \theta_1, \cos \theta_2].
\]

This proves the statement for \( t = 2 \). For \( t > 2 \) the proof is similar.

If the rank of \( E \) is larger than one, a similar situation occurs. This is expressed in Corollary 2.2.2.

**Corollary 2.2.2.** If, in the conditions of Proposition 2.2.1, the matrix \( E \) is Hermitian and of rank-\( k \) (with \( 1 \leq k \leq n \)), then at most \( k \) copies of each distinct eigenvalue of \( X \) are not eigenvalues of \( X + E \). Therefore, at most \( kt \) of the total number of eigenvalues of \( X \) are perturbed.

We conclude from Example 2.1.1 and from the two previous results that only the eigenvalues of \( X_q + E \) that are not eigenvalues of \( X_q \) need to be computed. It remains unclear, however, how that can be achieved. We address this problem in the next section.

### 2.2.1 Computing the bounds

Let \( W \in \mathbb{C}^{n \times k} \) and \( \Sigma \in \mathbb{R}^{k \times k} \) be such that

\[
E = W \Sigma W^* \tag{2.5}
\]

is a rank-\( k \) Hermitian matrix. Consider, now, the following procedure.
Procedure 2.2.3. For any \( j \in \{0, \ldots, n-k\} \) partition the \( n \times k \) matrix \( W \) as \( W_j \), consisting of the first \( j \) rows and \( W_{n-j} \), consisting of the last \( n-j \) rows, i.e.,

\[
W = \begin{bmatrix}
W_j \\
W_{n-j}
\end{bmatrix}.
\]

Therefore, if \( Q \in \mathbb{C}^{(n-j) \times (n-j)} \) and \( R \in \mathbb{C}^{k \times k} \) are such that

\[
Q \begin{bmatrix} R \\ O \end{bmatrix} = W_{n-j} \tag{2.6}
\]

is a QR-decomposition of \( W_{n-j} \), we have for the unitary \( G = I_j \oplus Q \) that

\[
G^* E G = \begin{bmatrix} E_{j+k} \\ O \end{bmatrix} \quad \text{where} \quad E_{j+k} = \begin{bmatrix} W_j \\ R \end{bmatrix} \Sigma \begin{bmatrix} W_j^* & R^* \end{bmatrix}
\]

is a \((j+k) \times (j+k)\) matrix.

The goal of this procedure is to introduce a large zero trailing principal submatrix using a unitary transformation \( G \) that leaves \( \Lambda_q \) invariant, i.e, such that \( G^* \Lambda_q G = \Lambda_q \). We can now use Procedure 2.2.3 to prove the following result.

**Theorem 2.2.4.** Let \( E \in \mathbb{C}^{n \times n} \) be the Hermitian rank-\( k \) matrix defined in (2.5) and for given \( q \in \{1, \ldots, n\} \), set \( r = q + k - 1 \) if \( q \leq n-k \) and \( r = n \) otherwise. Let \( E_r \in \mathbb{C}^{r \times r} \) be the matrix obtained from \( E \) by Procedure 2.2.3 with \( j = r-k \). Let, moreover, \( X_q \) be the matrix from (2.2) partitioned as

\[
X_q = \begin{bmatrix} Y_q \\ \lambda_q I_{n-r} \end{bmatrix} \quad \text{where} \quad Y_q = \begin{bmatrix} \Lambda_q \\ \lambda_q I_{r-q} \end{bmatrix} \tag{2.7}
\]

is an \( r \times r \) matrix. Then,

\[
\sigma(X_q + E) = \{\sigma(Y_q + E_r), \lambda_q\}.
\]

**Proof.** The particular case of the smallest eigenvalue when \( k = 1 \) was treated in [46]. We look now into the general proof for all eigenvalues and for general \( k \).
2.2. HERMITIAN RANK-$K$ PERTURBATIONS

Note that $Y_q$ is of size $r \times r$ containing the $r$ smallest eigenvalues of $X_q$ (counting multiplicities). By partitioning $W$ appropriately with $j = r - k$ according to Procedure 2.2.3 we get a unitary matrix $G$ such that

$$G^*EG = \begin{bmatrix} E_r & 0 \\ 0 & O_{n-r} \end{bmatrix}.$$  \hfill (2.8)

However, Procedure 2.2.3 also ensures that $G^*X_qG = X_q$ and, therefore,

$$G^*(X_q + E)G = \begin{bmatrix} Y_q + E_r & \\ & \lambda_q I_{n-r} \end{bmatrix},$$

proving the statement.

Remark 2.2.5. The matrix $R$ in (2.6) is of size $k \times k$. Consequently, if $q > n - k$ the complete matrix $X_q$ is required and, thus, $r = n$.

Remark 2.2.6. If any eigenvalue of $A$ has multiplicity larger than $k$ then by Proposition 2.2.1 the bounds are sharp.

We now provide an example detailing the computation of the lower bounds for a rank-2 perturbation of the matrix $A$ from Example 2.1.1

2.2.2 Example

Let $A \in \mathbb{C}^{5 \times 5}$ and $X_q \in \mathbb{C}^{5 \times 5}$ for $q \in \{1, \ldots, 5\}$ be the matrices from Example 2.1.1 and for $\Sigma = I_2$ and $W = [w|v] \in \mathbb{C}^{5 \times 2}$ let $E = W\Sigma W^*$ be a Hermitian matrix of rank-2. For this example we take the vectors $w = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 \end{bmatrix}^*$ and $v = \begin{bmatrix} 1 & -1 & 1 & -1 & 1 \end{bmatrix}^*$. The $r \times r$ matrices $Y_q$ from (2.7) are displayed next

$$Y_1 = \begin{bmatrix} 2 \\ 2 \end{bmatrix}, \quad Y_2 = \begin{bmatrix} 2 & 3 \\ 3 & \end{bmatrix}, \quad Y_3 = \begin{bmatrix} 2 & 3 \\ 3 & 3.1 \end{bmatrix},$$
We shall compute bounds for the eigenvalues of \( A + E \) using only \( Y_2 \) as the procedure for the remaining matrices is similar. In this case, \( r = 3 \) and following Procedure (2.2.3), we partition \( W \) as

\[
W = \begin{bmatrix} w_1 & v_1 \\ \tilde{w} & \tilde{v} \end{bmatrix}
\]

and compute a QR-decomposition of \([\tilde{w} \ \tilde{v}]\)

\[
\begin{bmatrix} \tilde{w} & \tilde{v} \end{bmatrix} = \frac{1}{2} \begin{bmatrix} 1 & -1 & -1 & -1 \\ 1 & 1 & 1 & -1 \\ 1 & -1 & 1 & 1 \\ 1 & 1 & -1 & 1 \end{bmatrix} \begin{bmatrix} 2 \\ 2 \\ 0 \\ 0 \end{bmatrix}.
\]

In this example, \( \tilde{w} \) and \( \tilde{v} \) have length 4 and are already orthogonal. Therefore, with the unitary matrix \( G = 1 \oplus Q \) we obtain

\[
G^*EG = \begin{bmatrix} 2 & 2 & 2 \\ 2 & 4 & 0 \\ 2 & 0 & 4 \end{bmatrix} = \begin{bmatrix} E_3 \\ O_2 \end{bmatrix}.
\]

Finally, computing the eigenvalues of \( Y_2 + E_3 \) gives us lower bounds for the eigenvalues of \( A + E \). In Table 2.2 we display, for \( q \in \{1, \ldots, 5\} \) the eigenvalue of \( X_q + E \) from Example 2.2.2 computed using the approach of Theorem 2.2.2.
2.2. HERMITIAN RANK-K PERTURBATIONS

\[ \begin{array}{c|ccccc} 
X_1 + E & \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 \\
X_2 + E & 2.2984 & 3 & 3 & 7 & 8.7016 \\
X_3 + E & 2.3247 & 3.0494 & 3.1 & 7.0506 & 8.7753 \\
X_4 + E & 2.3939 & 3.4384 & 3.5641 & 7.5616 & 9.1420 \\
A + E & 2.3981 & 3.4384 & 3.6149 & 7.5616 & 9.1870 \\
\end{array} \]

Table 2.2: Eigenvalues of \( X_q + E \) for \( q \in \{1, \ldots, 5\} \) from Example 2.2.2 computed using the approach of Theorem 2.2.2.

2.2.3 Perturbations of non-diagonal matrices

For the problem we are considering, we could, without loss of generality, study diagonal matrices instead of arbitrary Hermitian matrices. In practice, however, since diagonalizations of large matrices are expensive it is wise to avoid them whenever possible. The bounds developed earlier can be computed without an explicit diagonalization. In fact, because for these perturbation, the knowledge of a few eigenvalues and eigenvectors suffices, the computational costs to determine the bounds are low.

Let \( A \) be Hermitian with eigenvalues \( \lambda_1 \leq \cdots \leq \lambda_n \) and corresponding orthonormal eigenvectors \( v_1, \ldots, v_n \). For given \( j \in \{0, \ldots, n\} \), write \( V_j \) for the matrix with columns \( v_1, \ldots, v_j \) and \( V_{n-j} \) for the matrix with columns \( v_{j+1}, \ldots, v_n \) and let \( V = (V_j V_{n-j}) \). Now, for each matrix \( X_q \) from (2.2), \( V^*AV - X_q \) is positive semidefinite. Thus, \( T_q = V^*X_qV^* \) is an approximation of \( A \) from below, and for any Hermitian perturbation \( E \) of \( A \), the eigenvalues of \( T_q + E \) are lower bounds for the corresponding eigenvalues of \( A + E \). Of course, the eigenvalues of \( T_q + E \) are the eigenvalues of \( X_q + V^*EV \). Thus, with \( E = W\Sigma W^* \) where \( W \) is an \( n \times k \) matrix with orthonormal columns, the problem that results is a rank-\( k \) perturbation of a diagonal matrix.

Assume now that only the eigenpairs belonging to the eigenvalues \( \lambda_1, \ldots, \lambda_\ell \) with \( 1 \leq \ell < n \) are available. Then \( V^*EV \) cannot be explicitly computed. But because \( W \) has orthonormal columns, so has \( V^*W \), and for each \( j \in \{0, \ldots, n\} \) we find that

\[ I = (V^*W)^*(V^*W) = W^*V_j V_j^*W + W^*V_{n-j} V_{n-j}^*W. \]

Note that \( Y^*Y = Z^*Z \) for matrices \( Y \) and \( Z \) of the same size, if and only if
\( Y = QZ \) for some unitary transformation \( Q \). Therefore, let \( Y \) be any solution of the \( k \times k \) matrix equation

\[
Y^*Y = I - W^*V_jV_j^*W
\tag{2.9}
\]

for instance, the \( k \times k \) Cholesky factor of the right-hand side, padded with \( n - j - k \) zero rows, then \( Y = Q_{n-j}V_{n-j}^*W \) for some unitary \((n - j) \times (n - j)\) matrix \( Q_{n-j} \). This yields

\[
V^*EV = V^*W\Sigma W^*V = \begin{bmatrix} V_j^*W \\ V_{n-j}^*W \end{bmatrix} \Sigma \begin{bmatrix} W^*V_j & W^*V_{n-j} \end{bmatrix}
\]

\[
= \begin{bmatrix} I_j \\ Q_{n-j} \end{bmatrix}^* \begin{bmatrix} V_j^*W \\ Y \end{bmatrix} \Sigma \begin{bmatrix} W^*V_j & Y^* \end{bmatrix} \begin{bmatrix} I_j \\ Q_{n-j} \end{bmatrix}.
\]

If \( j \leq \ell \), then the only unknown in the above expression is \( Q_{n-j} \). But if \( q \leq j \) then the eigenvalues of \( X_q + V^*EV \) can still be computed, since \( X_q \) commutes with the \( n \times n \) unitary transformation, i.e., \( X_q + V^*EV \) equals

\[
\begin{bmatrix} I_j \\ Q_{n-j} \end{bmatrix}^* \left( X_q + \begin{bmatrix} V_j^*W \\ Y \end{bmatrix} \Sigma \begin{bmatrix} W^*V_j & Y^* \end{bmatrix} \right) \begin{bmatrix} I_j \\ Q_{n-j} \end{bmatrix}.
\]

What remains is a rank-\( k \) perturbation of a diagonal matrix with known perturbation, which can be treated as in Theorem 2.2.4. In fact, if \( Y \) is indeed upper triangular due to the choice of the Cholesky factor in and below (2.9), it is clear that the eigenvalues of \( X_q + V^*EV \) that differ from the ones from \( X_q \) are the eigenvalues of the leading principal submatrix of \( X_q + V^*EV \) of size \((j + k) \times (j + k)\).

### 2.2.4 Alternative approximations

The matrices chosen in (2.2) are not the only approximations obtained from the eigenvalues of \( A \) that approximate \( A \) from below. In fact, we may construct other approximations satisfying the same property and, with that, still obtain lower bounds for the same eigenvalue of \( A + E \).

In Example 2.1.1 improving the bounds was implicitly associated with a)
Knowing a larger number of eigenvalues of $A$; and b) increasing the size of the small eigenvalue problem. Obtaining improved bounds without the knowledge of more eigenvalues and without increasing the size of the small eigenvalue problem may prove difficult. However, the construction of matrices leading to bounds of higher quality seems achievable without increasing $r$.

We turn to Example 2.1.1 and consider the following two matrices

$$X_3 := \begin{bmatrix} 2 \\ 3 \\ 3.1I_3 \end{bmatrix} \quad \text{and} \quad X'_3 := \begin{bmatrix} 2 \\ 3I_2 \\ 4I_2 \end{bmatrix}$$

(2.10)

together with Table 2.3 containing the respective eigenvalues after perturbation with $E$.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_4$</th>
<th>$\lambda_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_3 + E$</td>
<td>2.1821</td>
<td>3.0250</td>
<td>3.1</td>
<td>3.1</td>
<td>7.8929</td>
</tr>
<tr>
<td>$X'_3 + E$</td>
<td>2.2143</td>
<td>3</td>
<td>3.4798</td>
<td>4</td>
<td>8.3059</td>
</tr>
<tr>
<td>$A + E$</td>
<td>2.2214</td>
<td>3.0475</td>
<td>3.5291</td>
<td>4.0519</td>
<td>8.3503</td>
</tr>
</tbody>
</table>

Table 2.3: Different lower bounds for the eigenvalues of $A + E$ given by the eigenvalues of $X_3 + E$ and $X'_3 + E$

For most eigenvalues, $X'_3$ offers tighter bounds than $X_3$ while still maintaining the size of the small eigenvalue problem unchanged. Note, moreover, that the error matrices satisfy $0.1 = \|S'_3\|_2 \leq \|S_3\|_2 = 1$ where $S'_3 = A - X'_3$ and $S_3 = A - X_3$. The idea here is to deviate from the use of multiple eigenvalues located at the bottom right positions of the matrix to the use of multiple eigenvalues located at any positions. Even if in the interior of the spectrum. The existence of eigenvalues with high multiplicity can be exploited for that effect.

In a way similar to the one used in Procedure 2.2.3, also here the matrix $E$ is transformed via a unitary matrix $G$ obtained from a direct sum of unitary submatrices. In turn, these are obtained from QR-decompositions of appropriate partitions of $W$. For instance, with the matrices from (2.10) and assuming that $E$ is of rank-one and that the focus is on the smallest eigenvalue of $A + E$, we may
partition \( w \) as

\[
w = \begin{bmatrix} w_1 \\ \vec{w}_2 \\ \vec{w}_3 \end{bmatrix}
\]

and use the unitary matrix

\[
G = \begin{bmatrix} 1 & Q_2 & Q_3 \\ \end{bmatrix}
\]

where \( Q_2 \) and \( Q_3 \) are such that \( Q_2^* \vec{w}_2 = \| \vec{w}_2 \|_2 \) and \( Q_3^* \vec{w}_3 = \| \vec{w}_3 \|_2 \) to obtain \( G^* E \). Note that \( G^* E \) is of the form

\[
\begin{bmatrix} * & * & * \\ * & * & * \\ * & * & * \end{bmatrix}
\]

and thus additional permutations of rows and columns are needed to obtain \( E_r \).

It remains valid, however, that

\[
\sigma(Y'_q + E_r) \subset \sigma(X'_q + E).
\]

Depending on the eigenvalue for which an improved bound is required, the new matrices should satisfy two conditions: a) \( \| S'_q \|_2 \leq \| S_q \|_2 \); and b) if a bound for \( \lambda_q(A + E) \) is to be determined, then \( \lambda_q(X') \) should not belong to a cluster with other (different) eigenvalues. If these conditions are satisfied, both \( X'_q \) and \( X_q \) approximate \( A \) from below. Moreover, under the assumption that all eigenvalues of \( A \) are available, the computational effort required to determine the bounds is virtually the same.

Remark 2.2.7. Automatic clustering techniques can provide an optimal division of the spectrum. The computational effort required to execute such procedures is,
however, too high and would eliminate all advantage of not computing the exact
eigenvalue. Our approach is intended to exploit available information.

2.3 Bordered diagonal matrices

We start this section by introducing the concept of Hermitian $k$-bordered diagonal
matrices:

**Definition 2.3.1 (Hermitian $k$-bordered diagonal matrix ).** A Hermitian matrix
is $k$-bordered diagonal if its entries are zero except for the main diagonal and $k$
rows and corresponding columns.

Formally, we pose no restriction on $k$ and, in particular, allow a diagonal matrix
and a full matrix to be the 0 and $n-1$-bordered diagonal matrices respectively.
Moreover, owing to the invariance of the eigenvalues under similarity transforma-
tions, we opt to rearrange the matrix so that the nonzero rows and columns are
the first $k$. We are thus interested in matrices of the form

$$
\begin{bmatrix}
C_1 & C_2 & \ldots & C_{n-k+1} \\
C_2^* & d_1 & \\
& \ddots & \ddots \\
C_{n-k+1}^* & & d_{n-k}
\end{bmatrix}
$$

(2.11)

where $C_1 \in \mathbb{C}^{k \times k}$ and for $j \in \{2, \ldots, n-1\}$, $C_j \in \mathbb{C}^k$ and where we assume that
d$_1 \leq d_2 \leq \ldots \leq d_{n-k}$. For such matrices, the following result, showing a relation
between Hermitian rank-$k$ perturbations of Hermitian matrices and $k$-bordered
diagonal matrices, is known (see [83]) but we have not encountered it further in
the literature dealing with bordered diagonal matrices.

**Lemma 2.3.2 ([83]).** Let $n$ be an integer and let $A, E \in \mathbb{C}^{n \times n}$ be Hermitian
matrices and assume further that $E$ is of rank-$k$. Then $A + E$ is unitarily similar
to a Hermitian $k$-bordered diagonal matrix.
Proof. Let $U$ be unitary and such that

$$EU = U \begin{bmatrix} \Theta \\ O_{n-k} \end{bmatrix}$$

where $\Theta \in \mathbb{R}^{k \times k}$ is diagonal and contains the $k$ nonzero eigenvalues of $E$. We may apply the same unitary similarity transformation to $A$, yielding

$$AU = U \begin{bmatrix} M & B^* \\ B & T \end{bmatrix}$$

for certain $B \in \mathbb{C}^{(n-k) \times k}$ and for Hermitian $M \in \mathbb{C}^{k \times k}$ and $T \in \mathbb{C}^{(n-k) \times (n-k)}$. Now, let $V$ be unitary with $TV = VD$ where $D$ is the diagonal matrix of eigenvalues of $T$. Then, the unitary matrix

$$S = UG$$

where

$$G = \begin{bmatrix} I_k \\ V \end{bmatrix}$$

transforms $A + E$ into

$$S^*(A + E)S = \begin{bmatrix} M + \Theta & B^*V \\ V^*B & D \end{bmatrix}.$$  \hspace{1cm} (2.12)

which is $k$-bordered diagonal. \hfill \Box

Lemma 2.3.2 is of interest, not only on its own, but also because for $k = 1$, comparing the characteristic polynomial of $S^*(A + E)S$ with that of $A$, provides an alternative (and perhaps more widely known) proof to Proposition 2.2.1 (see [63] or [83]). The connections between rank-$k$ perturbations and bordered diagonal matrices, however, do not end here. The structure of bordered diagonal matrices allows for the computation of lower bounds for its eigenvalues using the principles discussed in Section 2.2.

Remark 2.3.3. From a perturbation point of view one could also treat a $k$-bordered diagonal matrix as a rank-$2k$ perturbation of a diagonal matrix. Such approach
would place us in the same setting of the previous section. However, the perturbation is indefinite and the element located at the tip of the arrow, \( c_1 \), is not necessarily smaller than \( d_1 \). A better approach is to treat the matrix on its own.

**Lemma 2.3.4.** Let

\[
A = \begin{bmatrix}
C_1 & C_2 & \ldots & C_{n-k+1} \\
C^*_2 & d_1 & & \\
& \ddots & \ddots & \\
C^*_n & & & d_{n-k}
\end{bmatrix}
\]

be a given \( k \)-bordered diagonal matrix in the conditions of (2.11). Moreover, for \( q \in \{1, \ldots, n-k\} \) let

\[
D_q := \begin{bmatrix}
d_1 & & & \\
& \ddots & & \\
& & d_q & \\
& & \ddots & \ddots \\
& & & d_q I_{n-q-k}
\end{bmatrix}
\]

and set

\[
A_q := \begin{bmatrix}
C_1 & C_2 & \ldots & C_\ell \\
C^*_2 & & & \\
& \ddots & \ddots & \\
C^*_\ell & & & D_q
\end{bmatrix}
\]

where \( \ell = n-k+1 \). Then the eigenvalues of \( A_q \) are lower bounds for the eigenvalues of \( A \).

**Proof.** By direct computation it is easily seen that \( A - A_q \) is a real diagonal positive semi-definite matrix. \( \square \)

In view of Procedure 2.2.3 consider, now, Procedure 2.3.5 directed to the nonzero columns (and rows) of the matrix \( A_q \).

**Procedure 2.3.5.** Consider the 1-bordered diagonal matrix and let the elements of the nonzero column of \( A_q \) be the components of a vector \( c \), i.e., let \( c \) be the vector \( c = [c_2, c_3, \ldots, c_{n-1}, c_n]^* \). For \( j \in \{1, \ldots, n-2\} \) partition \( c \) as \( \hat{c}_j \) containing the first \( j \) rows and the vector \( \tilde{c}_{n-1-j} \) with the remaining \( n-1-j \) rows:

\[
c = \begin{bmatrix}
\hat{c}_j \\
\tilde{c}_{n-1-j}
\end{bmatrix}.
\]
Then, for a unitary matrix $Q$ such that
\[
Q \begin{bmatrix}
\|\tilde{c}_{n-1-j}\|_2 \\
0
\end{bmatrix} = \tilde{c}_{n-1-j}
\]
is a QR-decomposition of $\tilde{c}_{n-1-j}$ we have with $G = I_j \oplus Q$ that
\[
G^* A_q G = \begin{bmatrix}
c_1 & \cdots & c_j & \|\tilde{c}_{n-1-j}\|_2 & O \\
\vdots & & d_1 & & \\
c_j & & \ddots & & \\
\|\tilde{c}_{n-1-j}\|_2 & & d_q & \\
O & & d_q & I_{n-r}
\end{bmatrix} = \begin{bmatrix}
Y_{j+1} & \\
d_q I_{n-r}
\end{bmatrix}.
\]
A procedure for $k$-bordered diagonal matrices with $k > 1$ can be described similarly.

As a consequence of Procedure 2.3.5, the eigenvalues of $A_q$ can be determined at the cost of an eigenvalue problem for a small $(j+1) \times (j+1)$ matrix.

**Theorem 2.3.6.** Let $1 \leq k \leq n$ and for $q \in \{1, \ldots, n-2k\}$ set $r = q + 2k$. Then
\[
\sigma(A_q) = \{\sigma(Y_r), d_q\}.
\]

**Proof.** Applying Procedure 2.3.5 to an appropriate partitioning of the columns of $A_q$ and noting that the resulting matrix is block diagonal gives the statement. \qed

### 2.4 Singular Values

The Singular Value Decomposition(SVD) is a tool that has found several applications in areas such as Image Analysis [16] and Information Retrieval [8]. In both areas, the data is commonly represented in matrix form and the SVD is required. However, due to the dynamic nature of the data, new information can be added (or eventually removed) from the original set. In matrix terms this corresponds to adding or removing a column after which a new SVD is required [14, 16, 78]. In this section we are interested in two situations: a) lower bounds for the singular
values of rank-$k$ perturbations of general $n \times m$ matrices, $B + K$; and b) lower bounds for the singular values of $n \times m$ matrices when columns (or rows) are added.

### 2.4.1 Rank-$k$ perturbations of general matrices

The study of singular values is typically done through the study of the eigenvalues of the Hermitian matrices resulting from right or left multiplication with the adjoint. We will follow the same approach here. The starting point is an $n \times m$ matrix $B$. Without loss of generality we assume that $m \leq n$. This matrix will be perturbed with a rank-$k$ matrix $K$ and we are interested in the singular values of $B + K$.

**Proposition 2.4.1.** Given the $n \times m$ matrix $B$, and a rank-$k$ perturbation $K$ of $B$, the singular values of $B + K$ are the square roots of the nonnegative eigenvalues of

\[(B + K)^*(B + K) = B^*B + K^*V + V^*K, \tag{2.13}\]

where $V = B + \frac{1}{2}K$, which constitutes a Hermitian perturbation of rank at most $2k$ of $B^*B$.

**Proof.** Write $V = B + \frac{1}{2}K$, then

\[(B + K)^*(B + K) = B^*B + K^*B + B^*K + K^*K = B^*B + K^*(B + \frac{1}{2}K) + (B^* + \frac{1}{2}K^*)K.\]

This proves the first part of the statement. To see that the perturbation has rank at most $2k$, note that the rank of each of the products $V^*K$ and $K^*V$ is less than or equal to the rank of $K$, which is $k$. 

The lower bounds for Hermitian rank-$k$ perturbations of Hermitian matrices from Section 2.2 can now be applied to the specific perturbation of $B^*B$ in (2.13). These bounds were in principle developed for perturbations $E$ that were given in the form $E = W\Sigma W^*$ with $W^*W = I$. If the perturbation $K$ of $B$ is given as $K = ZX^*$ for certain $n \times k$ matrix $Z$ and $m \times k$ matrix $X$, this can be exploited...
in the sense that, writing \( S \) for the \( m \times k \) matrix \( V^*Z \),

\[
K^*V + V^*K = X(Z^*V) + (V^*Z)X^*
\]

\[
= (S|X) \begin{bmatrix} I & I \\ I & I \end{bmatrix} (S|X)^* = QR \begin{bmatrix} I & I \\ I & I \end{bmatrix} R^*Q^*
\]

where \((S|X) = QR\) is a QR-decomposition. Computing an eigenvalue decomposition of the \( 2k \times 2k \) Hermitian matrix

\[
R \begin{bmatrix} I & I \\ I & I \end{bmatrix} R^* = YAY^*
\]

then leads to the desired format:

\[
E = W\Sigma W^* \quad \text{with} \quad W = QY, \quad W^*W = I, \quad \text{and} \quad \Sigma = \Lambda. \quad (2.14)
\]

Observe that the generic situation will be that \( R \) is invertible. Then, by Sylvester’s Theorem for Inertia, \( \Lambda \) has \( k \) negative and \( k \) positive eigenvalues, and thus, the perturbation of \( B^*B \) is indefinite. This shows that one needs to take care when constructing lower bounds for the singular values of \( B + K \). If \( B^*B \) is replaced by an approximation from below based on some matrix \( X_q \), adding the indefinite perturbation \( K^*V + V^*K \) from (2.13) may lead to negative eigenvalues of \( X_q + K^*V + V^*K \), rendering some of the lower bounds worthless in the context of singular values, being the square roots of eigenvalues.

**Remark 2.4.2.** If \( K \) is given as its singular value decomposition \( K = Z\Gamma X^* \) with \( n \times k \) matrix \( Z \) and \( m \times k \) matrix \( X \), both with orthonormal columns, and \( \Gamma \) a real nonnegative \( k \times k \) diagonal matrix, then by absorbing \( \Gamma \) into \( X^* \), \( K \) will have the form used above.

**Proposition 2.4.3.** Given the \( n \times m \) matrix \( B \), and a rank-\( k \) perturbation \( K \) of \( B \). Then the singular values of \( B + K \) are the square roots of the \( m \) largest nonnegative eigenvalues of the \( n \times n \) matrix

\[
(B + K)(B + K)^* = BB^* + KV^* + VK^*, \quad (2.15)
\]
where \( V = B + \frac{1}{2}K \), which constitutes a Hermitian perturbation of rank at most \( 2k \) of \( BB^* \).

**Proof.** Write \( V = B + \frac{1}{2}K \), then

\[
(B + K)(B + K)^* = BB^* + BK^* + KB^* + KK^*
\]

\[
= BB^* + (B + \frac{1}{2}K)K^* + K(B^* + \frac{1}{2}K^*).
\]

This proves the first part of the statement. To see that the perturbation has rank at most \( 2k \), note that the rank of each of the products \( KV^* \) and \( VK^* \) is less than or equal to the rank of \( K \), which is \( k \).

In this approach, although seemingly similar to the previous, if \( m < n \), the \( n \times n \) matrix \( BB^* \) has \( (n - m) \) artificial zero eigenvalues. Although this is no restriction to apply the approach of Section 2.2, it may reduce the effectiveness of some of the bounds if.

The same distinction between the different ways to form the product of the matrix and its adjoint will be present in the following section.

**Addition of columns or rows**

Let \( k, n \) and \( m \) be integers with \( n > m \) and \( k \geq 1 \). Consider again the matrix \( B \in \mathbb{C}^{n \times m} \), and matrices \( C \in \mathbb{C}^{n \times k} \) and \( N \in \mathbb{C}^{m \times k} \). We aim to find lower bounds for the singular values of the matrices \( B_c \) and \( B_r \) defined by

\[
B_c = (B|C) \quad \text{and} \quad B_r = (B^*|N)^*;
\]

and for that we look at the eigenvalues of the \( (m + k) \times (m + k) \) Hermitian matrix \( B_c^*B_c \) and the \( n \times n \) Hermitian matrix \( B_cB_c^* \) and their counterparts for rows.
Case 1: Study of $B_c^*B_c$

The matrix $B_c^*B_c$ equals

$$B_c^*B_c = \begin{bmatrix} B^*B & B^*C \\ C^*B & C^*C \end{bmatrix}.$$

Now, let

$$B = U \begin{bmatrix} \Sigma_m \\ O \end{bmatrix} W^*$$

be an SVD of $B$, with $U \in \mathbb{C}^{n \times n}, W, \Sigma_m \in \mathbb{C}^{m \times m}$. Then with $G = W \oplus I_k$ we find that

$$G^*(B_c^*B_c)G = \begin{bmatrix} \Sigma_m^2 & Z \\ Z^* & C^*C \end{bmatrix}, \text{ where } Z = W^*(B^*C).$$

This is (a block permutation of) a $k$-bordered diagonal matrix having no artificial zero eigenvalues. The results from Section 2.3 can now be applied to find lower bounds for its eigenvalues. Again, replacing the matrix by an approximation from below may result in a matrix with negative eigenvalues, thus one needs to be cautious.

Case 2: Study of $B_cB_c^*$

The matrix $B_cB_c^*$ equals

$$B_cB_c^* = BB^* + CC^*.$$

Transforming this matrix to the basis given by the columns of $U$ from (2.16) shows (with $C_1$ and $C_2$ chosen appropriately) that

$$U^*(B_cB_c^*)U = \begin{bmatrix} \Sigma_m^2 \\ O \end{bmatrix} + \begin{bmatrix} C_1 \\ C_2 \end{bmatrix} \begin{bmatrix} C_1^* & C_2^* \end{bmatrix}, \text{ with } \begin{bmatrix} C_1 \\ C_2 \end{bmatrix} = U^*C.$$

Now, let

$$C_2 = Q \begin{bmatrix} R \\ O \end{bmatrix}$$
be a QR-decomposition of $C_2$, where $R$ is $k \times k$, then the at most $m + k$ nonzero eigenvalues of $U^*(B_cB_c^*)U$ are the eigenvalues of the $(m + k) \times (m + k)$ matrix

$$
\begin{bmatrix}
\Sigma_m^2 & C_1 \\
O_k & R
\end{bmatrix} + \begin{bmatrix}
C_1^* & R^*
\end{bmatrix}.
$$

This is a positive semi-definite perturbation of a diagonal matrix, and again the approach of Section 2.2 may be applied to find lower bounds for its eigenvalues. Since these lower bounds will be nonnegative, their square roots are well-defined, and thus valid lower bounds for the singular values of $B_c$ result.

Similar results can, of course, be obtained for the matrix $B_r$: the matrix $B_rB_r^*$ compares to $B_c^*B_c$ and $B_r^*B_r$ to $B_cB_c^*$.

### 2.5 Numerical illustrations

We now illustrate the techniques developed in the previous sections. Our focus is on the computation of lower bounds for the smallest eigenvalue of Hermitian rank-one perturbations of Hermitian matrices. For these matrices not only are the newly proposed bounds cheaply obtainable, but we are also able to compare them with the existing ones from Weyl and Ipsen and Nadler. A few illustrations are also given for rank-2 perturbations of Hermitian matrices and for the addition of columns to $n \times m$ matrices.

**Example 1** For our first numerical experiment we use the reaction-diffusion example given in §2.2 on $I = [0, 1]$:

$$
-u'' + su = \lambda u \quad \text{in } I, \quad \text{with } u(0) = u(1) = 0 \quad (2.17)
$$

where the function $s$ is a local reaction term defined in $\left(\frac{1}{2} - \xi, \frac{1}{2} + \xi\right)$ for $\xi \in [0, \frac{1}{2}]$ by

$$
s(x) = e^{-g(x)} > 0 \quad \text{where } g(x) = \frac{\xi^2}{(x - (1/2 - \xi))(x - (1/2 + \xi))} \quad (2.18)
$$
and zero elsewhere. Note that our choice of working in one dimension is not
restrictive and similar situations can be set up in higher dimensions. Take $p \in \mathbb{N}$
and define $h = 1/p$ and $x_j = jh$ where $j \in \{0, \ldots, p\}$. The Finite Difference
discretization of problem (2.17) on the grid points $x_0, \ldots, x_p$ yields two matrices.
The first is the typical tridiagonal matrix with 2 in the diagonal and $-1$ in both
co-diagonals which we denote by $A$. The eigenvalues and eigenvectors of $A$ are
known. The matrix $E = \sum_j s(x_j) e_j e_j^*$, on the other hand, is a diagonal matrix
whose rank is determined by $h$ and $\xi$ by truncating $2\xi/h$ at integer values.

We wish to determine lower bounds for the eigenvalues of $A + E$ or, on the
basis of eigenvectors of $A$, those of $\Lambda + \hat{E}$ where the diagonal matrix $\Lambda$ and the
unitary matrix $V$ are such that $A = V \Lambda V^*$ and

$$
\hat{E} = V^* E V = \sum_j s(x_j) v_j v_j^* \quad \text{with} \quad v_j = V^* e_j.
$$

We take $p = 32$, $\xi = 1/33$ such that $E$ from Equation (2.18) has rank-one. We
compute lower bounds for the smallest eigenvalue of $A + E$ using the approaches
of Section 2.2.1 and the technique in Section 2.2.3.

The top plot in Figure 2.1 shows the absolute value of the error in the lower
bounds for the smallest eigenvalue of $A + E$. The lower bounds were obtained
from approximations $X_q$ with $q$ ranging from 1 to $n$. Recall that each $X_q$ uses the
$q$ smallest eigenvalues of $A$ with the largest of these having multiplicity at least
$n - q + 1$. The errors for the first ten bounds are displayed again, for convenience,
in the bottom plot of Figure 2.1. For notation simplicity we use in the label of the
$y$-axis $\lambda_-$ to mean $\lambda_{\min}(A + E)$ and $\mu_-$ to denote $\lambda_{\min}(X_q + E)$.

Recall that, for $q = 1$, the bound obtained is the same as the one from Weyl’s
inequalities while for $q = 2$ the same from Ipsen and Nadler’s results. Figure 2.1
shows that there is a slightly more pronounced error reduction at the beginning
and at the end, while with the intermediate matrices we observe only minor ac-
ccuracy improvements. This feature is shared by most of the matrices we have
experimented with in this section. Furthermore, we observe from the bottom plot
that although the second bound shows the best relative error reduction, it is still
advantageous to use larger matrices if more accuracy is required. We expect this
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Figure 2.1: Error in the lower bound (and detail for \( q \leq 10 \)) of the smallest eigenvalue of the perturbed matrix \( A \) resulting from the Finite Difference discretization \((n = 32, \xi = 1/33)\) of Problem (2.17) with \( E \) a rank-one diagonal matrix resulting from Equation (2.18).

to be more pronounced with larger matrices.

**Example 2** For our second example we chose a larger Hermitian matrix \( A \) of dimension \( n = 1600 \) resulting from the standard finite difference discretization of the Poisson equation in a square domain using a \( 40 \times 40 \) grid. We perturb this matrix with a random Hermitian matrix of rank-one. The absolute value of the errors for the lower bounds obtained with different approximating matrices \( X_q \) is represented in the two plots of Figure 2.2. For the same problem, Table 2.4 shows the approximate values of the error for the first six lower bounds in comparison to the ones for the matrix of Example 3 to be discussed further on.

We can observe from Table 2.4 and from the second plot in Figure 2.2 that the initial error reduction is, in this case, more pronounced. Consequently, and at a cost of a \( 6 \times 6 \) eigenvalue problem \((q = 5)\), Weyl’s bounds and those from [46] can be improved. The additional cost is modest while the absolute value of the
error decreases from $\mathcal{O}(10^{-2})$ to $\mathcal{O}(10^{-6})$. Another interesting observation is the presence of line segments parallel to the $x$-axis between the values $2 - 3, 5 - 6, 7 - 8$ and $9 - 10$. They correspond to multiple eigenvalues (in this case of multiplicity 2) of the matrix $A$. Note that, according to Proposition 2.2.1 and Section 2.2 these lines should still be visible when perturbing the same matrix with a rank-2 perturbation because the two consecutive matrices $X_q$ are equal. We illustrate this in Figure 2.3 where we represent the absolute value of the error for the lower bounds of a random Hermitian rank-2 perturbation of the same matrix $A$.

$$
\begin{array}{c|c}
q & |\lambda_- - \mu_-| \\
\hline
1 & 1.756e^{-2} \\
2 & 8.544e^{-3} \\
3 & 8.544e^{-3} \\
4 & 7.572e^{-5} \\
5 & 5.586e^{-6} \\
6 & 5.586e^{-6} \\
\cdots & \cdots
\end{array}
\quad
\begin{array}{c|c}
q & |\lambda_- - \mu_-| \\
\hline
1 & 0.2959e^{-3} \\
2 & 0.2917e^{-3} \\
3 & 0.2917e^{-3} \\
4 & 0.2838e^{-3} \\
5 & 0.2702e^{-3} \\
6 & 0.2638e^{-3} \\
\cdots & \cdots
\end{array}
$$

Table 2.4: Error in $\mu_- := \lambda_{\min}(Y_r + \tilde{E})$ for $1 \leq r \leq n$ for a first few lower bounds for the matrix obtained from the discretization of Poisson equation on a $40 \times 40$ grid (left) and Sherman1 from Matrix Market (right). The perturbations are random rank-one matrices.

**Example 3** For the third example we retrieve the matrix Sherman1 from the Matrix Market repository [1]. This is a real symmetric matrix of size $n = 1000$ with all eigenvalues situated on the negative real line. The perturbation was again a random Hermitian matrix of rank-one. We observe both from the second plot of Figure 2.4 as well as from the second column of Table 2.4 that the results for this matrix are not as good as the ones from Example 2. However, this example is interesting for just that. The stagnation period between $q = 200$ and $q = 500$ is due to the existence of an eigenvalue of multiplicity 300. We have mentioned in Section 2.2.4 that multiple eigenvalues are the most simple clusters and that these can be exploited to obtain improved bounds without increasing the size of the approximating matrix.

We illustrate this situation in Figure 2.4 where to construct the approximations of the matrix $A$ we make use of the knowledge of an eigenvalue with large
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Figure 2.2: Error in the lower bound (and detail for $q \leq 10$) of the smallest eigenvalue of a random rank-one perturbation $E$ of the matrix $A$ obtained from the discretization of Poisson equation on a $40 \times 40$ grid.

...multiplicity. In the bottom plot of this figure we see the absolute value of the error for lower bounds for the smallest eigenvalue using the standard approach of Section 2.2.1. We observe also the long stagnation period. In the top plot we have computed the bounds using the approach of Section 2.2.4. The stagnation stage is now gone and the exact eigenvalues are obtained using at most a matrix with $n = 700$.

Example 4 The final example illustrates the theory of Section 2.4.1. Here we compute the error for the lower bounds of the smallest singular value of a matrix $B_c$ resulting from the addition of a column to an $n \times m$ matrix $B$. The matrix $B$ is $ILLC1850$ of dimensions $1850 \times 712$, also retrieved from the Matrix Market [1]. Figure 2.5 plots the absolute value of the error in the lower bounds for the smallest singular value of $B_c$ given by different approximating matrices. In the bottom plot we display the first twenty elements. Once again, a few small eigenproblems suffice to obtain reasonable approximations for the singular values. For this matrix and due to the fast error reduction stage at the beginning, using more than the second
lower bounds is certainly worthwhile.

2.6 Final notes

The previous sections have dealt with Hermitian matrices. Some of the theory developed, however, can be used with matrices other than Hermitian. In the next few pages we comment on examples of these situations.

Remark 2.6.1. If $A$ and $E$ are Hermitian matrices, $iA$ and $iE$ are skew-Hermitian and we can use the previous theory to study skew-Hermitian perturbations of skew-Hermitian matrices. In fact, for $\theta \in [0, 2\pi)$ this is true for any matrices $e^{2\pi i \theta} A$ and $e^{2\pi i \theta} E$. In the next chapter we investigate a more general class of normal matrices of which these are a particular case.

2.6.1 Non-Hermitian perturbations of Hermitian matrices

The notions of lower or upper bounds for eigenvalues loose their meaning for most non-Hermitian matrices. Some of the techniques described earlier, however, are
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Figure 2.4: Error in the lower bound of the smallest eigenvalue of the perturbed matrix $A$ for the matrix Sherman1 when a multiple eigenvalue is clustered (below) and comparison with the naive approach (above).

Figure 2.5: Error in the lower bound (and detail for $q \leq 20$) of the smallest singular value of $B_c$ where $B$ is the matrix ILLC1850 of dimensions $1850 \times 712$ from the Matrix Market and $c$ is a random $n$-dimensional vector.
still valid. The next result shows that when a Hermitian matrix $A$ is perturbed by a non-Hermitian matrix $E$, we can still use similarity transformations to reduce the size of the eigenvalue problem for $A + E$. We begin by presenting a useful procedure.

**Procedure 2.6.2.** Given $v, w \in \mathbb{C}^n$ define the matrix $Z = \begin{bmatrix} v & w \end{bmatrix}$. Partition each column of $Z$ in $p$ blocks (which, for notational simplicity, we assume now to be two) as

$$Z = \begin{bmatrix} \vec{v}_1 & \vec{w}_1 \\ \vec{v}_2 & \vec{w}_2 \end{bmatrix}.$$ 

For $p \in \{1, 2\}$ let $Q_p$ and $R_p$ be such that

$$Q_p \begin{bmatrix} R_p \\ O \end{bmatrix}$$

is a QR-decomposition of each partition $[\vec{v}_p \quad \vec{w}_p]$ and denote by $Q$ and $R$ the matrices

$$Q = \begin{bmatrix} Q_1 \\ Q_2 \end{bmatrix} \quad \text{and} \quad R = \begin{bmatrix} R_1^* & O & R_2^* & O \end{bmatrix}^*$$

respectively. Note now that

$$Q^*vw^*Q = \begin{bmatrix} * \\ 0_{\ell_1} & * \end{bmatrix} \begin{bmatrix} * & 0_{\ell_1-1}^* & * & 0_{\ell_2-1}^* \\ * & * & 0_{\ell_2}^* \end{bmatrix} = zy^*.$$

We now use Procedure 2.6.2 to prove the following theorem.

**Theorem 2.6.3.** Given $w, v \in \mathbb{C}^n$ set $E := vw^*$. Let $X \in \mathbb{R}^{n \times n}$ be diagonal with exactly $t$ distinct eigenvalues denoted by $\lambda_p$ ($1 \leq p \leq t$) with multiplicity $m_p$. Let $z$ and $y$ be obtained from $v$ and $w$ using Procedure 2.6.2 with $p = t$ and $v_p, w_p \in \mathbb{C}^{m_p}$. Then the eigenvalues of $X + E$ are the eigenvalues of $X$, of which double copies
of multiple eigenvalues are replaced by the eigenvalues of the $2t \times 2t$ matrix

$$Y = \begin{bmatrix} \lambda_1 I_2 & \cdot & \cdot \\ \cdot & \ddots & \cdot \\ \cdot & \cdot & \lambda_t I_2 \end{bmatrix} + zy^*.$$ 

Moreover,

$$\{\lambda_1, \ldots, \lambda_t\} \subset \sigma(Y).$$

**Proof.** We give the details of the proof for $t = 2$ after which the proof for $t > 2$ should be clear. Let

$$X = \begin{bmatrix} \lambda_1 I_{m_1} \\ \lambda_2 I_{m_2} \end{bmatrix}$$

where for $m_p > 1$ is the multiplicity of $\lambda_1$ and $m_2 > 1$ is the multiplicity of $\lambda_2$ and $m_1 + m_2 = n$. Using Procedure 2.6.2 we obtain a unitary matrix $Q$ such that $Q^*vw^*Q = zy^*$ and $Q^*XQ = X$. Therefore,

$$Q^*(X + E)Q = X + Q^*vw^*Q = X + zy^*.$$ 

By appropriate permutations we may write $X + zy^*$ as $Y \oplus \lambda_1 I_{m_1-2} \oplus \lambda_2 I_{m_2-2}$ where

$$Y = \begin{bmatrix} \lambda_1 & \cdot & \cdot \\ \cdot & \lambda_2 & \cdot \\ \cdot & \cdot & \lambda_1 \\ \cdot & \cdot & \cdot & \lambda_2 \end{bmatrix} + \begin{bmatrix} * \\ * & 0 \\ * & * & * & * \\ 0 & * & * & * \\ 0 & * & * & * \\ 0 & 0 & * & * \\ 0 & 0 & * & * \\ 0 & 0 & 0 & * \end{bmatrix}.$$ 

Note that $Y$ can be seen as the sum of an upper triangular matrix with a Hermitian rank-one and thus the eigenvalues on the two last diagonal positions of the diagonal matrix are still eigenvalues of $Y$. Therefore, $m_p - 1$ copies of the eigenvalues of $X$ are still eigenvalues of $X + E$. This proves the statement for $t = 2$. For $t > 2$ the proof is similar. \hfill \Box

When compared with Proposition 2.2.1 the consequences of the loss of symmetry are clear. The resulting matrix is now of size $2t \times 2t$ instead of size $t \times t$ for the Hermitian case.
2.6.2 Non-Hermitian $k$-bordered diagonal matrices

In Lemma 2.3.2 we have related Hermitian rank-$k$ perturbations of Hermitian matrices to Hermitian $k$-bordered diagonal matrices. When the perturbation is non-Hermitian, however, we are still able to show a similar result.

**Lemma 2.6.4.** Let $n$ be an integer and let $A \in \mathbb{C}^{n \times n}$ be Hermitian and $E \in \mathbb{C}^{n \times n}$ be a non-Hermitian matrix. If $E$ is of rank-$k$ then $A + E$ is unitarily similar to a non-Hermitian $k$-bordered diagonal matrix.

**Proof.** Let $U \in \mathbb{C}^{n \times n}$, $\Theta \in \mathbb{C}^{k \times k}$ and $L \in \mathbb{C}^{(n-k) \times k}$ be such that

\[ U^* EU = \begin{bmatrix} \Theta & L^* \\ O_{n-k} & \end{bmatrix} \]

is a Schur decomposition of $E$ and consider the matrix

\[ U^* AU = \begin{bmatrix} M & B^* \\ B & T \end{bmatrix}. \]

for certain $M \in \mathbb{C}^{k \times k}$, $B \in \mathbb{C}^{(n-k) \times k}$ and (Hermitian) $T \in \mathbb{C}^{(n-k) \times (n-k)}$. Now, let $V$ be unitary and satisfy $V^* TV = D$ with $D$ the diagonal matrix of eigenvalues of $T$. Defining the unitary matrices

\[ G = \begin{bmatrix} I_k \\ V \end{bmatrix} \quad \text{and} \quad S = UG, \]

$A + E$ can now be transformed as

\[ S^* (A + E) S = \begin{bmatrix} M + \Theta & (B^* + L^*)V \\ V^* B & D \end{bmatrix}. \quad (2.19) \]

which is $k$-bordered diagonal.

In the same way, it is possible (in the presence of a diagonal element of large multiplicity) to reduce the size of a non-Hermitian $k$-bordered diagonal eigenproblem by unitary similarity transformations. This is described in Procedure 2.6.5.
Procedure 2.6.5. Consider the non-Hermitian 1-bordered diagonal matrix $A \in \mathbb{C}^{n \times n}$

$$A = \begin{bmatrix} a_1 & w_2 & \ldots & w_q & \tilde{w}^* \\ v_1 & d_1 \\ \vdots & \ddots \\ v_q & d_q \\ \tilde{v} & d_{q+1} I_{n-q-1} \end{bmatrix}$$

where $\tilde{v} = [v_{q+1}, \ldots, v_{n-1}]^*$ and $\tilde{w} = [w_{q+1}, \ldots, w_{n-1}]^*$. Let $QR$ be a QR-decomposition of $Z = \begin{bmatrix} \tilde{v} & \tilde{w} \end{bmatrix}$. The matrix $G = I_q \oplus Q$ is then unitary and transforms $A$ into

$$G^* AG = \begin{bmatrix} D_1 \\ d_{q+1} I_{n-q-3} \end{bmatrix}$$

where

$$D_1 = \begin{bmatrix} a_1 & w_2 & \ldots & w_q & * & * \\ v_1 & d_1 \\ \vdots & \ddots \\ v_q & d_q \\ * & d_{q+1} \\ 0 & d_{q+1} \end{bmatrix}.$$

Therefore, the eigenvalues of $A$ are the eigenvalues of $D_1$ together with $d_{q+1}$ with multiplicity $n-q-3$.

Even though the eigenvalues of $X_q + E$ no longer bound the eigenvalues of $A + E$, they can still be considered approximations for them. We end this chapter with an illustration of this situation.

2.6.3 Example

Let $w = \begin{bmatrix} 1 & 1 & 1 & 1 \end{bmatrix}^*$ and $v = \begin{bmatrix} 1 & -1 & 1 & -1 & 1 \end{bmatrix}^*$ and consider the matrix $E = wv^*$ as well as the matrix $A$ from Example 2.1.1. The approximate eigenvalues of $X_3 + E$ and $A + E$ are displayed in Table 2.5.

Note that by applying the Bauer-Fike Theorem (Theorem 1.1.1) to the matrix $(A + E) + (X_3 - A) = X_3 + E$ we would only expect that for at least one eigenvalue
Table 2.5: Eigenvalues of $X_3 + E$ and $A + E$ where $E$ is a non-Hermitian perturbation.

\[
\begin{array}{c|ccccc}
  & \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 \\
\hline
X_3 + E & 2.76-0.34i & 2.76+0.34i & 3.1 & 3.1 & 3.58 \\
A + E & 2.77-0.36i & 2.77+0.36i & 3.59-0.25i & 3.59+0.25i & 4.48 \\
\end{array}
\]

$\lambda$ of $A + E$

\[|\lambda - \mu| \leq \kappa_2(V)\|X_3 - A\|_2 \approx 12\]

where $V$ diagonalizes $A + E$ and $\mu$ is an eigenvalue of $X_3 + E$. This shows the potential of approximating the eigenvalues of $A$ in this manner.
Normal matrices

When $A$ and $E$ are not Hermitian and even when the analysis is restricted to normal matrices the study of perturbations is difficult. One important reason is that for normal matrices many fundamental questions remain unanswered. For instance, given $A$ and $E$ normal matrices, it is still not fully understood under which conditions is $A + E$ also normal.

In this chapter we deal with normality preserving perturbations and augmentations of normal matrices and their consequences to the eigenvalues. We revisit the normality preserving augmentation of normal matrices studied by Ikramov and Elsner [45] in 1998 and complement their results by showing how the eigenvalues of the original matrix are perturbed by the augmentation. Moreover, we construct all augmentations that result in normal matrices with eigenvalues on a quadratic curve in the complex plane, using the stratification of normal matrices presented by Huhtanen [42] in 2001. To make this construction feasible, but also for its own sake, we study normality preserving normal perturbations of normal matrices. For $2 \times 2$ and for rank-one matrices, the analysis is complete. For higher rank, all essentially Hermitian normality perturbations are described. In all cases, the effect of the perturbation on the eigenvalues of the original matrix is given.
3.1 Introduction

A complex number $z \in \mathbb{C}$ is often split up as $z = \mathbb{R}(z) + \mathbb{I}(z)$, where $2\mathbb{R}(z) = z + \bar{z}$ and $2\mathbb{I}(z) = z - \bar{z}$. This interprets the complex plane as a two-dimensional real vector space with as basis the numbers 1 and $i$. In this chapter, it will be convenient to decompose $z$ differently. For this, we introduce a family of decompositions parametrized in $\theta \subset \mathbb{T} \subset \mathbb{C}$, the circle group of unimodular numbers. For a given $\theta \in \mathbb{T}$ we let

$$z = \Theta(z) + \Theta^\perp(z), \quad \text{where} \quad \Theta(z) = \Re(\theta z)\theta \quad \text{and} \quad \Theta^\perp(z) = \Im(\theta z)\theta. \quad (3.1)$$

Moreover, apart from the standard Toeplitz or Cartesian decomposition of a square matrix, $A$, into its Hermitian and skew-Hermitian parts,

$$A = \mathcal{H}(A) + \mathcal{S}(A), \quad \text{where} \quad \mathcal{H}(A) = \frac{1}{2}(A + A^*) \quad \text{and} \quad \mathcal{S}(A) = \frac{1}{2}(A - A^*),$$

in accordance with (3.1) we consider the family of matrix decompositions

$$A = \Theta(A) + \Theta^\perp(A), \quad \text{where} \quad \Theta(A) = \mathcal{H}(\theta A)\theta \quad \text{and} \quad \Theta^\perp(A) = \mathcal{S}(\theta A)\theta. \quad (3.2)$$

We call this decomposition the $\theta$-Toeplitz decomposition of $A$. The matrix $\Theta(A)$ is then the $\theta$-Hermitian part of $A$ and $\Theta^\perp(A)$ its $\theta$-skew-Hermitian part and subsequently, $A$ is $\theta$-Hermitian if $A = \Theta(A)$ and $\theta$-skew-Hermitian if $A = \Theta^\perp(A)$. Note that $\theta$-skew-Hermitian matrices are $i\theta$-Hermitian. We now generalize a well-known result to the $\theta$-Toeplitz decomposition of normal matrices.

**Lemma 3.1.1.** Let $\theta \in \mathbb{T}$ be arbitrarily given. For any normal matrix $A$ we have that

$$Av = \lambda v \iff \Theta(A)v = \Theta(\lambda)v \quad \text{and} \quad \Theta^\perp(A)v = \Theta^\perp(\lambda)v,$$

where $\Theta$ and $\Theta^\perp$ and their relation to $\theta$ are defined in (3.2).

**Proof.** Let $Au = \lambda u$ for some $u \neq \vec{0}$. Since $A$ is normal, there exists a unitary matrix $U$ with $u$ as first column and $U^*AU = \Lambda$ diagonal. But then $U^*A^*U = \Lambda^*$, showing that $A^*u = \bar{\lambda}u$. Since the argument can be repeated with $A^*$ instead of $A$, that yields that $A$ and $A^*$ have the same eigenvectors and that the corresponding
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Eigenvectors are each other’s complex conjugates. Therefore,

\[ 2\Theta(A)v = (\bar{\theta}A + \theta A^*)v = (\bar{\theta}\lambda + \theta \bar{\lambda})v = 2\Theta(\lambda)v \]

and, similarly, also \( \Theta^\perp(A)v = \Theta^\perp(\lambda)v \). The reverse implication is trivial. \( \square \)

**Corollary 3.1.2.** Let \( \lambda_1 \) be an eigenvalue of a normal matrix \( A \). For given \( \theta \in \mathbb{T} \), consider the line \( \ell \subset \mathbb{C} \) through \( \lambda_1 \) defined by

\[ \ell : \{ \lambda_1 + \rho \theta \mid \rho \in \mathbb{R} \}. \]

Assume that \( \lambda_1, \ldots, \lambda_p \) are all eigenvalues of \( A \) that lie on \( \ell \). Then the eigenspace \( U \) of the eigenvalue \( \Theta^\perp(\lambda_1) \) of \( \Theta^\perp(A) \) equals the invariant subspace of \( A \) spanned by \( u_1, \ldots, u_p \). Restricted to \( U \), the matrix \( A - \lambda_1 I_p \) is \( \theta \)-Hermitian.

**Proof.** Let \( \lambda_a \) and \( \lambda_b \) be eigenvalues of \( A \), then we have that

\[ \Theta^\perp(\lambda_a) = \Theta^\perp(\lambda_b) \iff \Im(\bar{\theta}\lambda_a) = \Im(\bar{\theta}\lambda_b) \iff \bar{\theta}(\lambda_a - \lambda_b) = \rho \in \mathbb{R} \iff \lambda_a - \lambda_b = \theta \rho. \]

Thus, \( \Theta^\perp(A)u_j = \Theta^\perp(\lambda_1)u_j \) for all \( j \in \{1, \ldots, p\} \), and conversely, if we have \( \Theta^\perp(A)u = \Theta^\perp(\lambda_1)u \) then \( u \) is a linear combination of \( u_1, \ldots, u_p \). Writing \( U_p \) for the matrix with columns \( u_1, \ldots, u_p \) we moreover find that

\[ AU_p = U_p \Lambda_p \quad \text{with} \quad \Lambda_p = \theta R + \lambda_1 I_p \]

where \( \Lambda_p \) is the \( p \times p \) diagonal matrix whose eigenvalues are \( \lambda_1, \ldots, \lambda_p \) and \( R \) is real diagonal. Thus, \( \Theta^\perp(U_p^*AU_p - \lambda_1 I_p) = O_p \) proving the last statement. \( \square \)

### 3.1.1 Eigenvalues on polynomial curves

If \( A \) is \( \theta \)-Hermitian then \( A \) is normal. Moreover, by the spectral theorem for Hermitian matrices, all eigenvalues of \( A \) lie on the line \( \ell : \{ \rho \theta \mid \rho \in \mathbb{R} \} \). In the literature, for instance \([7, 23, 27]\), the matrix \( A \) is called *essentially Hermitian* if there exists an \( \alpha \in \mathbb{C} \) such that \( A - \alpha I \) is \( \theta \)-Hermitian for some \( \theta \in \mathbb{T} \). Clearly, the spectrum of an essentially Hermitian matrix lies on an affine line shifted over
\( \alpha \in \mathbb{C} \). Conversely, if a normal matrix has all its eigenvalues on a line \( \ell \subset \mathbb{C} \), it is essentially Hermitian. This includes all normal \( 2 \times 2 \) matrices and all normal rank-one perturbations of \( \alpha I \) for \( \alpha \in \mathbb{C} \). Larger and higher rank normal matrices have their eigenvalues on a polynomial curve \( \mathcal{C} \subset \mathbb{C} \) of higher degree.

**Polynomial curves of degree** \( k \geq 2 \)

Each matrix \( A \in \mathbb{C}^{n \times n} \) has its eigenvalues on a polynomial curve \( \mathcal{C} \subset \mathbb{C} \) of degree \( k \leq n - 1 \). This can be explained as follows (see also [42]). First, fix \( \theta \in \mathbb{T} \) such that for each pair \( \lambda_p, \lambda_q \) of eigenvalues of \( A \)

\[
\lambda_p \neq \lambda_q \Rightarrow \Theta(\lambda_p) \neq \Theta(\lambda_q).
\]  

(3.3)

Note that there exists at most \( n(n - 1) \) values of \( \theta \) for which this cannot be realized. These values correspond to the at most \( \frac{1}{2} n(n - 1) \) lines going through each pair of distinct eigenvalues of \( A \). Once (3.3) is satisfied, the points

\[
\left( \bar{\theta} \Theta(\lambda_1), i \bar{\theta} \Theta^\perp(\lambda_1) \right), \ldots, \left( \bar{\theta} \Theta(\lambda_n), i \bar{\theta} \Theta^\perp(\lambda_n) \right) \in \mathbb{R} \times \mathbb{R}
\]

form a feasible set of points in \( \mathbb{R} \times \mathbb{R} \) through which a Lagrange interpolation polynomial \( \varphi \in \mathcal{P}^{n-1}(\mathbb{R}) \) can be constructed that satisfies

\[
\Theta^\perp(\lambda_j) = i \cdot \theta \varphi(\bar{\theta} \Theta(\lambda_j)) \quad \text{for all} \quad j \in \{1, \ldots, n\}.
\]

If \( A \) is normal, however, we may draw additional consequences. We summarize these in the following lemma.

**Lemma 3.1.3.** Let \( A \) be normal and let \( \theta \) be such that (3.3) is satisfied. Then there is a \( \varphi \in \mathcal{P}^{n-1}(\mathbb{R}) \) such that \( \Theta^\perp(A) = i \cdot \theta \varphi(\bar{\theta} \Theta(A)) \), and thus the \( \theta \)-Toeplitz decomposition of \( A \) can be written as

\[
A = \Theta(A) + i \cdot \theta \varphi(\bar{\theta} \Theta(A)),
\]
or, in terms of $\overline{\theta}A$ and its classical Toeplitz decomposition,

$$
\overline{\theta}A = \mathcal{H}(\overline{\theta}A) + i\varphi(H(\overline{\theta}A)).
$$

Moreover, the eigenvalues of $A$ lie on the image $C$ of the function

$$
c : \mathbb{R} \to \mathbb{C} : \rho \mapsto \rho + i\varphi(\rho).
$$

Proof. The statement is proved by applying the spectral theorem for normal and Hermitian matrices.

Remark 3.1.4. Note that $A$ is essentially Hermitian if and only if there exists a $\theta \in \mathbb{T}$ such that the interpolating polynomial $\varphi \in P^1(\mathbb{R})$. In fact, $\varphi$ may even be in $P^0(\mathbb{R})$.

Remark 3.1.5. If for some normal matrix $A$ the degree of the interpolation polynomial equals, say, two for some value of $\theta$, it may well be of degree $n - 1$ for almost all other values of $\theta$, since in that case the eigenvalues lie on a rotated parabola (see Figure 3.1).

Remark 3.1.6. There does not seem to be an easy way to determine $\theta$ for which the polynomial degree is minimal, although for given $\theta$, the polynomial can be computed in a finite number of arithmetic operations without knowing the eigenvalues. This is explained in the following section.

Computing the polynomial $\varphi$ for given $\theta \in \mathbb{T}$

For almost any fixed value of $\theta$, the interpolation polynomial $\varphi$ belonging to a normal matrix $A$ can be computed, without knowing the eigenvalues of $A$, in a finite number of arithmetic operations. This provides us with a curve $C \subset \mathbb{C}$ on which all eigenvalues of $A$ lie. Indeed, if the degree of $\varphi$ equals $k$ then $A - \Theta(A)$ is a linear combination of

$$
i\theta I, i\theta \Theta(A), i(\theta \Theta(A))^2, \ldots, i(\theta \Theta(A))^k.
$$
Making the combination explicit is equivalent to finding the coefficients of $\varphi$. To obtain $\varphi$ in practice, notice that for any $v \in \mathbb{C}^n$,

$$
\varphi \left( \bar{\Theta}(A) \right) v \in K^k \left( \bar{\Theta}(A), v \right) = \text{span}\{v, \bar{\Theta}(A)v, \ldots, (\bar{\Theta}(A))^k v\},
$$

the Krylov subspace of dimension $k$ generated by the matrix $\bar{\Theta}(A)$ and the vector $v$. Since $\bar{\Theta}(A)$ is Hermitian, an orthonormal basis for $K^k \left( \bar{\Theta}(A), v \right)$ can be constructed using a three-term recursion, and solving the linear system can be done cheaply. These and other considerations led Huhtanen to the development of efficient structure preserving eigensolvers [42] and linear systems [43] for problems involving normal matrices.

### 3.1.2 Commuting normal matrices

We begin by recalling a well-known result [39, §1.3] on commuting normal matrices to which we shall refer often. Moreover, because we will also need to draw conclu-
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sions about commuting normal matrices with distinct or with multiple eigenvalues, we opt to give its complete proof.

Lemma 3.1.7. Normal matrices $A \in \mathbb{C}^{n \times n}$ and $E \in \mathbb{C}^{n \times n}$ commute if and only if they are simultaneously unitarily diagonalizable.

Proof. If both $\Lambda = W^*AW$ and $\Delta = W^*EW$ are diagonal for a unitary matrix $W$, then clearly $[A, E] = W[\Lambda, \Delta]W^* = O_n$. Conversely, assume that $[A, E] = O_n$. Let $U$ be a unitary matrix such that $\Delta = U^*EU$ is diagonal with multiple eigenvalues being neighbors on the diagonal of $\Delta$. Thus

$$\Delta = \begin{bmatrix} \delta_1 I_{m_1} \\ & \ddots \\ & & \delta_\ell I_{m_\ell} \end{bmatrix},$$

where $m_j$ denotes the multiplicity of $\delta_j$. Let $S = U^*AU$ and write $s_{pq}$ for its entries. Then equating the entries of $S\Delta$ and $\Delta S$ in view of the relation

$$[S, \Delta] = U^*[A, E]U = O_n,$$

shows that $s_{pq} = 0$ whenever $\delta_p \neq \delta_q$. Thus, $S$ is block diagonal with respective blocks $S_1, \ldots, S_\ell$ of sizes $m_1, \ldots, m_\ell$. For each $j \in \{1, \ldots, \ell\}$, $S_j$ is normal. Let $S_j$ be such that $S_j = Q_j \Lambda_j Q_j^*$ for some unitary $Q_j$ and diagonal $\Lambda_j$. Now, with

$$Q = \begin{bmatrix} Q_1 \\ & \ddots \\ & & Q_\ell \end{bmatrix} \quad \text{and} \quad \Lambda = \begin{bmatrix} \Lambda_1 \\ & \ddots \\ & & \Lambda_\ell \end{bmatrix} \quad \text{and} \quad W = UQ$$

we find that $\Delta = Q^*\Delta Q = W^*EW$ and $\Lambda = Q^*SQ = W^*AW$. \hfill \Box

Remark 3.1.8. In case all eigenvalues of $E$ are distinct, then the matrix $S$ in the proof is itself diagonal and the proof is complete. In case $E$ has an eigenvalue, say $\delta_1$, of multiplicity $m_1 > 1$, then there is freedom in the choice of the first $m_1$ columns $u_1, \ldots, u_{m_1}$ of $U$ that correspond to $\delta_1$. Even though each choice diagonalizes $E$, not each choice diagonalizes $A$ as well. This is expressed as $S$
having a diagonal block $S_1$ of size $m_1$. Writing $U_1$ for the matrix with columns $u_1, \ldots, u_{m_1}$ we have that
\[ AU_1 = U_1 S_1, \]
hence the column span of $U_1$ is an invariant subspace $\mathcal{V}$ of $A$. The matrix $Q_1$ determines, through the transformation $W_1 = U_1 Q_1$, an orthonormal basis for $\mathcal{V}$ of eigenvectors of $A$. If $S_1$ has multiple eigenvalues, again there may be much freedom in the choice of $Q_1$.

### 3.2 Normality preserving augmentation

In this section we revisit, from an alternative point of view, a problem studied by Ikramov and Elsner in [45]. It concerns the augmentation by a number $m$ of rows and columns of a normal matrix in such a way that normality is preserved. Our analysis differs from the one in [45], and we add details on the eigendata of $A_+$ in terms of those of $A$.

**Normality preserving augmentation.** Let $A \in \mathbb{C}^{n \times n}$ be normal. Characterize all $n \times m$ matrices $V, W \in \mathbb{C}^{n \times m}$, and all $\Gamma \in \mathbb{C}^{m \times m}$ such that
\[ A_+ = \begin{bmatrix} A & V \\ W^* & \Gamma \end{bmatrix}, \quad (3.4) \]
is normal, too. In other words, characterize all normality preserving augmentations of $A$.

**Remark 3.2.1.** Note that Hermicity, $\theta$-Hermicity and essentially Hermicity preserving augmentation problems are all trivial, because each of these properties is inherited by principal submatrices. For unitary matrices this does not hold. However, if $A$ and $A_+$ are both unitary, their rows and columns all have length one. Thus $V = W = O$ and $\Gamma$ is unitary. This solves the unitarity preserving augmentation problem.
3.2. NORMALITY PRESERVING AUGMENTATION

3.2.1 Normality preserving augmentation for \( m = 1 \)

First consider the case \( m = 1 \), and write \( v, w \) and \( \gamma \) instead of \( V, W \) and \( \Gamma \). It is easily verified that \( [A_+, A^*_+] = O_n \) if and only if

\[
ww^* = vv^*, \quad w^*w = v^*v \quad \text{and} \quad A^*v + \gamma w = Aw + \overline{\gamma}v. \quad (3.5)
\]

The two leftmost relations hold if and only if \( v = \phi w \) for some \( \phi \in \mathbb{T} \). The rightmost relation may add further restrictions on \( v, w \) and \( \phi \). Before studying these, however, note that \( \phi \) is the square of a unique \( \theta \in \mathbb{T}_U \subset \mathbb{T} \), where

\[
\mathbb{T}_U = \{ \tau \in \mathbb{T} \mid \arg(\tau) \in [0, \pi) \}.
\]

This yields a reformulation of \( v = \phi w \) that better reveals the underlying structure,

\[
v = \phi w \iff v = \theta^2 w \iff \overline{\theta}v = \theta w = u \iff v = \theta u \quad \text{and} \quad w = \overline{\theta}u
\]

for some \( u \in \mathbb{C}^n \). Further restrictions on the vector \( u \) and the scalar \( \theta \in \mathbb{T}_U \) follow from substituting \( v = \theta u \) and \( w = \overline{\theta}u \) into the rightmost equation in (3.5). After some rearrangements we obtain the condition

\[
\Theta^\perp(A)u = \Theta^\perp(\gamma)u.
\]

Because the eigenpairs of \( \Theta^\perp(A) \) were already characterized in Corollary 3.1.2 we have solved the augmentation problem for \( m = 1 \). The theorem below summarizes this solution, constructively, in terms of the eigendata of \( A \). Note that this result was proved already in [45], though in a different manner.

**Theorem 3.2.2.** Let \( A \) be normal. Let \( \gamma \in \mathbb{C} \), and let \( \ell : \{ \gamma + \rho \theta \mid \rho \in \mathbb{R} \} \) be a line in \( \mathbb{C} \) through \( \gamma \) with slope \( \theta \in \mathbb{T}_U \). Moreover, let \( \lambda_1, \ldots, \lambda_p \) be the eigenvalues of \( A \) that lie on \( \ell \). Then, the matrix

\[
A_+ = \begin{bmatrix} A & v \\ w^* & \gamma \end{bmatrix}
\]
is normal if \( v = \theta u \) and \( w = \bar{\theta} u \), where \( u \) is a linear combination of eigenvectors corresponding to \( \lambda_1, \ldots, \lambda_p \), with the convention that \( u = \vec{0} \) if \( p = 0 \). Conversely, if \( A_+ \) is normal then \( v = \theta u \) and \( w = \bar{\theta} u \), for some \( \theta \) and the vector \( u \) is a linear combination of eigenvectors of \( A \) whose corresponding eigenvalues all lie on a line \( \ell : \{ \gamma + \rho \theta \mid \rho \in \mathbb{R} \} \) for some fixed \( \gamma \in \mathbb{C} \).

Proof. Corollary 3.1.2 shows the relation between the eigendata of \( \Theta^\perp(A) \) and \( A \), and together with the derivation in this Section this proves the statement.

3.2.2 Eigenvalues of the augmented matrix

We now augment the analysis in [45] with a study of the eigenvalues of \( A_+ \) in relation to those of \( A \). Let \( \Lambda_p \in \mathbb{C}^{p \times p} \) be the diagonal matrix whose eigenvalues are the \( p \) eigenvalues of \( A \) that lie on \( \ell : \mathbb{R} \to \mathbb{C} : \gamma + \rho \theta \). Then, as already mentioned in the proof of Corollary 3.1.2,

\[
\Lambda_p = \theta R + \gamma I_p
\]

for some real diagonal matrix \( R \). Let \( U \in \mathbb{C}^{n \times n} \) be any unitary matrix whose last \( p \) columns are eigenvectors of \( A \) belonging to \( \lambda_1, \ldots, \lambda_p \) and let \( U_p \) contain those last \( p \) columns of \( U \). Then, assuming that \( A \) and \( A_+ \) are normal, Theorem 3.2.2 shows, with \( r = U_p^* u \), that

\[
\begin{bmatrix}
U & 1
\end{bmatrix}^* \begin{bmatrix}
A & v \\
w^* & \gamma
\end{bmatrix} \begin{bmatrix}
U \\
1
\end{bmatrix} = \begin{bmatrix}
B \\
\Lambda_p & \theta r \\
\theta r^* & \gamma
\end{bmatrix}.
\]

Moreover,

\[
\begin{bmatrix}
\Lambda_p & \theta r \\
\theta r^* & \gamma
\end{bmatrix} = \theta R_+ + \gamma I_{p+1}, \quad \text{where} \quad R_+ = \begin{bmatrix}
R & r \\
r^* & 0
\end{bmatrix}.
\]

The above observations reveal some additional features of the solution of the augmentation problem, that we formulate as a new theorem.
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**Theorem 3.2.3.** The only normality preserving 1-augmentations of $A$ are the ones that, on an orthonormal basis of eigenvectors of $A$, augment a $p \times p$ essentially Hermitian submatrix of $A$. Hence, $n - p$ eigenvalues of $A$ are also eigenvalues of $A_+$. The remaining $p + 1$ eigenvalues of $A_+$ lie on the same line as, and are interlaced by, the remaining $p$ eigenvalues of $A$.

**Proof.** The block form in Equation (3.6) shows that the eigenvalues of $B$ are eigenvalues of both $A$ and $A_+$, whereas (3.7) shows that to locate the remaining $p + 1$ eigenvalues of $A_+$, one only needs to observe that, by Cauchy Interlace Theorem (Theorem 1.1.10) the (real) eigenvalues of $R$ interlace those of $R_+$. 

**Remark 3.2.4.** Note that the case $p = 0$, covered by Theorem 3.2.2, is also included in the above analysis if one is willing to interpret the remaining $p$ eigenvalues of $A$ as any line in $\mathbb{C}$. This just reflects that the additional eigenvalue, $\gamma \in \mathbb{C}$, of $A_+$ can lie anywhere.

For an illustration of the constructions described in Theorems 3.2.2 and 3.2.3 we refer the reader to Section 3.5.1. There, we augment a given $3 \times 3$ matrix $A$ in two different ways and compute the eigenvalues of the augmented matrix, $A_+$.

**3.2.3 Normal matrices with normal principal submatrices**

By applying the procedure for $m = 1$ several times consecutively, we may also construct $m$-augmentations with $m > 1$. In particular, all normal matrices having the property that all their leading principal submatrices are normal can be constructed. Since, generally, normal matrices do not have normal principal submatrices, this shows that the $m$-augmentation for $m > 1$ has not yet been completely solved. In Section 3.4 we investigate the principal submatrices of normal matrices from the point of view of Section 3.1.1. This study will also give more insight into the $m$-augmentation for $m = 2$. In [45], this case already proved to be quite complicated. In particular, we give a procedure to augment $A$ that does not reduce to $m$-fold application of the 1-augmentation. Before that, we investigate normality preserving normal perturbations. Apart from being of interest on its own, we shall make use of some of the conclusions obtained here in Section 3.4.
3.3 Normality preserving normal perturbations

In this section we consider a question related to the augmentation problem, and we study it using the same techniques as the ones from the previous sections. In particular, we investigate normality preserving \( \theta \)-Hermitian perturbations. These type of perturbations play a role also in the augmentation problem of Section 3.4.1.

**Normality preserving normal perturbation.** Let \( A \in \mathbb{C}^{n \times n} \) be normal. Characterize all normal \( E \) such that \( A^+ = A + E \) is normal. In other words, characterize the normality preserving normal perturbations \( E \) of \( A \).

**Remark 3.3.1.** Recall that any matrix \( A \) may be written as the sum of two normal matrices, for instance, as \( A = \Theta(A) + \Theta^\perp(A) \), where both \( \Theta(A) \) and \( \Theta^\perp(A) \) are normal. This illustrates why the problem above is non-trivial: the sum of normal matrices can be, literally, any matrix.

We begin by formulating a multi-functional lemma summarizing the technicalities of writing out commutators of linear combinations of matrices.

**Lemma 3.3.2.** Let \( A, E \in \mathbb{C}^{n \times n} \) and \( \gamma, \mu \in \mathbb{C} \). Then, with \( \theta = \frac{\gamma \mu}{|\gamma \mu|} \),

\[
[\gamma A + \mu E, (\gamma A + \mu E)^*] = |\gamma|^2 [A, A^*] + 2 \gamma \mu \Theta([A, E]) + |\mu|^2 [E, E^*], \tag{3.8}
\]

and

\[
\Theta([A, E^*]) = [\Theta(A), \Theta^\perp(E^*)] + [\Theta^\perp(A), \Theta(E^*)]. \tag{3.9}
\]

Therefore, if \( A \) and \( E \) are normal, then \( \gamma A + \mu E \) is normal if and only if

\[
\Theta([A, E^*]) = O_n, \tag{3.10}
\]

or, in other words, if and only if \( [A, E^*] \) is \( \gamma \mu \)-skew-Hermitian.

**Proof.** The statements are obtained from straight-forward manipulations with the commutator.

**Corollary 3.3.3.** Let \( A, E \in \mathbb{C}^{n \times n} \) be normal. Then \( A + E \) is normal if and only if \( \gamma A + \mu E + \alpha I \) is normal for all \( \gamma, \mu, \alpha \in \mathbb{C} \) with the restriction that \( \gamma \mu \in \mathbb{R} \).
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Corollary 3.3.4. If $A, E \in \mathbb{C}^{n \times n}$ are normal then $[A, E^*] = O_n \iff [A, E] = O_n$. Thus, if either term vanishes, both $A + E^*$ and $A + E$ are normal.

Proof. As was shown in the proof of Lemma 3.1.1, $E$ and $E^*$ have the same eigenvectors. Thus, $A$ and $E^*$ are simultaneously unitarily diagonalizable if and only if $A$ and $E$ are. Lemma 3.1.7 now proves that $[A, E^*] = O_n \iff [A, E] = O_n$, and Lemma 3.3.2 proves the conclusion.

Corollary 3.3.5. The matrix $\gamma A + \mu E$ with $\gamma, \mu \in \mathbb{C}$ and $A$ and $E$ Hermitian is normal if and only if $\bar{\gamma} \mu \in \mathbb{R}$ or $[A, E] = O_n$.

Proof. The commutator of Hermitian matrices is always skew-Hermitian. Thus, for $[A, E]$ to be $\theta$-Hermitian in Equation (3.10), $\bar{\gamma} \mu$ must be real, or $[A, E]$ should vanish.

3.3.1 Normality preserving normal rank-one perturbations

This section aims to show the similarities between the normality preserving normal rank-one perturbation problem and the $m$-augmentation problem of Section 3.2.1. Indeed, let $E = vw^*$ with $v, w \in \mathbb{C}^n$. Then $E$ is normal if and only if

$$\|w\|^2 vv^* = \|v\|^2 ww^*,$$

and thus if and only if $v = zw$ for some $z \in \mathbb{C}$. Write $z = \theta \rho$ with $\theta \in \mathbb{T}$ and $0 \leq \rho \in \mathbb{R}$. This shows that a rank-one matrix $E$ is normal if and only if $E$ is $\theta$-Hermitian,

$$E = \theta uu^*, \quad \theta \in \mathbb{T}.$$ 

With $A \in \mathbb{C}^{n \times n}$ normal, we look for the conditions on $u \in \mathbb{C}^n$ and $\theta \in \mathbb{T}$ such that $A + \theta uu^*$ is normal. Since $\theta uu^*$ is $\theta$-Hermitian, from Equations (3.8) and (3.9) in Lemma 3.3.2 we obtain

$$[(A + \theta uu^*), (A + \theta uu^*)^*] = 2\theta [\Theta^\perp(A), uu^*].$$

Therefore, $A + \theta uu^*$ is normal if and only if $\Theta^\perp(A)$ and $uu^*$ commute. According to Lemma 3.1.7 this is true if and only if they are simultaneously unitarily
diagonalizable. For this, it is necessary and sufficient that \( u \) be an eigenvector of \( \Theta^\perp(A) \). As in Theorem 3.2.2 we formulate this result constructively in terms of the eigendata of \( A \).

**Theorem 3.3.6.** Let \( A \) be normal and let \( \gamma \in \mathbb{C} \) and \( \ell : \{ \gamma + \rho \theta \mid \rho \in \mathbb{R} \} \) be a line in \( \mathbb{C} \) through \( \gamma \) with slope \( \theta \in \mathbb{T} \). Let \( \lambda_1, \ldots, \lambda_p \) be the eigenvalues of \( A \) that lie on \( \ell \). Then, the matrix

\[
A^+ = A + \theta uu^*
\]

is normal if and only if \( u \) is a linear combination of eigenvectors corresponding to \( \lambda_1, \ldots, \lambda_p \), with the convention that \( u = \vec{0} \) if \( p = 0 \).

**Proof.** Corollary 3.1.2 shows the relation between the eigendata of \( \Theta^\perp(A) \) and \( A \), and together with the derivation above this proves the statement. \( \square \)

**Remark 3.3.7.** An interesting consequence of adding the normality preserving normal rank-one perturbation \( E = \theta uu^* \) is that

\[
\Theta^\perp(A + \theta uu^*) = \Theta^\perp(A) + \Theta^\perp(\theta uu^*) = \Theta^\perp(A),
\]

because \( \theta uu^* \) is \( \theta \)-Hermitian. Thus, the conditions under which adding another \( \theta \)-Hermitian normal rank-one perturbation \( F = \theta ww^* \) to \( A + E \) lead to a normal \( A + E + F \) are identical to the conditions just described for \( E \). We shall get back to this observation in Section 3.3.3.

### 3.3.2 Eigenvalues of the perturbed matrix

To study the eigenvalues of \( A^+ \) in relation to those of \( A \), let \( \Lambda_p \in \mathbb{C}^{p \times p} \) be the diagonal matrix whose eigenvalues are the \( p \) eigenvalues of \( A \) that lie on the line \( \ell : \{ \gamma + \rho \theta \mid \rho \in \mathbb{R} \} \). Then

\[
\Lambda_p = \theta R + \gamma I_p
\]

for some real diagonal matrix \( R \). Let \( U \in \mathbb{C}^{n \times n} \) be any unitary matrix whose first \( p \) columns are eigenvectors of \( A \) belonging to \( \lambda_1, \ldots, \lambda_p \). Then, assuming that \( A \).
and $A^+$ are normal, Theorem 3.3.6 shows that

$$U^*A^+U = U^*(A + \theta uu^*)U = \begin{bmatrix} \Lambda_p \\ B \end{bmatrix} + \begin{bmatrix} \theta rr^* \\ O_{n-p} \end{bmatrix}$$

because $u$ is a linear combination of the first $p$ columns of $U$. This leads to the following theorem, in which we summarize the above analysis.

**Theorem 3.3.8.** The only normality preserving normal rank-one perturbations of $A$ are the ones that, on an orthonormal basis of eigenvectors of $A$, are $\theta$-Hermitian rank-one perturbations of a $p \times p$, $\theta$-Hermitian submatrix. Hence, $n-p$ eigenvalues of $A$ are also eigenvalues of $A^+$. The remaining $p$ eigenvalues of $A^+$ are the eigenvalues of

$$\Lambda_p + \theta rr^* = \theta(R + rr^*) + \gamma I_p. \quad (3.11)$$

These interlace the $p$ eigenvalues of $A$ on $\ell$ with the additional $(p+1)$st point $+\infty \theta$.

**Proof.** The eigenvalues of $A^+$ are the eigenvalues of $B$ together with the eigenvalues of the matrix in Equation (3.11). Obviously, all eigenvalues of $B$ are eigenvalues of $A$ as well. Since $rr^*$ is a positive semi-definite rank-one perturbation of $R$, the eigenvalues $\rho_1 \leq \ldots \leq \rho_p$ of $R + rr^*$ and the eigenvalues $r_1 \leq \ldots \leq r_p$ of $R$ satisfy

$$r_1 \leq \rho_1 \leq r_2 \leq \ldots \leq \rho_{p-1} \leq r_p \leq \rho_p$$

as a result of Weyl’s Theorem (Theorem 1.1.7). Multiplying by $\theta$ and shifting over $\gamma$ yields the proof. \qed

**Remark 3.3.9.** Note that if $p = 1$, only one eigenvalue is perturbed, and we have $\rho_1 = r_1 + \|r\|^2_2$. In terms of the original perturbation $E = \theta uu^*$ this becomes

$$\hat{\lambda} = \lambda + \|u\|^2_2,$$

where $\lambda$ is the eigenvalue of $A$ belonging to the eigenvector $u$ (see also Corollary 1.1.8).

As a consequence of the following theorem, it is possible to indicate where the eigenvalues of the family of matrices $A + tE$ are located. This can only be done for normal normality preserving perturbations.
Theorem 3.3.10. Let \( A, B \in \mathbb{C}^{n \times n} \) be normal. Consider the line \( \ell \) through \( A \) and \( B \),

\[
\ell : \mathbb{R} \to \mathbb{C}^{n \times n} : \quad t \mapsto tA + (1 - t)B.
\]

If \( E = B - A \) is normal, all matrices on \( \ell \) are normal; if \( E \) is not normal, \( A \) and \( B \) are the only normal matrices on \( \ell \).

Proof. Observe that \( \ell(t) = A + (1 - t)E \). If \( E \) is normal, then Corollary 3.3.3 shows that all matrices \( \gamma A + \mu E \) with \( \gamma, \mu \in \mathbb{R} \) are normal, which includes the line \( \ell \). Assume now that \( E \) is not normal. Because \( A \) and \( B = A + E \) both are normal, Equation (3.3.2) in Lemma 3.8 gives that

\[
(1 - t) \left( 2\mathcal{H} \left( [A, E^*] \right) + (1 - t)[E, E^*] \right) = O_n \quad \text{with} \quad [E, E^*] \neq O_n.
\]

The solution \( t = 1 \) confirms the normality of \( A \), and the linear matrix equation

\[
2\mathcal{H} \left( [A, E^*] \right) + (1 - t)[E, E^*] = O_n \quad \text{with} \quad [E, E^*] \neq O_n
\]

allows at most one solution in \( t \) which, by assumption, is \( t = 0 \).

Thus, any line in \( \mathbb{C}^{n \times n} \) parametrized by a real variable that does not lie entirely in the set of normal matrices, contains at most two normal matrices.

Remark 3.3.11. Let \( A \) be normal. Lemma 3.1.1 shows that if \( E \) is such that \( A + E \) is normal, then

\[
\sigma(A + E) \subset \sigma \left( \Theta(A) + \Theta(E) \right) \times \sigma \left( \Theta^{\perp}(A) + \Theta^{\perp}(E) \right).
\]

and perturbation theory for \( \theta \)-Hermitian matrices can be used to derive statements about the eigenvalues of \( A + E \). According to Theorem 3.3.10, if \( E \) itself is normal too, this relation is valid continuously in \( t \) along the line \( A + tE \):

\[
\sigma(A + tE) \subset \sigma \left( \Theta(A) + t\Theta(E) \right) \times \sigma \left( \Theta^{\perp}(A) + t\Theta^{\perp}(E) \right).
\]

For non-normal \( E \) this is, generally, not true, as is illustrated in Section 3.5.2.
3.3. NORMALITY PRESERVING NORMAL PERTURBATIONS

Corollary 3.3.12. Let $A$ be normal. As a result of Theorem 3.3.10 and Remark 3.3.11, the perturbed eigenvalues of

$$ t \mapsto A + t\theta uu^*, \quad 0 \leq t \leq 1 $$

seen as functions of $t$, form line segments that all lie on the same line with slope $\theta$.

### 3.3.3 $\theta$-Hermitian rank-\(k\) perturbations of normal matrices

Consider for given $k$ with $1 \leq k \leq n$ the $\theta$-Hermitian rank-$k$ matrix

$$ E = \theta H, \quad \text{where} \quad \theta \in \mathbb{T}_U \quad \text{and} \quad H = H^*. \quad (3.12) $$

Let $A$ be normal. Then, since $\Theta^\perp(E^*) = O_n$, Lemma 3.3.2 shows that $A + E$ is normal if and only if

$$ [\Theta^\perp(A), H] = O_n. \quad (3.13) $$

By Lemma 3.1.7 this is equivalent to $\Theta^\perp(A)$ and $H$ being simultaneously diagonalizable by a unitary transformation $U$. Thus, $H$ needs to be of the form

$$ H = U\Delta U^* \quad (3.14) $$

where $\Delta \in \mathbb{R}^{k \times k}$ is diagonal with diagonal entries $\delta_1, \ldots, \delta_k$ and the columns $u_1, \ldots, u_k$ of $U$ are orthonormal eigenvectors of $\Theta^\perp(A)$. But then, writing

$$ E = E_1 + \ldots + E_k, \quad \text{where for all} \quad j \in \{1, \ldots, k\}, \quad E_j = \theta \delta_j u_j u_j^*, $$

the observation in Remark 3.3.7 reveals that perturbing $A$ by $E$ is equivalent to perturbing $A$ consecutively by the rank-one matrices $E_1, \ldots, E_k$. The above analysis is summarized in the following theorem. An illustration of this theorem is provided in Section 3.5.2

Theorem 3.3.13. Let $E = \theta H$ be a $\theta$-Hermitian rank-$k$ perturbation of a normal
matrix $A$. Then $E$ is normality preserving if and only if $E$ can be decomposed as

$$ E = E_1 + \ldots + E_k, $$

where $E_1, \ldots, E_k$ are all normality preserving $\theta$-Hermitian rank-one perturbations of $A$. In fact, for each permutation $\sigma$ of $\{1, \ldots, k\}$ and each $m \in \{1, \ldots, k\}$, the partial sum

$$ A + \sum_{j=1}^{m} E_{\sigma(j)} $$

is normal, too.

**Remark 3.3.14.** In accordance with Remark 3.1.8, if the matrix $\Delta$ in Equation (3.14) has multiple eigenvalues, there exist non-diagonal unitary matrices $Q$ such that $\Delta = Q\Delta Q^*$. As a result, $H$ can be written as $Z\Delta Z^*$ where the orthonormal columns of $Z$ span an invariant subspace of $\Theta^\perp(A)$. This implicitly writes the perturbation $\theta H$ as the sum of rank-one normal perturbations that do not necessarily preserve normality. This aspect is also illustrated in Section 3.5.2.

**Theorem 3.3.15.** The only normality preserving $\theta$-Hermitian rank-$k$ perturbations of $A$ are the ones that, on an orthonormal basis of eigenvectors of $A$, are $\theta$-Hermitian perturbations of $\theta$-Hermitian submatrices of size $s_1 \times s_1, \ldots, s_m \times s_m$ of ranks $k_1, \ldots, k_m$, where $k_1 + \ldots + k_m = k$. As a result of this perturbation, at most $s_1 + \ldots + s_m$ eigenvalues of $A$ are perturbed, which are located on at most $m$ distinct parallel lines $\ell_1, \ldots, \ell_m$, defined by $\theta \in \mathbb{T}$ and $\gamma_1, \ldots, \gamma_m \in \mathbb{C}$ as

$$ \ell_j : \{\gamma_j + \theta \rho \mid \rho \in \mathbb{R}\}. $$

Moreover, the eigenvalues of $A + tE$ with $t \in [0, 1]$ connect the eigenvalues of $A$ with those of $A^+$ by line segments that lie on $\ell_1, \ldots, \ell_m$.

**Proof.** Write $\theta H = \theta(\delta u_1 u_1^* + \ldots + \delta_k u_k u_k^*)$, where $u_1, \ldots, u_k$ are eigenvectors $\Theta^\perp(A)$, and repeatedly apply Theorem 3.3.8. The statement about the eigenvalues of $A + tE$ follows from Corollary 3.3.12. \hfill \square

For a qualitative illustration of the effect on the eigenvalues due to a rank-one $\theta$-Hermitian perturbation and a rank-$k$ $\theta$-Hermitian perturbation of a normal
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The asterisks in the pictures are eigenvalues of $A$, the circles represent different choices for $\gamma$, and the boxes are the perturbed eigenvalues.

Figure 3.2: Eigenvalue perturbation by a rank-one matrix (left) and a rank-$k$ matrix (right).

**Remark 3.3.16.** If $H$ in (3.12) is semi-definite, then the eigenvalues of $A+tE$ all move in the same direction over the parallel lines $\ell_1, \ldots, \ell_m$ from Theorem 3.3.15.

3.3.4 Normality preserving normal perturbations

The above analysis of $\theta$-Hermitian normality preserving perturbations also gives sufficient conditions for when normal perturbations $E$ of the form $E = \theta_1 H_1 + \theta_2 H_2$ with $H_1, H_2$ Hermitian and $\theta_1, \theta_2 \in \mathbb{T}$ are normality preserving in case $\theta_2 \neq \pm \theta_1$. Notice that in order for $E$ to be normal itself, $[H_1, H_2] = O_n$ by Corollary 3.3.5. Obviously, $E$ is, in general, not $\theta$-Hermitian for some value of $\theta$. Nevertheless, the following holds.

**Theorem 3.3.17.** Let $A$ be normal, $H_1, H_2$ Hermitian with $[H_1, H_2] = O_n$, and $\theta_1, \theta_2 \in \mathbb{T}$ with $\theta_1 \theta_2 \not\in \mathbb{R}$. Then $E = E_1 + E_2 = \theta_1 H_1 + \theta_2 H_2$ is a normality preserving normal perturbation of $A$ if $E_1$ and $E_2$ both are normality preserving perturbations of $A$.

**Proof.** Corollary 3.3.5 covers the normality of $E$. Furthermore, assuming that $A + E_1$ is normal, Equation (3.13) gives that $A + E_1 + E_2$ is normal if and only if $[\Theta^\perp (A + E_1), H_2] = O_n$, where $\Theta^\perp$ refers to the $\theta_2$-skew-Hermitian part. But
then
\[
[\Theta^\perp (A + E_1), H_2] = [\Theta^\perp (A), H_2] + [\Theta^\perp (\theta_1 H_1), H_2] = [\Theta^\perp (A), H_2],
\]
because \([H_1, H_2] = O_n\), proving the statement.

**Remark 3.3.18.** A similar result holds for normal perturbations \(E_1 + \ldots + E_k\) where \(E_j = \theta_j H_j\) with \(H_j\) Hermitian and \(\theta_j \in \mathbb{T}\) for each \(j \in \{1, \ldots, k\}\). Moreover, each normal perturbation \(E\) can be written in this form in several different ways.

We are now ready to return to the augmentation problem of Section 3.3 and to study augmentations of normal matrices \(A\) that result in an augmented matrix \(A_+\) whose eigenvalues all lie on the graph of a quadratic polynomial.

### 3.4 Further augmentations

We now return to the \(m\)-augmentation problem of Section 3.3 and concentrate on the case \(m > 1\). If all eigenvalues of \(A_+\) lie on a line, then \(A_+\) is essentially Hermitian, a property that is inherited by principal submatrices. In that case it is clear which matrices \(A\) can be augmented into \(A_+\). The next simplest case is the case where all eigenvalues of \(A_+\) lie on a curve \(C\) that is the image of a quadratic function in a rotated complex plane.

#### 3.4.1 Matrices \(A_+\) with all eigenvalues on a quadratic curve

Assume that for \(\theta \in \mathbb{T}\) there exists a \(\varphi \in \mathcal{P}^2(\mathbb{R})\) such that

\[
A_+ = \Theta(A_+) + i \cdot \theta \varphi \left( \Theta(A_+) \right), \quad \text{where} \quad A_+ = \begin{bmatrix} A & V \\ W^* & \Gamma \end{bmatrix}.
\]

(3.15)

Then, \(A_+\) is normal with all its eigenvalues on the rotated parabola \(C \subset \mathbb{C}\) defined as the image of \(q\), where

\[
q : \mathbb{R} \to \mathbb{C} : \rho \mapsto \theta \rho + i \cdot \theta \varphi(\rho)
\]
and 
\[ \varphi(x) = r_0 + r_1 x + r_2 x^2 \quad \text{with} \quad r_0, r_1, r_2 \in \mathbb{R}. \]

**Remark 3.4.1.** Throughout this section we assume, without loss of generality, that \( r_2 > 0 \). The case \( r_2 = 0 \), as argued above, is trivial and concerns essentially Hermitian matrices, whereas the case \( r_2 < 0 \) can be avoided by replacing \( \theta \) by \(-\theta\), which is nothing else than a trivial change of coordinates that transforms the polynomial \( \varphi \) into \(-\varphi\).

The curve \( C \) now divides the complex plane \( \mathbb{C} \) in three disjoint parts
\[ \mathbb{C} = C_+ \cup \mathbb{C} \cup C_- \quad (3.16) \]
where \( C_+ \) is the open part of \( \mathbb{C} \) that lies on the one side of \( C \) that is convex.

**The principal submatrices of \( A_+ \) and their eigenvalues**

For convenience, write
\[ X = \overline{\theta} \Theta(A), \quad M = \overline{\theta} \Theta(\Gamma) \quad \text{and} \quad 2Z = \overline{\theta} V + \theta W, \]
then,
\[
\overline{\theta} \Theta(A_+) = \begin{bmatrix} X & Z \\ Z^* & M \end{bmatrix} \quad \text{and} \quad \left( \overline{\theta} \Theta(A_+) \right)^2 = \begin{bmatrix} X^2 + ZZ^* & XZ + ZM \\ Z^*X + MZ^* & M^2 + Z^*Z \end{bmatrix} \quad (3.17)
\]
Thus, explicitly evaluating \( \varphi \) at \( A_+ \) using the block forms in (3.17), and comparing the result with the block form of \( A_+ \) displayed in (3.15) yields
\[
A = \Theta(A) + i \cdot \theta \varphi \left( \overline{\theta} \Theta(A) \right) + i \cdot \theta r_2 ZZ^* \quad (3.18)
\]
and
\[
\Gamma = \Theta(\Gamma) + i \cdot \theta \varphi \left( \overline{\theta} \Theta(\Gamma) \right) + i \cdot \theta r_2 Z^* Z.
\]
The results that follow will sometimes be stated for \( A \) only, even though similar statements obviously hold for \( \Gamma \). The first proposition simply translates Equation
Proposition 3.4.2. The $n \times n$ principal submatrix $A$ of $A_+$ is a $\theta$-skew-Hermitian rank-$k$ (with $k \leq \min(m,n)$) perturbation of a normal matrix that has all the eigenvalues on $C$.

Lemma 3.4.3. If $A$ in Equation (3.18) is normal then $\sigma(A) \subset C \cup C_+$.

Proof. If $A$ is normal, then $i \cdot \theta r_2 ZZ^*$ is a normality preserving $\theta$-skew-Hermitian matrix perturbation of the normal matrix $\Theta(A) + i \cdot \theta \varphi \left( \overline{\Theta(A)} \right)$ that has all its eigenvalues on $C$. By Theorem 3.3.15 each perturbed eigenvalue $\lambda \in C$ of $A$ moves along a line $\ell : \{ \lambda + i \cdot \theta \rho \mid \rho \in \mathbb{R} \}$. Note that $\ell$ is vertical in the $\theta$-rotated complex plane. By Remark 3.3.16 and because $ZZ^*$ is positive semi-definite, the direction is the same for each perturbed eigenvalue and is determined by the sign of $r_2$. In Remark 3.4.1 we assumed that $r_2 > 0$, and thus the direction is directed into $C_+$ defined in (3.16).

Remark 3.4.4. Note that a multiple eigenvalue $\lambda$ of $\Theta(A) + i \cdot \theta \varphi \left( \overline{\Theta(A)} \right)$, located on $C$, may be perturbed by $i \cdot \theta r_2 ZZ^*$ into several distinct eigenvalues of $A$. Those will all be located on $\ell : \mathbb{R} \to C : \rho \mapsto \lambda + i \cdot \theta \rho$ with $\rho > 0$.

Corollary 3.4.5. Assume that $A$ in (3.18) is normal. Then $\sigma(A) \subset C$ if and only if $A_+$ is block diagonal with blocks $A$ and $\Gamma$.

Proof. If $Z \neq O$ then $\text{trace}(ZZ^*) \neq 0$ and at least one eigenvalue is perturbed. Lemma 3.4.3 shows that a perturbed eigenvalue cannot stay on $C$ and necessarily moves from $C$ into $C_+$.

Augmentations with eigenvalues on a quadratic curve

We may now reverse the previous observations. Given $A$, we choose a parabolic curve $C$ and construct $Z \in C^{n \times m}$ such that $i \cdot \theta r_2 ZZ^*$ perturbs the eigenvalues of $A$ onto $C$. We then use $C$ to define the corresponding $m$-augmentation $A_+$ of $A$.

Corollary 3.4.6. Necessary for a normal matrix $A$ to be $m$-augmentable into a normal matrix $A_+$ with all eigenvalues on a quadratic curve $C$ is that $\sigma(A) \subset C \cup C_+$.

Proof. This is just another corollary of Lemma 3.4.3.
Clearly, for any given finite set of points in \( \mathbb{C} \), there are infinitely many candidates for such quadratic curves \( C \). It is the purpose of this section to show that each of these candidates can be used, and to construct essentially all possible corresponding augmentations \( A_+ \).

**Theorem 3.4.7.** Let \( A \in \mathbb{C}^{n \times n} \) be normal, and let \( \theta \in \mathbb{T} \) and \( \varphi \in \mathcal{P}^2(\mathbb{R}) \) be such that \( \sigma(A) \subset C \cup C_+ \) where \( C \) is the graph of

\[
q : \mathbb{R} \to \mathbb{C} : \rho \mapsto \theta \rho + i \cdot \theta \varphi(\rho).
\]

Then there exist \( p \)-augmentations \( A_+ \) of \( A \) such that

\[
\sigma(A_+) \subset C,
\]

where \( p \) is the number of eigenvalues of \( A \) in \( C_+ \).

**Proof.** Write \( \Lambda_p \in \mathbb{C}^{p \times p} \) for the diagonal matrix with precisely the eigenvalues \( \lambda_1, \ldots, \lambda_p \) of \( A \) that do not lie on \( C \) and let \( U_p \in \mathbb{C}^{n \times p} \) have corresponding orthonormal eigenvectors \( u_1, \ldots, u_p \) as columns. Since \( \sigma(\Lambda_p) \subset C_+ \), for each \( j \in \{1, \ldots, p\} \) there exists a positive real number \( \psi_j \) such that

\[
(\lambda_j - i \cdot \theta \psi_j) \in C.
\]

Write \( \Psi \in \mathbb{C}^{p \times p} \) for the diagonal matrix with \( \sigma(\Psi) = \{ \sqrt{\psi_1}, \ldots, \sqrt{\psi_p} \} \) and set

\[
Z = U_p \Psi.
\]

By Lemma 3.1.1 the columns of \( U_p \) are also eigenvectors of \( \Theta(A) \) and thus \( i \cdot \theta ZZ^* \) is a \( \theta \)-skew-Hermitian normality preserving perturbation of \( A \). Moreover,

\[
u_j^*(A - i \cdot \theta ZZ^*)u_j = (\lambda - i \cdot \theta \psi) \in C.
\]

Because the matrix \( A - i \cdot \theta ZZ^* \) is normal with all eigenvalues in \( C \), the equality
\( \Theta(A - i \cdot \theta ZZ^*) = \Theta(A) \) leads to

\[
A - i \cdot \theta ZZ^* = \bar{\theta} \Theta(A) + i \cdot \theta \wp \left( \bar{\theta} \Theta(A) \right).
\]

The assumption \( r_2 > 0 \), justified in Remark 3.4.1 now gives that

\[
A = \bar{\theta} \Theta(A) + i \cdot \theta \wp \left( \bar{\theta} \Theta(A) \right) + i \cdot \theta r_2 \left( \frac{Z}{\sqrt{r_2}} \right) \left( \frac{Z}{\sqrt{r_2}} \right)^*,
\]

and according to Equation (3.18) this is precisely the \( n \times n \) leading principal submatrix of \( A_+ \), where \( A_+ \) is defined as

\[
A_+ = \bar{\theta} H + i \cdot \theta \wp(H),
\]

where

\[
H = \begin{bmatrix} \bar{\theta} \Theta(A) & \hat{Z} \\ \hat{Z}^* & M \end{bmatrix}, \quad \text{with} \quad \hat{Z} = \frac{ZQ}{\sqrt{r_2}}
\]

and \( M, Q \in \mathbb{C}^{m \times m} \) are arbitrary Hermitian and unitary matrices.

For a given \( n \times n \) normal matrix \( A \), the typical situation is that after selecting \( \theta \) suitably, at least \( p = n - 3 \) of its eigenvalues do not lie on a quadratic curve, and a matrix \( Z \) of rank \( p \) is needed to push those outliers onto \( C \). This is illustrated in Figure 3.3.

Remark 3.4.8. It is, of course, possible to move each eigenvalue of \( A \) from \( C_+ \) onto \( C \) as a result of an arbitrary amount of rank-one perturbations. This would increase the number of columns of \( Z \), and give \( m \)-augmentations of \( A \) with \( m > p \). However, this would not increase the rank of \( Z \), and \( ZZ^* \) would remain the same. Together with the analysis of Section 3.3.3 that shows which \( \theta \)-Hermitian perturbations are normality preserving, this shows that in essence, each \( p \)-augmentation \( A_+ \) with \( Z \) of full rank, is of the form (3.19). In Section 3.5.3 we give an explicit example of the construction in the proof of Theorem 3.4.7.

Augmentations without computing eigenvalues

So far, explicit knowledge about the eigenvalues and eigenvectors of \( A \) was used to construct augmentations \( A_+ \). There are, however, cases in which it is sufficient to know the polynomial curve \( \mathcal{E} \) on which the eigenvalues of \( A \) lie. To see this,
assume that $A$ is normal and

$$A = \Theta(A) + i \cdot \varphi \left( \bar{\Theta}(A) \right), \quad \varphi \in \mathcal{P}^{2k}(\mathbb{R}) \quad \text{and} \quad \varphi \notin \mathcal{P}^{2k-1}(\mathbb{R})$$

for some integer $k \geq 1$. Since $\varphi$ has even degree, there exist polynomials $p \in \mathcal{P}^2(\mathbb{R})$ such that

$$\varphi(x) - p(x) \geq 0 \quad \text{for all} \quad x \in \mathbb{R}.$$ 

This implies that the matrix $(\varphi - p)\left( \bar{\Theta}(A) \right)$, is positive semi-definite and, hence, it can be factorized as

$$(\varphi - p)\left( \bar{\Theta}(A) \right) = ZZ^*,$$  \hspace{1cm} (3.20)

after which we have that

$$A = \Theta(A) + i \cdot \theta p \left( \bar{\Theta}(A) \right) + i \cdot \theta ZZ^*.$$
It is trivial that the matrix $i \cdot \theta ZZ^*$ is a normality preserving perturbation of $\Theta(A) + i \cdot \theta p \left( \overline{\Theta(A)} \right)$ and by choosing between $\theta$ and $-\theta$, as explained in Remark 3.4.1, this leads to an $m$-augmentation of $A$, with generally $m = n - 1$. Section 3.1.1 explained how $\varphi$ can be computed in a finite number of arithmetic operations, and the same is valid for the factorization (3.20). Of course, the problem of finding a minorizing polynomial $p \in \mathcal{P}(\mathbb{R})$ may prove to be difficult in specific situations.

### 3.4.2 Polynomial curves of higher degree

If one tries to generalize the approach of Section 3.4.1 to polynomial curves $\mathcal{C}$ of higher degree, the situation rapidly becomes more difficult. As an illustration, consider the cubic case. The third power of the matrix $\overline{\Theta}(A_+)$ in (3.17) equals

$$
\begin{bmatrix}
X^3 + XZZ^* + ZZ^*X + ZMZ^* & X^2Z + XZM + ZM^2 + ZZ^*Z \\
Z^*X^2 + Z^*ZZ + MZ^*X + M^2Z & M^3 + Z^*ZM + MZ^*Z + Z^*XZ
\end{bmatrix},
$$

and thus, comparing the leading principal submatrices,

$$
A = \Theta(A) + i \cdot \theta \varphi(\overline{\Theta}(A)) + i \cdot \theta r_2 ZZ^* + i \cdot \theta r_3 (XZZ^* + ZZ^*X + ZMZ^*),
$$

where $r_3$ is the coefficient of $x^3$ of $\varphi$. Thus, $A$ is a rank-$k$ (with $k \leq 2m$), $\theta$-skew-Hermitian perturbation of the normal matrix $\Theta(A) + i \cdot \theta \varphi(\overline{\Theta}(A))$. Of course, if $ZZ^*$ commutes with $\Theta(A)$, then it commutes with $X$, and this may help the analysis. However, it becomes much harder to control the perturbation in such a way, that $A$ will be augmented into a matrix $A_+$ with $\sigma(A_+) \subset \mathcal{C}$. Therefore, we will not pursue this idea any further.

### 3.5 Illustrations

In this section we present some illustrations of the main constructions and theorem of this chapter. By making them explicit, we hope to create more insight in their structure.
This example illustrates Theorem 3.2.2 and Theorem 3.2.3. Let \( A \) be the matrix
\[
A = \begin{bmatrix}
2i & 2 + i \\
2 + i & -3 \\
\end{bmatrix}.
\]

Take \( \gamma = 1 \) and choose \( \ell \) the line through \( \gamma = 1 \) and the eigenvalue \( 2 + i \) of \( A \),
\[
\ell : \mathbb{R} \to \mathbb{C} : \rho \mapsto 1 + \rho \theta, \quad \text{with} \quad \theta = e^{i \pi/4} = \frac{1+i}{\sqrt{2}}.
\]

Thus, in order for \( A_+ \) to be normal, \( u \) must be a multiple of \( e_2 \), \( v = \theta u \) and \( w^* = \theta u^* \), which yields that for all \( \mu \in \mathbb{C} \),
\[
A_+ = \begin{bmatrix}
2i & 2 + i & \theta \mu \\
2 + i & -3 & \theta \mu \\
\theta \mu & \theta \mu & 1 \\
\end{bmatrix}
\]
is a normal augmentation of \( A \). Moreover, for the choice \( \gamma = 1 \) and \( \ell \), these are all the normal augmentations of \( A \). The eigenvalues of \( A_+ \) that are not eigenvalues of \( A \) are the eigenvalues of
\[
\begin{bmatrix}
\frac{\sqrt{2}}{2} & \mu \\
\mu & \frac{\sqrt{2}}{2} \\
\end{bmatrix} + I,
\]
and thus equal to
\[
\lambda = \theta \left( \frac{\sqrt{2}}{2} \pm \sqrt{2} \mu^2 + 1 \right) + 1,
\]
which lie on \( \ell \) and have the eigenvalue \( 2 + i \) (that was perturbed) as average, as is depicted in the left in Figure 3.4. Here, the stars represent eigenvalues of \( A \), the circles depict different choices for \( \gamma \) and the squares indicate the perturbed eigenvalues.
A second option is to choose $\gamma = -2 + 3i$ instead of $\gamma = 1$. This gives other possibilities to construct normality preserving augmentations. The first one is to choose $\gamma = -2 + 3i$ instead of $\gamma = 1$. This gives other possibilities to construct normality preserving augmentations. The first one is to choose $\ell$ through $\gamma$ and $-3$, which shows that $u$ must be a multiple of $e_3$ and $v = \theta u$ and $w^* = \theta u^*$ where $\theta = (1 + 3i)/\sqrt{10}$, which is a similar situation as for $\gamma = 1$. The second non-trivial option is to choose $\ell$ through $\gamma$ and both $2i$ and $2 + i$. Then with $\theta = (-2 + i)/\sqrt{5}$, we may take $u$ as a linear combination of $e_1$ and $e_2$, showing that

$$A_+ = \begin{bmatrix} 2i & \theta \alpha \\ 2 + i & \theta \mu \\ -3 & 0 \end{bmatrix}$$

is normal for all $\alpha, \mu \in \mathbb{C}$. For the given value of $\gamma$ those two options are the only possible normality preserving augmentations. The perturbed eigenvalues are depicted in the right picture in Figure 3.4.

Figure 3.4: Normality preserving augmentations of a $3 \times 3$ matrix for two different values of $\gamma$. 
3.5.2 Illustrations belonging to Section 3.3

Normality preserving non-normal perturbations

First we illustrate Theorem 3.3.10 by presenting an example of a line through two normal matrices that contains only two normal matrices. For this, let

\[
A = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad \text{and} \quad E = B - A = \begin{bmatrix} 0 & 0 \\ -2 & 0 \end{bmatrix}.
\]

Thus, \(E\) is a non-normal normality preserving perturbation of \(A\). Hence, apart from \(A\) and \(B\), no other matrix of the form \(A + tE\) with \(t \in \mathbb{R}\) is normal. Indeed,

\[
[A + tE, (A + tE)^*] = \begin{bmatrix} 1 - (1 - 2t)^2 & 0 \\ 0 & (1 - 2t)^2 - 1 \end{bmatrix},
\]

and this matrix is only zero for \(t = 0\) and \(t = 1\). Moreover, the eigenvalues of \(A + tE\) are

\[
\sqrt{1 - 2t} \quad \text{and} \quad -\sqrt{1 - 2t}
\]

whereas the corresponding sums of the eigenvalues of \(\mathcal{H}(A + tE)\) and \(\mathcal{S}(A + tE)\) equal

\[
(1 - t) + it \quad \text{and} \quad -(1 - t) - it.
\]

Thus, for instance at \(t = \frac{1}{2}\), the eigenvalue zero of \(A + tE\) is not the sum of the eigenvalues of the the Hermitian and skew-Hermitian parts of \(A + tE\).

Normality preserving normal perturbations

Now we illustrate Theorem 3.3.13. This concerns normality preserving normal perturbations. For this, we take \(\theta = 1\) and consider the matrix \(A + E\), where

\[
A = \begin{bmatrix} 1 \\ i \\ 1 + i \end{bmatrix} \quad \text{and} \quad E = u_1u_1^* + 2u_2u_2^*.
\]
with \( u_1, u_2 \in \mathbb{C}^3 \) mutually orthonormal. Then \( A + E \) is normal if and only of both \( u_1 \) and \( u_2 \) are eigenvectors of

\[
2\Theta^\perp(A) = 2S_A = \begin{bmatrix} 0 & 1 \\ i & i \end{bmatrix}.
\]

However, \( A + E \) where \( E = u_1^*u_1 + u_2^*u_2 \) with \( u_1, u_2 \in \mathbb{C}^3 \) mutually orthonormal, is normal if and only if both \( u_1 \) and \( u_2 \) are linear combinations of the same two eigenvectors \( v_1 \) and \( v_2 \) of \( 2\Theta^\perp(A) \). Thus, with

\[
u_1 = \frac{1}{4} \begin{bmatrix} \sqrt{2} \\ 1 \\ 1 \end{bmatrix}, \quad u_2 = \frac{1}{4} \begin{bmatrix} -\sqrt{2} \\ 1 \\ 1 \end{bmatrix}, \text{ where } v_1 = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \text{ and } v_2 = \frac{1}{2}\sqrt{2} \begin{bmatrix} 1 \\ 1 \end{bmatrix},
\]

we have that

\[
E_1 + E_2 = \frac{1}{16} \begin{bmatrix} 2 & \sqrt{2} & \sqrt{2} \\ \sqrt{2} & 1 & 1 \\ \sqrt{2} & 1 & 1 \end{bmatrix} + \frac{1}{16} \begin{bmatrix} 2 & -\sqrt{2} & -\sqrt{2} \\ -\sqrt{2} & 1 & 1 \\ -\sqrt{2} & 1 & 1 \end{bmatrix} = \frac{1}{16} \begin{bmatrix} 4 \\ 2 \\ 2 \end{bmatrix} + \frac{1}{16} \begin{bmatrix} 4 \\ 2 \\ 2 \end{bmatrix}
\]

is a normality preserving rank-two perturbation of \( A \), written as the sum of two rank-one perturbations that individually do not preserve normality. However, we also have that

\[
\frac{1}{4}v_1v_1^* + \frac{1}{2}v_2v_2^* = \frac{1}{16} \begin{bmatrix} 4 & 0 \\ 0 & 0 \end{bmatrix} + \frac{1}{16} \begin{bmatrix} 0 & 2 & 2 \\ 2 & 2 & 2 \end{bmatrix} = \frac{1}{16} \begin{bmatrix} 4 & 2 \\ 2 & 2 \end{bmatrix}
\]

and this expresses the perturbation as a sum of two normality preserving normal rank-one perturbations. The eigenvalues of \( A + tE \) are \( 1 + \frac{1}{4}t \) due to the term \( \frac{1}{4}v_1v_1^* \), together with the eigenvalues of

\[
\begin{bmatrix} i \\ 1 + i \end{bmatrix} + \frac{1}{8}t \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}, \text{ which are } i + \frac{1}{2} \left( 1 + \frac{t}{4} \pm \sqrt{1 + \frac{t^2}{16}} \right),
\]
which are due to the term \( \frac{1}{4}v_2v_2^* \). As stated in Theorem 3.3.15, the rank-2 perturbation moves the eigenvalues of \( A \) in the horizontal direction. Since the eigenvalues \( i \) and \( 1 + i \) of \( A \) are on the same horizontal line, they can be simultaneously perturbed by a rank-one perturbation. For \( t \in [0, 4] \) those eigenvalues are plotted by circles in Figure 3.5. We also computed the eigenvalues of \( A + tE_1 \) and of \( A + 4E_1 + tE_2 \) for \( t \in [0, 4] \) and indicated them by asterisks and boxes, respectively. As is visible in Figure 3.5, the eigenvalues leave the straight line before returning to the eigenvalues of the normal matrix \( A + 4E_1 + 4E_2 = A + 4E \).

\[ A = \begin{bmatrix} 5i & 1 \\ 1 & 2 + 2i \end{bmatrix} \quad \text{and thus,} \quad \mathcal{H}(A) = X = \begin{bmatrix} 0 & 1 \\ 1 & 2 \end{bmatrix}. \]
With \( \theta = 1 \), the eigenvalues already lie on a parabolic curve, and thus also with the trivial choice \( Z = O_n \) augmentations \( A_+ \) can be constructed having eigenvalues on the same curve. More interesting is to choose a \( Z \neq O_n \) such that \( A - iZZ^* \) is normal. Since \( \mathcal{H}(A) \) has distinct eigenvalues, \( Z \) needs to have eigenvectors of \( \mathcal{H}(A) \) as columns. Take for example

\[
Z = \begin{bmatrix} 2 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix} \quad \text{hence} \quad ZZ^* = \begin{bmatrix} 5 & 0 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad A - iZZ^* = \begin{bmatrix} i \\ 1 \\ 2 + i \end{bmatrix}.
\]

The eigenvalues of \( A - iZZ^* \) lie on the curve \( C \) that is the image of

\[
q : \mathbb{R} \to \mathbb{C} : \rho \mapsto \rho + i(1 - \rho)^2.
\]

Augmentation \( A_+ \) can now be constructed by choosing an arbitrary Hermitian \( 2 \times 2 \) matrix \( M \) and an arbitrary unitary matrix \( Q \), for instance

\[
M = \begin{bmatrix} 1 & 1 \\ 1 & 2 \end{bmatrix} \quad \text{and} \quad Q = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix},
\]

and then to form the Hermitian part of \( A_+ \) as

\[
\mathcal{H}(A_+) = \begin{bmatrix} Z & ZQ \\ Q^*Z^* & M \end{bmatrix} = \begin{bmatrix} 0 & \sqrt{2} & \sqrt{2} \\ 1 & 0 & 0 \\ \sqrt{2} & 0 & \frac{1}{2}\sqrt{2} \\ 0 & \frac{1}{2}\sqrt{2} & 1 \\ \sqrt{2} & 0 & -\frac{1}{2}\sqrt{2} \\ 0 & -\frac{1}{2}\sqrt{2} & 1 \\ \sqrt{2} & 0 & \frac{1}{2}\sqrt{2} \\ 0 & \frac{1}{2}\sqrt{2} & 1 \end{bmatrix}.
\]

Finally, \( A_+ \) itself can be formed as

\[
A_+ = \mathcal{H}(A) + iq(\mathcal{H}(A)) = \mathcal{H}(A) + i(I - \mathcal{H}(A))^2,
\]

resulting in
Indeed, $A_+^+$ is a 2-augmentation of $A$. From this example we observe that if $Z, M, Q$ are chosen real, then $H(A_+^+)$ is real symmetric and $A_+^+$ complex symmetric, being the sum of a real symmetric matrix and $i$ times a polynomial of this real symmetric matrix. Note that not all complex symmetric matrices are normal. In fact, the leading $4 \times 4$ principal submatrix of $A_+^+$ in the above example is not normal, nor is the trailing $2 \times 2$ principal submatrix. Thus $A_+^+$ could not have been constructed using the procedure for $m = 1$ twice.
Part II

Iterative methods
The Subspace Projected Approximate Matrix method

The Subspace Projected Approximate Matrix method [69] is a fairly recent (2001) and unobserved method for the computation of eigenvalues of large Hermitian matrices. It is known by the acronym of SPAM and is interpreted by its inventors as a modification of Davidson’s method [22]. Its most interesting feature is the way it proposes to reduce the costs of matrix-vector products with the original matrix by using an approximation $A_0$, acting only on a part of the space.

In this chapter, we extend the work initiated in [65] and investigate the Subspace Projected Approximated Matrix method in more detail. We begin with a brief contextualization of SPAM within the class of iterative methods for eigenvalue problems. Next, we show how, for certain special choices of the approximation $A_0$, SPAM turns out to be mathematically equivalent to known eigenvalue methods. More sophisticated approximations $A_0$ turn SPAM into a boosted version of the Lanczos method [49], although, it can also be interpreted as an attempt to enhance a certain instance of the preconditioned Jacobi-Davidson method [72]. The chapter ends with a set of numerical experiments tailored to illustrate certain aspects of SPAM and its variations.
4.1 Introduction

The Subspace Projected Approximate Matrix (SPAM) method belongs to the category of inner-outer iteration methods and is interpreted by its inventors as a modification of the Davidson method [22]. It is based on the following observation. Even when sparse, the computational effort necessary to carry out a matrix-vector multiplication with $A$ can be significant and often represents the bottleneck of the total computational effort. SPAM reduces the costs of matrix-vector products with $A$ by replacing its action within the inner iteration of the algorithm with a sparser or more structured approximation. By doing so, it attempts to slash the overall computational cost.

The idea is not altogether new and is related to a certain type of preconditioning, called one-step approximation in the Jacobi-Davidson method [72, Section 4.1]. There too, the matrix $A$ is, in the inner iteration, replaced by a preconditioner. The originality of the approach in [69] lies in the fact that the action of the preconditioner is only applied to the subspace in which the action of $A$ has not yet been computed in the outer iteration of the method. The resulting approximation is then different after each outer iteration step, even though only one approximate matrix $A_0$ needs to be provided. Consequently, the approximated action of $A$ in the inner iterations becomes more and more accurate as the number of outer iterations increases. As such, SPAM may be interpreted as a discrete homotopy method. Intuitively, one would expect SPAM to outperform Jacobi-Davidson with one-step approximation.

The expansion vector (see line 15 in Algorithm 1) is itself a suitable eigenvector of the approximation of $A$. Thus, the matrix-vector products within the inner iteration are cheaper than for instance in the Jacobi-Davidson [72] and Riccati [9] methods. These methods, which we explain in more detail in Section 4.2, both use $A$ itself in their inner iteration.
4.1. INTRODUCTION

4.1.1 Preliminaries

Before beginning, we assume that $A$ is a Hermitian $n \times n$ matrix with eigenvalues

$$\lambda_{\text{min}} = \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_{n-1} \leq \lambda_n = \lambda_{\text{max}}. \quad (4.1)$$

Moreover, we recall from Section 1.2.1 that for the unitary matrix $(V|V_\perp)$, with the columns of $V$ forming an orthonormal basis for the current search space $\mathcal{V}$, we have

$$\hat{A} = (V|V_\perp)^*A(V|V_\perp) = \begin{bmatrix} M & R^* \\ R & S \end{bmatrix} \quad (4.2)$$

where $M = V^*AV$ is $k \times k$ and $S = V_\perp^*AV_\perp$. Recall also that the eigenvalues of $M$ are denoted by $\mu_j$ for $j \in \{1, \ldots, k\}$ and satisfy

$$\mu_1 \leq \mu_2 \leq \ldots \leq \mu_{k-1} \leq \mu_k. \quad (4.3)$$

4.1.2 General description of SPAM.

Let $A_0$ be an approximation of $A$. In Section 4.3 we will comment on how this approximation can be chosen. For now, assume only that $A_0$ is available and define, in view of (4.2)

$$\hat{S} = V_\perp A_0 V_\perp^* \quad (4.4)$$

and

$$A_k = (V|V_\perp)\hat{A}_k(V|V_\perp)^*, \quad \text{where} \quad \hat{A}_k = \begin{bmatrix} M & R^* \\ R & \hat{S} \end{bmatrix} \quad (4.5)$$

The subscript $k$ of $A_k$ refers to the number of columns of $V$. In [69], the matrix $A_k$ is called a subspace projected approximate matrix. This is motivated by the fact that $A_kV = AV$ and $V^*A_k = V^*A$. In particular, since $M = V^*AV = V^*A_kV$, both $A_k$ and $A$ have the same Ritz pairs in $\mathcal{V}$ (see Section 1.2.1). This will be exploited to derive bounds for the eigenvalues of $A_k$ in Section 4.3. This is of interest since the search space $\mathcal{V}$ in the outer iteration is expanded with an eigenvector of $A_k$. Note that the action of $A_k$ on $\mathcal{V}_\perp$ does not equal the action of $A_0$ on $\mathcal{V}_\perp$. Since $A^* = A$, the action of $A_k$ on $\mathcal{V}_\perp$ equals, in fact, the action of $A$
in \( k \) linearly independent functionals on \( \mathbb{C}^n \).

With the convention that \( \Pi_0 = I \), write
\[
\Pi_k = V_\perp V_\perp^* = I - VV^*. \tag{4.6}
\]

This shows, together with equations (4.4) and (4.2), that
\[
A_k = -VV^*AVV^* + AVV^* + VV^*A + \Pi_k A_0 \Pi_k. \tag{4.7}
\]

Thus, the action of \( A_k \) can benefit from the stored action of \( A \) on \( V \) as follows. With \( W = AV \) we have that
\[
A_k v = -VMV^*v + WV^*v + VW^*v + \Pi_k A_0 \Pi_k v \tag{4.8}
\]
where we have used (4.6) to avoid the numerically infeasible formation of \( V_\perp \). Note that if \( v \in V_\perp \), the first two terms vanish. We now observe the following.

**Remark 4.1.1.** If SPAM runs for the full \( n \) iterations, it produces a unitary matrix \( U_n \) that depends only on \( A \) and \( A_0 \). The \( k \)th leading principal submatrix of the \( n \times n \) matrix \( M = U_n^* A U_n \) then contains the Rayleigh-Ritz approximations after \( k \) steps of the outer iteration.

For theoretical purposes and without loss of generality, we assume that \( V_\perp \) in (4.5) contains precisely the basis for the orthogonal complement of \( V \) that SPAM is about to produce in future iterations. With respect to this basis, \( \hat{A}_k \) is an update of \( \hat{A}_{k-1} \) of *arrowhead type*, in the sense that
\[
\hat{A}_k - \hat{A}_{k-1} = \begin{bmatrix}
O_{k-1} & t^* \\
\tau & t^*
\end{bmatrix} = \begin{bmatrix}
\vec{0} & e_k^* + e_k \begin{bmatrix}
\vec{0} & \tau & t^*
\end{bmatrix} - e_k \tau e_k^* \\
\tau & t & O
\end{bmatrix}, \tag{4.9}
\]
where each entry in the arrowhead formed by \( t \in \mathbb{C}^{n-k}, \tau \in \mathbb{R} \) and \( t^* \), is the difference between the corresponding entries of the matrix \( \hat{A} \) from (4.2) and the matrix \( \hat{A}_0 = (V|V_\perp)^* A_0 (V|V_\perp) \) from (4.5). Thus, with respect to the basis defined by the columns of \( (V|V_\perp) \), the matrix \( \hat{A}_0 \) simply transforms step by step into \( \hat{A} \) in
the sense that after $k$ steps, the first $k$ columns and rows have changed into those of $\hat{A}$, and the resulting matrix is called $\hat{A}_k$. This is visualized in Figure 1.

On the original basis, this transformation is described in the next proposition. Note that in this proposition, $v$ is the eigenvector of interest of $A_{k-1}$, orthonormalized to $V_{k-1}$.

**Proposition 4.1.2.** Let $k \geq 1$. Write $(V_{k-1}|v|V_{\perp}) = (V|V_{\perp})$, thus $v = Ve_k$. Then $A_k$ is the following indefinite Hermitian rank-2 update of $A_{k-1}$,

$$A_k = A_{k-1} + uv^* + vu^* = A_{k-1} + (u|v) \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} (u|v)^*, \quad (4.10)$$

where

$$u = \left( \Pi_{k-1} - \frac{1}{2}vv^* \right) (A - A_0)v = \left( \Pi_k + \frac{1}{2}vv^* \right) (A - A_0)v. \quad (4.11)$$

**Proof.** Combining [4.9] with $(V|V_{\perp})(\hat{A} - \hat{A}_0)(V|V_{\perp})^* = A - A_0$ we find

$$\begin{bmatrix} 0 \\ \tau \\ t \end{bmatrix} = \begin{bmatrix} O & e_k & \cdots & e_n \end{bmatrix}^* (\hat{A} - \hat{A}_0)e_k = (O|v|V_{\perp})^* (A - A_0)v \quad (4.12)$$
where $O$ stands for the $n \times (k-1)$ zero matrix. Therefore, substituting (4.12) into

$$A_k - A_{k-1} = (V_{k-1}|v|V_\perp) \begin{pmatrix} \vec{0} \\ \tau \end{pmatrix} e_k^* + e_k \begin{pmatrix} \vec{0}^* & \tau & t^* \end{pmatrix} - e_k \tau e_k^* (V_{k-1}|v|V_\perp)^*$$

we arrive, using (4.12) and $v = (V_{k-1}|v|V_\perp)e_k$, at

$$A_k - A_{k-1} = \Pi_{k-1}(A - A_0)vv^* + vv^*(A - A_0)\Pi_{k-1} - vv^*(A - A_0)vv^*. \quad (4.13)$$

Splitting the most right term in two equal parts and rearranging the terms proves the formula for $u$ in (4.11). Since by (4.6)

$$\Pi_{k-1} - vv^* = \Pi_k, \quad (4.14)$$

also the second equality is proved.

\[ \square \]

Remark 4.1.3. Note that the result of Proposition 4.1.2 can also be derived in an alternative way, starting from (4.7). The proof presented here also emphasizes the validity of (4.9).

From (4.2) and (4.5) we see that

$$\text{rank}(A - A_k) = \text{rank}(\hat{A} - \hat{A}_k) \leq n - k.$$

Thus, even though $A_k - A_{k-1}$ has rank-2, the update - or maybe better downdate

$$A - A_k = A - A_{k-1} + (A_{k-1} - A_k)$$

will generically decrease the rank of $A - A_{k-1}$ with at most one. This remark goes hand in hand with the observation that even though the approximations $A_k$ of the matrix $A$ may seem unusual, the viewpoint of considering the reverse sequence $O_n = A - A_n$, $A - A_{n-1}$, ..., $A - A_1$, $A - A_0$ as increasingly better approximations of $A - A_0$ is very natural indeed: they form a sequence of Rayleigh-Ritz approximations to $A - A_0$ in the orthogonal complements of the spaces $V_k$. 
In the outer iteration, the products $Av$ and $V^*Av$ were computed. Thus, in (4.11), both $v^*Av$ and $\Pi_{k-1}Av$ are available without additional computational costs. Furthermore, since $v$ is orthogonal to the $(k-1)$-dimensional search space, we have that $v^*A_{k-1}v = v^*A_0v$. Now, because $v$ is the result of orthogonalization of an eigenvector of $A_{k-1}$ to $V_{k-1}$, also $v^*A_0v$ can be retrieved from the inner iteration. Thus, the vectors $u$ and $v$ in the updating procedure (4.10) are cheaply available.

Remark 4.1.4. Of course, the update (4.10) itself should not be performed explicitly because it will generally result in fill-in of originally sparse matrices.

4.1.3 Choice of the method for the inner iteration of SPAM

In [69], the authors suggest to use Davidson’s method [22] to solve the eigenvalue problem for $A_k$ but, of course, any other method can be adopted. Apart from the Lanczos method, also the Generalized Davidson method from [57] was tested as inner method in [69]. Other possibilities include, for instance, the Jacobi-Davidson method [72]. The latter can be a good option because it often needs only a few iterations to converge if a good start vector is available. This start vector may be either the eigenvector approximation of $A_{k-1}$, or the current eigenvector approximation of $A$ from the outer iteration. We study this choice in Section 4.2.

Remark 4.1.5. SPAM should first of all perform well under the assumption that the eigenproblem for $A_k$ is solved exactly. This will be investigated in the numerical illustrations in Section 4.4.

In [69] it is also noted that SPAM itself can be chosen in the inner iteration. This leads to a recursive multilevel version of the method, and assumes that a sequence of approximating matrices of $A$ is available, each having a cheaper action than its predecessor. The eigenvector computed at a given level is then used as expansion vector at the first higher level.

\footnote{M. Hochstenbach presented this option at the 2006 GAMM/SIAM Applied Linear Algebra conference.}
4.1.4 Practical implementation

The implementation of the Subspace Projected Approximate Matrix method is, in theory, given by Algorithm 1, where on line 14 the matrix $A_k$ could be formed explicitly and its target eigenpair determined. Such implementation, however, does not take into account the fact that part of the information needed for the computations with $A_k$ is already available. The subspace projected approximate matrix $A_k$ need not be explicitly assembled. An algorithm closer to the practical implementation is given in Algorithm 3 (see also Algorithm/Figure 2 in [69]).

Remark 4.1.6. In Algorithm 3 we define $V_q := [v_1, \ldots, v_q]$ and $W_q := [w_1, \ldots, w_q]$ and use the indexes $k$ and $p$ to keep track of the dimensions of the inner and outer search subspaces. Moreover, due to the characteristics of the SPAM method, inner and outer iterations are only distinguishable from the type of matrix-vector products. In Algorithm 3 this difference is showed by the variable $it$ which may assume the value inner or outer. When $it =$ inner the Algorithm computes an approximation for a target eigenpair of $A_k$ and when $it =$ outer for one of $A$.

4.2 SPAM and other subspace methods

The philosophy of SPAM is that only $S$ needs to be approximated. Therefore, all available (computed) information from (4.2), i.e., $M, R$ and $R^*$, is used to determine the expansion vector. The Jacobi-Davidson [72] and Riccati [9] methods partially share this philosophy. Instead of $R$, however, they only use the residual corresponding to the selected eigenvector approximation. On the other hand, in their most simple forms, they do not approximate the matrix $S$ but use its full action. In this section we outline their similarities and differences.

Remark 4.2.1. Since in the Lanczos method all residuals are linearly dependent, also the Lanczos method uses all information about the residual. However, Lanczos has no inner iteration. This will make sense from the point of view taken in Section 4.3. There we will show that for the choice $A_0 = O_n$, also SPAM needs no inner iteration, and that this choice makes SPAM mathematically equivalent to Lanczos.
## 4.2. SPAM AND OTHER SUBSPACE METHODS

### Algorithm 3 Subspace Projected Approximate Matrix method

1: Input: $A, A_0, v_0, \epsilon$
2: Set $k = 0; p = 1;$
3: it=inner;
4: loop
5: $v_{k+p} = v_{k+p}/\|v_{k+p}\|_2;$
6: if it=inner then
7: $w_{k+p} = A_0 v_{k+p};$
8: else
9: $w_k = Av_k;$
10: end if
11: for $j = 1, \ldots, k + p - 1$ do
12: $M_{j,k+p} = v_j^* w_{k+p};$ $M_{k+p,j} = M_{j,k+p}^*;$
13: end for
14: $M_{k+p,k+p} = v_{k+p}^* w_{k+p};$
15: Compute the target eigenpair $(\mu, z)$ of $M_{k+p,k+p};$
16: Compute $r = W_{k+p} z - \mu V_{k+p} z;$
17: if $\|r\|_2 \leq \epsilon$ and it=outer then
18: stop; \{(\mu, V z) is the desired eigenpair of $A$\}
19: else if $\|r\|_2 \leq \epsilon$ and it=inner then
20: Set it=outer \{The target eigenvector $V z$ of $A_k$ was found.\}
21: $v_{k+1} = V_{k+p} z;$
22: $k = k + 1; p = 0;$
23: Orthogonalize $v_{k+1}$ with respect to the columns of $V_k = [v_1, \ldots, v_k];$
24: else
25: $v_{k+p+1} = V_{k+p} z$
26: Orthogonalize $v_{p+1}$ with respect to the columns of $V_{k+p} = [v_1, \ldots, v_{k+p}];$
27: $p = p + 1;$ it=inner;
28: end if
29: end loop

Recall from Section 1.2.4 that Jacobi-Davidson is simpler than the Riccati method in the sense that only a linear system for $\hat{t}$ needs to be solved. Jacobi-Davidson can be interpreted as an accelerated Newton method [73]. However, much more than the Riccati method, Jacobi-Davidson suffers from stagnation in case the term $t \hat{r}^* t$ from [1.9] is not small. On the other hand, if $t \hat{r}^* t$ is small enough, Jacobi-Davidson converges quadratically, as one would expect from a Newton type method. This shows that one should be careful in proposing alternatives to the correction equation [1.10]. For instance, in [25], the authors investigated the effect
of solving the following alternative correction equation,

\[ \tilde{t} \perp V \quad \text{and} \quad (I - VV^*)(A - \mu I)(I - VV^*)\tilde{t} = -\hat{r}. \]  \hspace{1cm}(4.15)

At first sight this seems to make sense, because it directly looks for a correction orthogonal to \( V \). Also, the conditioning of the linear equation (4.15) may be better than (1.10) in case the search space contains good approximations of eigenvectors belonging to eigenvalues close to \( \mu \). However, orthogonalizing \( \hat{t} \) from (1.10) to \( V \) generally does not result in \( \tilde{t} \) from (4.15) and the price to pay is that \( \|t - \tilde{t}\|_2 \) is not of higher order, as is \( \|t - \hat{t}\|_2 \). Indeed, in [28] it is shown explicitly that, apart from some exceptional cases, the quadratic convergence of Jacobi-Davidson is lost, whereas in those exceptional cases, both expansions are equivalent. Numerical experiments in [28] confirm the above observations.

**Preconditioning in the Jacobi-Davidson method.**

In the original paper on the Jacobi-Davidson method [72], reprinted as [74], preconditioning is discussed as follows. Suppose that an approximation \( A_0 \) of \( A \) is available. It is shown in [72] how to apply such a preconditioner to (1.10), which is a linear equation, though not with system matrix \( A \). To be explicit, since \((I - uu^*)\hat{t} = \tilde{t}\), we have that

\[ (A - \mu I)\hat{t} = -\varepsilon u - \hat{r}. \]

where \( \varepsilon \) is such that \( \hat{t} \perp u \). Or equivalently, written as an augmented system,

\[
\begin{bmatrix}
A - \mu I & u \\
u^* & 0
\end{bmatrix}
\begin{bmatrix}
\hat{t} \\ \varepsilon
\end{bmatrix}
= \begin{bmatrix}
-\hat{r} \\ 0
\end{bmatrix}.
\]  \hspace{1cm}(4.16)

Thus, an approximation \( \hat{t}_0 \) of \( \hat{t} \), together with an approximation \( \varepsilon_0 \) of \( \varepsilon \) can be obtained by replacing \( A \) by \( A_0 \) in (4.16). The pair \( \hat{t}_0, \varepsilon_0 \) can be computed as

\[ \hat{t}_0 = -\varepsilon_0(A_0 - \mu I)^{-1}u - (A_0 - \mu I)^{-1}\hat{r}, \]  \hspace{1cm}(4.17)
with
\[
\varepsilon_0 = -\frac{u^*(A_0 - \mu I)^{-1}\hat{r}}{u^*(A_0 - \mu I)^{-1}u}.
\]  
(4.18)

This approximation is called a one step approximation in [72]. It was observed that setting \(\varepsilon_0 = 0\) in (4.17), the Davidson method [22] results. With \(A_0 = A\), which corresponds to Jacobi-Davidson with full accuracy solution of the correction equation, (4.17) becomes
\[
\hat{t} = -\varepsilon(A - \mu I)^{-1}u - u,
\]  
(4.19)

and since \(\hat{t}\) is then orthogonalized to \(u\), the method is mathematically equivalent to an accelerated shift and invert iteration that works with \((A - \mu I)^{-1}u\). It is argued, and demonstrated by experiments in [72], that Jacobi-Davidson combines the best of those two methods. Of course, a natural next stage in preconditioning is to use the matrix
\[
A_0^n = \begin{bmatrix}
A_0 - \mu I & u \\
u^* & 0
\end{bmatrix}
\]

as preconditioner within the iterative method that aims to solve (4.16). In each step of such a method one would need to solve a system with \(A_0^n\). This can be done by solving two systems as in (4.16)-(4.17) in the first step of the inner iteration. In each consecutive step, only one system of the form \((A_0 - \mu I)z = y\) would need to be solved.

**One step approximation of the SPAM eigenproblem for \(A_k\).**

In the SPAM method, the expansion vector for the Ritz Galerkin subspace in the outer iteration is a relevant eigenvector \(v_k\) of \(A_k\). In principle, any eigenvalue method can be used to compute an approximation for \(v_k\), but observe that the starting point is as follows. In the outer iteration, we have just solved a \(k \times k\) eigenproblem for \(M = V^*AV\), and a Ritz pair \((\mu, u)\) with \(\|u\|_2 = 1\) and with residual \(\hat{r} = Au - \mu u\) has been selected. The matrix \(A_k\) is now available, either explicitly or implicitly. Since \(A_kV = AV\) and \(V^*A_k = V^*A\), the Ritz pair \((\mu, u)\) for \(A\) with respect to the current search space \(V_k\) is also a Ritz pair for \(A_k\). Thus we can exploit the fact that \(V_k\) contains, by definition, good approximations of
the relevant eigenvectors of $A_j$ with $j < k$, and use it as initial search space for a Ritz Galerkin method applied to $A_k$ to approximate $v_k$. Since $V_k$ is generally not a Krylov subspace, the Lanczos method is not a feasible candidate. The Jacobi-Davidson method is. The correction equation for the first step of the Jacobi-Davidson method in the inner iteration can be set up without any additional computations:

$$
\begin{pmatrix}
A_k - \mu I & u \\
u^* & 0
\end{pmatrix}
\begin{pmatrix}
t_k \\
\varepsilon_k
\end{pmatrix}
= \begin{pmatrix}
-\hat{r} \\
0
\end{pmatrix}.
$$

Since quadratic convergence in the outer iteration cannot be expected even if an exact eigenvector of $A_k$ would be computed, we study the effect of applying only one iteration of Jacobi-Davidson in the inner iteration. This is also motivated by the fact that the initial search space $V_k$ for Jacobi-Davidson applied to $A_k$ may be relatively good and may result in quadratic convergence in the inner iteration.

**Remark 4.2.2.** If only one step of Jacobi-Davidson is applied, then after solving $t_k$ from (4.20), the new approximation $v$ for the eigenvector $v_k$ of $A_k$ would lie in the space $V_k \oplus \langle t_k \rangle$. It would not be necessary to actually compute this approximation, because

$$V_k \oplus \langle v \rangle \subset V_k \oplus \langle t_k \rangle.
$$

Thus, instead of computing the eigendata of a $(k+1) \times (k+1)$ matrix, the expansion of the Ritz-Galerkin space in the outer iteration can be done immediately with $t_k$.

SPAM, in which the eigenproblem for $A_k$ is approximated with one iteration of Jacobi-Davidson, we will refer to as one step SPAM, abbreviated by SPAM(1). We will talk about Full SPAM if the eigenproblem for $A_k$ is solved to full precision.

**Comparing one step Jacobi-Davidson with SPAM(1).**

SPAM(1) can best be compared with preconditioned Jacobi-Davidson with one step approximation, as described in Section 4.2. The only difference between the two methods is that in iteration $k$ of SPAM(1) the preconditioner $A_k$ is used, whereas in one-step Jacobi-Davidson this is $A_0$. As such, SPAM(1) can be seen as an attempt to enhance this type of preconditioned Jacobi-Davidson. We investigate the effect of this attempt.
Lemma 4.2.3. Assume that $V_{k+1} = V_k \oplus \langle v \rangle$ with $v \perp V_k$ and $\|v\|_2 = 1$. Then

$$A_{k+1} = -vv^*Avv^* + Avv^* + vv^*A + (I - vv^*)A_k(I - vv^*). \quad (4.22)$$

Proof. By substitution of the defining relation (4.7) for $A_k$.

Corollary 4.2.4. Let $V_1$ be the span of the relevant eigenvector $u$ of $A_0$ and let $\mu = u^*Au$ and $\hat{r} = Au - \mu u$. Then the solution $t_1$ from the system

$$\begin{bmatrix} A_1 - \mu I & u \\ u^* & 0 \end{bmatrix} \begin{bmatrix} t_1 \\ \xi_1 \end{bmatrix} = \begin{bmatrix} -\hat{r} \\ 0 \end{bmatrix},$$

in the first iteration of SPAM(1), to be used to expand $V_1$, coincides with the solution $t_0$ from the system

$$\begin{bmatrix} A_0 - \mu I & u \\ u^* & 0 \end{bmatrix} \begin{bmatrix} t_0 \\ \xi_0 \end{bmatrix} = \begin{bmatrix} -\hat{r} \\ 0 \end{bmatrix},$$

solved in the first iteration of Jacobi-Davidson with one-step approximation using the matrix $A_0$.

Proof. The linear system (4.20) for SPAM(1) with $k = 1$ is equivalent to

$$t_1 \perp u, \quad (I - uu^*)(A_1 - \mu I)(I - uu)t_1 = -\hat{r}, \quad (4.23)$$

where $u$ is a unit vector spanning $V_1$. Substituting the expression (4.22) for $A_1$ immediately proves the statement.

Thus, there is no difference in the first iteration. There is, however, a difference in further iterations. To study this difference we take a different viewpoint. Above, we approximated the SPAM inner eigenvalue problem by a linear correction equation which made it suitable for comparison with one step Jacobi-Davidson. The opposite viewpoint is also possible, which is to interpret the Jacobi-Davidson correction equation with one-step approximation as an exact correction equation of a perturbed eigenproblem.
Lemma 4.2.5. Given $u$ with $\|u\|_2 = 1$ and $\mu = u^*Au$ and $r = Au - \mu u$. Define for a given approximation $A_0$ of $A$ the matrix

$$
A_u = -uu^*Au^* + uu^*A + Auu^* + (I - uu^*)A_0(I - uu^*)
$$

$$
= u\mu u^* + ur^* + ru^* + (I - uu^*)A_0(I - uu^*).
$$

(4.24)

Then $(u, \mu)$ is a Ritz pair of $A_u$ in the one-dimensional span of $u$ with residual $r = A_uu - \mu u$ and with the equation

$$
(I - uu^*)(A_0 - \mu I)(I - uu^*)t = -r
$$

(4.25)

as its exact (i.e., without preconditioning) Jacobi-Davidson correction equation.

Proof. It is easily verified that $u^*Au = \mu$ and $A_uu - \mu u = r$ and thus $(\mu, u)$ is a Ritz pair for $A_u$ with residual $r$. Since moreover,

$$
(I - uu^*)A_u(I - uu^*) = (I - uu^*)A_0(I - uu^*)
$$

its correction equation is precisely (4.25), or equivalently, (4.17).

Note that $A_u$ from (4.24) is the subspace projected approximate matrix for the one dimensional subspace spanned by $u$. Now, with

$$
V_k = \mathcal{U} \oplus \langle u \rangle,
$$

where $\mathcal{U}$ is the orthogonal complement of the span of the relevant Ritz vector $u$ in the current search space $V_k$, we have, similar as in (4.22) and (4.24), that

$$
A_k = u\mu u^* + ur^* + ru^* + (I - uu^*)A_\mathcal{U}(I - uu^*).
$$

(4.26)

Here, $A_\mathcal{U}$ is the subspace projected approximated matrix corresponding to the subspace $\mathcal{U}$. Now, the opposite viewpoint mentioned above, is the observation that in one step Jacobi-Davidson, the expansion vector is (an arguably good approximation of) the relevant eigenvector of $A_u$ in (4.24), whereas in SPAM, it is (an
arguably good approximation of) the relevant eigenvector of $A_k$ in (4.26). Both matrices have now an appearance that is suitable for studying their differences and similarities.

The most important observation is that neither correction will lead to the unique correction that results in quadratic convergence in the outer iteration. Second, since both matrices $A_u$ and $A_k$ differ only in their restriction to the orthogonal complement $u^\perp$ of $u$, the difference in the methods they represent will be marginal if the residual is already small. Since, as already mentioned in Corollary 4.2.4 not only at the start but also in the first iteration both methods coincide, the difference from the second iteration onwards will probably be very small, especially if $A_0$ provides a good initial approximation of the relevant eigenvector. Finally, even though $A_u$ uses less information of $A$ than $A_k$, it does use the optimal information in some sense. It may even be a disadvantage to use more information, because this involves approximations of eigenvectors orthogonal to the eigenvector of interest. The above observations will be tested, and confirmed by our numerical illustrations in Section 4.4.

4.3 Selecting the matrix $A_0$ in the SPAM method

Here we study some of the effects of the choice for $A_0$ on the iterative approximation process in SPAM. We assume, for simplicity, that the largest eigenvalue of $A$ is the target, although by replacing $A$ by $-A$, we might as well have set the smallest eigenvalue of $A$ as a target.

4.3.1 Some simple choices for $A_0$

It is instructive to study the consequences of the choice $A_0 = O_n$. This generic parameter-free choice may seem dubious at first sight, but it is not. First note that since the start vector of SPAM is the relevant eigenvector of $A_0 = O_n$, this is a random vector $v \in \mathbb{C}^n$, with $\|v\|_2 = 1$. Thus, we set $V_1 = \text{span}\{v\}$. Write $\mu = v^*Av$ and $\hat{r} = Av - v\mu$. Then, with $V_\perp$ such that $(v|V_\perp)$ is orthogonal, and
\[ r = V_\perp^* \hat{r} \] we find that
\[
A = (v|V_\perp) \begin{bmatrix} \mu & r^* \\ r & S \end{bmatrix} (v|V_\perp)^*,
\] (4.27)

and consequently, replacing \( S \) by the zero matrix, the next approximating matrix \( A_1 \) from (4.5) is defined by
\[
A_1 = (v|V_\perp) \begin{bmatrix} \mu & r^* \\ r & O_{n-1} \end{bmatrix} (v|V_\perp)^*.
\] (4.28)

As shown already in Proposition 4.1.2, \( A_1 \) is a simple rank-two matrix, that on the basis defined by the columns of \((v|V_\perp)\) is of arrow-head type. It has two nontrivial eigenpairs \( A_1 w_\pm = \theta_\pm w_\pm \), where
\[
w_\pm = \theta_\pm v + \hat{r} \quad \text{and} \quad \theta_\pm = \frac{1}{2} \mu \pm \sqrt{\frac{1}{4} \mu^2 + \|\hat{r}\|^2_2}.
\] (4.29)

Assuming that \( A \) is positive definite will lead to the selection of \( w_+ \) for the expansion of the search space. Since \( w_+ \) is a linear combinations of \( v \) and \( \hat{r} \), we find that
\[ V_2 = \text{span}\{v, \hat{r}\} = K^2(A,v), \]
and the two eigenvalue approximations computed in the outer loop of the SPAM method are the same as in the Lanczos method. This is, of course, not a coincidence.

**Theorem 4.3.1.** If the goal is to find the largest eigenvalue of a positive definite matrix \( A \), the SPAM method with \( A_0 = O_n \) is mathematically equivalent to the Lanczos method.

**Proof.** Let \( A_0 = O_n \). Then the eigenvalues of \( A_k \) in (4.5) are those of the \( n \times n \) Hermitian arrowhead
\[
\begin{bmatrix}
M & R^* \\
R & O_{n-k}
\end{bmatrix}.
\]

The Cauchy Interlace Theorem (Theorem 1.1.10) immediately gives that the largest \( k \) of them are each larger than or equal to the corresponding eigenvalue of \( M \). This
assures that the eigenvector of $A_k$ that is selected for expansion is not from its null space but from its column span. From (4.7) we see that if $A_0 = O_n$ this column span is the span of $V$ and $AV$. A simple induction argument shows that this span equals $K^{k+1}(A, v)$.

**Remark 4.3.2.** If $A$ is indefinite and we would like to find the eigenvalue closest to zero, the choice $A_0 = O_n$ would lead to expansion vectors from the null space of $A_0$, and the method would be worthless. As a solution, $A$ may be shifted by a suitable multiple $\alpha$ times the identity $I$ to make it positive semi-definite. Equivalently, instead of using $A_0 = O_n$ we may choose $A_0 = \alpha I$ as approximating matrix. In both cases, it is easy to verify that SPAM will still be equal to Lanczos.

The observant reader may have noticed that a peculiar situation has arisen. In the inner loop of SPAM, a better approximation of the largest eigenvalue of $A$ was computed than the Ritz values from the outer loop. In view of the philosophy of inner-outer iterations, this in itself is not out of the ordinary, but its computation did not require any additional matrix-vector multiplication with $A$, nor with an elaborate approximation $A_0$ of $A$. The following proposition, which uses the notation (4.1) and (4.3), makes this explicit.

**Proposition 4.3.3.** With $\theta_+$ as in (4.29) we have that $\mu \leq \|Av\|_2 \leq \theta_+$. Moreover, if $A$ is positive semi-definite, we find that $\theta_+ \leq \lambda_+$, where $\lambda_+$ is the largest eigenvalue of $A$.

**Proof.** Because $\hat{r} \perp v$ and $Av - \mu v = \hat{r}$, by Pythagoras’ Theorem we have

$$
\mu^2\|v\|^2_2 + \|\hat{r}\|^2_2 = \mu^2 + \|\hat{r}\|^2_2 = \|Av\|^2_2,
$$

hence $\mu \leq \|Av\|_2$. Squaring $\theta_+$ from (4.29) gives

$$
\theta_+^2 = \|\hat{r}\|^2_2 + \frac{1}{2}\mu^2 + \mu\sqrt{\frac{1}{4}\mu^2 + \|\hat{r}\|^2_2},
$$

which together with (4.30) shows that $\|Av\|_2 \leq \theta_+$. Since $S$ in (4.27) is positive definite whenever $A$ is, combining (4.27) and (4.28) with Weyl’s bound (Theorem 1.1.7) yields $\theta_+ \leq \lambda_+$.  

\qed
The key issue here is that the inner eigenvalue approximations are much related to the so-called harmonic Ritz values [6,71] of $A$. Indeed, assuming that $A$ itself is positive semi-definite, these are the $k$ positive eigenvalues of the at most rank-2 $k$ matrix

$$\tilde{A}_k = \begin{bmatrix} M & R^* \\ R & T \end{bmatrix}, \quad \text{where} \quad T = RM^{-1}R^*.$$  \hspace{1cm} (4.31)

They can be computed without additional matrix vector multiplications with $A$. Note that we introduced in Section 1.2.1 harmonic Ritz values as the reciprocals of the Rayleigh-Ritz approximations of $A^{-1}$ in the space $AV$. It is well known that for positive semi-definite matrices $A$, the harmonic Ritz values are better approximations of the larger eigenvalues of $A$ than the standard Ritz values. We provide the short argument in Lemma 4.3.5. See also [6].

**Proposition 4.3.4.** The matrix $\tilde{A}_k$ can be decomposed as

$$\begin{bmatrix} M & R^* \\ R & T \end{bmatrix} = \begin{bmatrix} M \\ R \end{bmatrix} M^{-1} \begin{bmatrix} M & R^* \end{bmatrix}.$$  

The blocks

$$\begin{bmatrix} M \\ R \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} -M^{-1}R^* \\ I \end{bmatrix}$$

span the range and null space, respectively, and the nonzero eigenvalues are the eigenvalues of the $k \times k$ matrix

$$UM^{-1}U^* \quad \text{where} \quad \begin{bmatrix} M \\ R \end{bmatrix} = QU$$

is a QR-decomposition. In particular, those eigenvalues are positive.

**Proof.** The statements are all easy to verify. The positivity of the $k$ nonzero eigenvalues follows from Sylvesters Theorem of Inertia. \hfill \Box

The $k$ eigenpairs $(\tilde{\theta}_j, w_j)$ of $\tilde{A}_k$ in (4.31) with positive eigenvalues we label as

$$0 < \tilde{\theta}_1 \leq \tilde{\theta}_2 \leq \ldots \leq \tilde{\theta}_{k-1} \leq \tilde{\theta}_k.$$
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The proposition shows that they can be computed by solving a $k \times k$ eigenproblem and that no additional matrix-vector products with $A$ are needed. We can now easily prove the following bounds. See also \[6, 63\].

**Lemma 4.3.5.** For all $j \in \{1, \ldots, k\}$, we have that

$$\mu_j \leq \tilde{\theta}_j \leq \lambda_j.$$ (4.32)

**Proof.** The left inequalities follow from the Cauchy Interlace Theorem (Theorem 1.1.10) applied to $\tilde{A}_k$. Now, with $\hat{A}$ as in (4.2), recognizing the Schur complement $\hat{A}/M$ shows that,

$$\hat{A} - \tilde{A}_k = \begin{bmatrix} O_k \\ \hat{A}/M \end{bmatrix}$$ (4.33)

is positive semi-definite, hence the right inequalities follow from Weyl’s bound (Theorem 1.1.7).

Observe that, as was the case with the choice $A_0 = O_n$, assuming that from the start of the SPAM method the eigenvector $w_1$ belonging to $\theta_1$ was selected for expansion, the eigenvectors $w_j$, called the harmonic Ritz vectors, lie in the column span of $AV$ and hence, in $K^{k+1}(A,v)$.

Thus, even though we may have improved the inner loop eigenvalue approximations, the SPAM method is still equal to the Lanczos method. It does give, however, valuable insight into SPAM: Lanczos results from the choice $A_0 = O_n$, even after modification of $A_k$ into the positive semi-definite matrix $\tilde{A}_k$. In order to get a method different than Lanczos, we should use less trivial approximations that are based on the structure and properties of $A$ itself, while aiming to retain similar inequalities as in Lemma 4.3.5. For this, we would need the matrices $A - A_k$ to be positive semi-definite. We will investigate this in the following sections.

### 4.3.2 One-sided approximations

Having seen that the trivial choice $A_0 = O_n$, even after after a correction that turns all approximate matrices positive semi-definite, will generally lead to the Lanczos
method, we now turn our attention to approximations from below, by which we mean \( A_0 \) such that \( A - A_0 \) is positive semi-definite.

**Lemma 4.3.6.** If \( A_0 \) approximates \( A \) from below, then so does each matrix \( A_k \).

*Proof.* Combining (4.2) and (4.4) with (4.5) we see that for all \( x \in \mathbb{C}^n \),

\[
x^*(\hat{A} - \hat{A}_k)x = x^*\begin{bmatrix} O_k & \text{ } \\ \text{ } & S - \tilde{S} \end{bmatrix} x = x^*V_\perp^*(A - A_0)V_\perp x \geq 0
\]  

(4.34)

where the last inequality holds because \( A - A_0 \) is positive semi-definite. And thus, \( \hat{A} - \hat{A}_k \) is positive semi-definite, and hence, so is \( A - A_k \). \( \square \)

By Proposition 4.1.2, \( A_k - A_{k-1} \) is an indefinite rank-2 matrix, hence it will generally not be true that \( A_{k-1} \) approximates \( A_k \) from below.

**Lemma 4.3.7.** The following inequalities are valid generally,

\[
\theta_{j-1} \leq \mu_j \leq \theta_j \quad \text{for all } j \in \{1, \ldots, k\},
\]

whereas, if \( A_0 \) approximates \( A \) from below, additionally

\[
\theta_j \leq \lambda_j \quad \text{for all } j \in \{1, \ldots, n\}.
\]

*Proof.* The first set of inequalities applies because \( A_k \) has the same Ritz values as \( A \). See also Section 4.1.2. It is well known that the Ritz values interlace the exact eigenvalues [63] (see also Sections 1.1.4 and 1.2.1). Since \( A - A_k \) is positive semi-definite due to Lemma 4.3.6, the equality \( A_k + (A - A_k) = A \) together with Weyl’s bound (Theorem 1.1.7) proves the second set of inequalities. \( \square \)

Lemma 4.3.7 shows that if \( A_0 \) approximates \( A \) from below, the approximations for the larger eigenvalues of \( A \) that are produced in the inner iteration, will never be worse than the ones obtained in the outer iteration. Moreover, they will never be larger than the corresponding exact eigenvalues. Thus, it indeed makes sense to expand the search space with the eigenvector that is computed in the inner
iteration. Question that remains is how to obtain matrices $A_0$ that approximate $A$ from below.

### 4.3.3 Algebraic construction of approximations from below

Clearly, for any positive definite matrix $H$ we have that $A_0 = A - H$ approximates $A$ from below, even though $A_0$ itself may not be positive definite. The problem is of course how to choose $H$ such that $A_0$ is close to $A$ in an appropriate sense, while its action is considerably less expensive than that of $A$.

If $A$ itself is a positive definite matrix, a purely algebraic option is at hand. Given an index set $\mathcal{I} \subset \{1, \ldots, n\}$ of cardinality $m$, let $E_{\mathcal{I}}$ be the matrix with the standard basis vectors $e_j, j \in \mathcal{I}$ as columns. Then set

$$A_0 = A - H, \quad \text{where} \quad H = E_{\mathcal{I}}E_{\mathcal{I}}^*A E_{\mathcal{I}}E_{\mathcal{I}}^*.$$

The matrix $H$ is the result of a Ritz Galerkin procedure with as search space the column span of $E_{\mathcal{I}}$. For a randomly chosen index set, this space has no a priori relation with $A$ and thus $H$ is probably a relatively poor approximation of $A$ in comparison with, for example, a Krylov subspace approximation.

**Remark 4.3.8.** In this particular situation, it is an advantage if $H$ does not approximate $A$ very well, because it is $A_0$ that should be close to $A$, not $H$. Notice also that $A_0$ has zero entries at positions $(j,k)$ for all $j,k \in \mathcal{I}$ and is, thus, always more sparse than $A$. A priori knowledge of $A$ may lead to a more sophisticated choice of the index set(s) $\mathcal{I}$. If the goal is to approximate the largest eigenvalues of $A$, the index set $\mathcal{I}$ could be chosen such that the smallest diagonal entries of $A$ are selected to put in $H$. Consequently, $A_0$ will share with $A$ the largest diagonal entries, and this may increase its approximation quality. This is illustrated in Figure 4.2.

**Remark 4.3.9.** Notice that $\text{rank}(A_0) \leq 2(n - m)$. For large $m$ this may greatly simplify the computation of the eigendata of $A_0$ and of $A_k$ for small values of $k$.

**Remark 4.3.10.** Although $A$ itself is positive definite, $A_0$ generally is not. It can be made positive definite by adding a Schur complement at the position of
Figure 4.2: Approximating a matrix $A$ from structural engineering from below by a
sparser matrix $A_0$ by subtracting from $A$ a definite matrix $H$; the sparsity plot of $A$
(with 3648 nonzero entries) is on the left and of $A_0$ (with 968 nonzero entries) on the
right. See the experiments with this pair of matrices in Section 4.4.4.

the zero block, as was done in (4.31). Since the Schur complement block is the
smallest correction to $A_0$ that makes it positive semi-definite, the result would still
approximate $A$ from below. However, its computation involves the evaluation of
the inverse of an $(n - m) \times (n - m)$ matrix. It is not clear if the additional
computational effort is well spent. Also without the Schur complement, $A_0$ has as
many positive as negative eigenvalues and is likely to perform better than $A_0 = O_n$.

The rather crude approach that we just described is easy to implement and
and can be applied in the context of the multilevel version of SPAM, mentioned in
Section 4.1.3 The solution of the inner iteration is done using SPAM itself, with
an approximation of $A_0$ that is based on a larger index set than the one that was
used to construct $A_0$ itself.

4.3.4 Natural construction of approximations from below

A situation in which approximations from below are naturally available is the set-
ing of discretized partial differential equations including an elliptic term, either by
the finite difference method or the finite element method [18, 19]. Then removing
the positive definite discrete elliptic operator, either completely or partially, from
the total discrete operator, results in an approximation from below. Indeed, let
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$\Omega \subset \mathbb{R}^3$ be a domain, and consider as an example the problem of finding eigen-modes for the linear operator $L$, defined by

$$L(u) = \lambda u \quad \text{where} \quad L(u) = -\varepsilon \text{div}(K \nabla u) + cu, \quad \text{and} \quad u = 0 \quad \text{on} \quad \partial \Omega. \quad (4.35)$$

Here $\varepsilon > 0$ is a parameter, $K : \Omega \to M_{3 \times 3}(\mathbb{R})$ maps into the symmetric positive definite matrices, and $c \in C(\overline{\Omega})$ is nonnegative. Discretizing this equation with the finite difference method will lead to an algebraic eigenvalue problem of the form $\varepsilon Kx + Mx = \xi x$. The matrix $K$ that represents the discretized diffusion is positive definite. Although sparse, it will generally have more fill-in than the diagonal matrix $M$ that represents the reaction term, and, if $\varepsilon$ is small enough, have smaller entries. Thus, the total discretized operator $A = K + M$ has $A_0 = M$ as a candidate for the approximation matrix: its action is cheaper than the action of $A$ and $A - A_0 = K$ is positive definite. A similar strategy can also be employed in the finite element method, when so-called mass lumping is used in the assembly of the mass matrices.

**Remark 4.3.11.** In this context, the algebraic method can be used to approximate the smallest eigenvalue of $A$ by applying it to $\alpha I - A$ with $\alpha$ such that $\alpha I - A$ is positive semi-definite. Even though the largest eigenvalue usually has no physical relevance, together they would provide good estimates for the condition number of the $A$, which is indeed of interest.

4.3.5 Cutting off the bandwidth

Here we describe an obvious choice of approximating matrices that was used in [69] to illustrate the effectiveness of their method. It concerns symmetric banded matrices. Apart from the approach that we will now describe, in the numerical illustrations of Section 4.4 we also intend to apply our algebraic approximations from below to these matrices.
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Given $0 \leq \epsilon \leq 1$ and $1 \leq q \leq n - 1$, define a matrix $A = (A_{jk})$ by

$$A_{jk} = \begin{cases} 
  j & \text{if } j = k; \\
  \epsilon^{|j-k|} & \text{if } 1 \leq |j - k| \leq q; \\
  0 & \text{otherwise.}
\end{cases} \quad (4.36)$$

In [69] it is proposed to choose as approximating matrix for $A$ a matrix $A_0$ of the same type with a smaller half-bandwidth $\tilde{q} < q$. For instance, for

$$A = \begin{bmatrix} 1 & \epsilon & \epsilon^2 \\ \epsilon & 2 & \epsilon & \epsilon^2 \\ \epsilon^2 & \epsilon & 3 & \epsilon \\ \epsilon^2 & \epsilon & 4 & 1 \end{bmatrix}, \quad \text{the matrix } \quad A_0 = \begin{bmatrix} 1 & \epsilon \\ \epsilon & 2 & \epsilon \\ \epsilon & 3 & \epsilon \\ \epsilon & 4 \end{bmatrix}.$$ 

For each eigenvalue $\theta$ of $A_0$ there is an eigenvalue $\lambda$ of $A$ with

$$|\lambda - \theta| \leq \frac{\epsilon^{\tilde{q}+1} - \epsilon^{q+1}}{1 - \epsilon} \sqrt{n}. \quad (4.37)$$

Indeed, the difference $A - A_0$ is zero except for the bands $\tilde{q} + 1$ to $q$. Each non-zero row contains at most the numbers $\epsilon^{\tilde{q}+1}$ to $\epsilon^q$, and (4.37) follows from the Bauer-Fike (Theorem 1.1.1) theorem and the finite geometric series sum formula. Thus, for values of $\epsilon$ small enough, $A_0$ may be a good candidate to approximate $A$ even though it is generally not an approximation from below. Nevertheless, its eigenvalues are close to the eigenvalues of $A$ and its action is cheaper than the action of $A$. The number of floating point operations required to compute $Av$ is approximately twice as much as for an approximation $A_0$ having half the bandwidth of $A$. In other words, each two matrix-vector products $A_0v$ are approximately equally costly as a single product with $A$.

Cutting off the bandwidth in this fashion makes sense especially if the decay of the size of the off-diagonal entries in relation to their distance to the main diagonal is quick enough. Apart from the example above, this is the case in applications where the boundary element method [84] is used to approximate integral equations. Notice that for such applications also the approach from Section 4.3.3 can be
applied, resulting in both sparse and low rank approximating matrices $A_0$.

4.4 Numerical illustrations

In the previous sections, we have compared SPAM with both the Jacobi-Davidson method and the Lanczos method. We have also studied ways to define an appropriate approximate matrix $A_0$ in the context of the SPAM method. Since the choice $A_0 = O_n$ will effectively lead to the Lanczos method, our starting point in the upcoming numerical illustrations will be to consider SPAM as a boosted version of the Lanczos method. This is, of course, particularly justified if $A_0$ is an approximation of $A$ from below. As discussed in Section 4.2, SPAM can also be considered as an attempt to enhance the Jacobi-Davidson method with one-step approximation as preconditioning. Therefore, we will also present a comparison of SPAM and this version of Jacobi-Davidson. We end this section with a discussion of the numerical results.

4.4.1 Objectives

First, we list the methods and abbreviations that we use to describe them.

- Lanczos (see Section 1.2.3);
- JD($\ell$): Jacobi-Davidson using $\ell$ steps of MinRES to approximate the solution of the exact correction equation (4.16) in augmented form;
- JD(1,$\ell$): Jacobi-Davidson with one step approximation as preconditioner (see Section 4.2) using the matrix $A_0$, and $\ell$ steps of MinRES to approximate the solution of the correction equation (4.16), with $A$ replaced by $A_0$;
- Full SPAM: each eigenproblem for $A_k$ solved in full precision;
- SPAM(1): eigenproblem for $A_k$ approximated with one step of the Jacobi-Davidson method, correction equation (4.20) in augmented form solved to full precision (see Section 4.2);
- SPAM(1,$\ell$): using $\ell$ steps of MinRES to approximate the solution of the correction equation for SPAM(1).
Remark 4.4.1. To minimize the size of the legends in the pictures, we sometimes write LZS for Lanczos, FSP for Full SPAM, SP(1) for SPAM(1), S12 for SPAM(1,2), JD13 for JD(1,3), etcetera.

In the experiments, we give illustrations of the following aspects of SPAM.

- When a nonzero approximation $A_0$ of $A$ from below is used, less outer iterations of Full SPAM are needed to arrive close to the dominant eigenvalue of $A$ than with the choice $A_0 = O_n$, which is equivalent to the Lanczos method with a random start vector.

- Even if the Lanczos method is started with the same approximation of the dominant eigenvector of $A_0$ as Full SPAM, Full SPAM method will still outperform Lanczos in terms of the number of outer iterations.

- Also for other eigenvalues, Full SPAM outperforms Lanczos; this may be expected because in Full SPAM the Ritz Galerkin subspace will be forced in the direction of the appropriate eigenvector in every iteration. In Lanczos, this is done only by means of the start vector. Of course, Lanczos allows efficient implicit restart strategies [75], but also Full SPAM may be restarted. We feel that the comparison would become diffuse and thus we refrain from incorporating restarts.

- We investigate the effect of approximating the desired eigenvector of $A_k$ with just one step of the Jacobi-Davidson method, i.e., we will be comparing Full SPAM with SPAM(1).

- SPAM(1,ℓ) will be compared with JD(1,ℓ), both started with the same initial vector, the relevant eigenvector of $A_0$; i.e., both methods will spend the same number $ℓ$ of matrix-vector products in their inner iteration, where in SPAM(1,ℓ), the matrix will be $A_k$, and in JD(1,ℓ), the matrix will be $A_0$. From the viewpoint of this chapter, this is the comparison that is of most interest. Not only is JD(1,ℓ) the closest related to SPAM(1,ℓ), the difference between the two is solely the fact that the action of $A$ from the outer loop is taken into the inner iteration of SPAM(1,ℓ), whereas in JD(1,ℓ), this is not done. See the discussion in, and particularly at the end of Section 4.2.
Finally, we compare SPAM(1,\(\ell\)) with JD(\(\ell\)). This is perhaps the comparison that the authors of SPAM \cite{69} had in mind: in the inner iteration of JD(\(\ell\)) the original matrix \(A\) is used, whereas in SPAM(1,\(\ell\)) it will be \(A_k\).

We will comment on the computational costs of an inner iteration in comparison to having no such costs (as in Lanczos) or the full costs (Jacobi-Davidson), although these costs may depend very much on the specific problem and the available approximations and even on hardware parameters like available memory.

### 4.4.2 Lanczos versus full SPAM

**Reaction-Diffusion problem, various eigenvalues**

In this section we compare Lanczos with Full SPAM. Our comparison is, for the time being, only in terms of the number of outer iterations. A first naive comparison uses a random start vector for Lanczos, but from then onwards, we start Lanczos with the appropriate eigenvector of \(A_0\). The approximate matrix \(A_0\) is constructed using both approaches described in Sections 4.3.3 and 4.3.4. For this, we discretized the one-dimensional version of (4.35) on \(\Omega = [0,1]\) using finite differences with grid size \(h = 1/33\) with the parameters

\[ \varepsilon = \frac{1}{33^2}, \quad K = 1, \quad \text{and} \quad c(x) = x(1-x)e^{3x}. \]

The resulting \(32 \times 32\) algebraic eigenproblem is of the form \(Ax = \lambda x\), where \(A = D + R\) is the sum of the tridiagonal discretized diffusion \(D\) and the diagonal discretized reaction \(R\). With the approach from Section 4.3.4 we approximate the largest eigenvalue and with the approach from Section 4.3.3 the smallest eigenvalue.

**Natural approximation from below** The left picture of Figure 4.3 illustrates the typical convergence of the Lanczos method with a random start vector. We display the \(k\) Ritz values at outer iteration \(k\) as circles above the value \(k\) of the iteration number on the horizontal axis. Due to the interlacing property, eigenvalue approximations “converge” to either side of the spectrum, and this is emphasized by the connecting lines between Ritz values for different values of \(k\), both upwards
and downwards. In view of Theorem 4.3.1, we could also say that this picture belongs to SPAM with choice $A_0 = O_n$. In the right picture of Figure 4.3, we show in a similar fashion the convergence of SPAM, using $A_0 = R$ as the approximate matrix, as suggested in Section 4.3.4. We see that the convergence towards the largest eigenvalues is stimulated. The costs for this faster convergence is solving a diagonal plus rank $2k$ eigenproblem in iteration step $k$. There exist efficient methods for such eigenproblems based on the secular equation and Newton’s method.

**Algebraic approximation from below** We also tested the algebraic approach from Section 4.3.3 to construct approximations from below. We created a rank-12 approximation $A_0$ of $A$ based on the largest diagonal elements of $A$. Full SPAM and Lanczos were started with the dominant eigenvector of $A_0$ in order to approximate its dominant eigenvalue. The leftmost picture in Figure 4.4 shows that the incorporation of an approximation $A_0$ into Full SPAM has an effect that carries beyond that of creating a better start vector for Lanczos. In the rightmost picture of Figure 4.4, the same was done for the matrix $6I - A$, which is positive definite and has the smallest eigenvalue of $A$ as dominant eigenvalue. Also here, SPAM outperforms Lanczos in terms of the number of outer iterations. In the middle two pictures of Figure 4.4, we plotted the absolute error in the second and fifth largest eigenvalue of $A$. The results are shown from iteration 2 and 5 onwards, respectively, because the Ritz-Galerkin method produces approximations of the second and fifth largest eigenvalues from that iteration onwards. Again, Full SPAM clearly outperforms Lanczos in both cases. Note that, when using Full SPAM to approximate the $p$-th largest eigenvalue, the Ritz-Galerkin subspace in the outer iteration is in each step expanded with the eigenvector belonging to the $p$-th largest eigenvalue of $A_k$. For a fair comparison, we also started Lanczos with the eigenvector of $A_0$ belonging to the $p$-th largest eigenvalue.

**4.4.3 Lanczos versus Full SPAM and SPAM(1)**

**Banded matrices**

In this section we not only compare Lanczos with Full SPAM, but also with SPAM(1), by which we mean that the eigenproblem for $A_k$ in Full SPAM is ap-
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Figure 4.3: Lanczos method (left) with a random start vector, versus SPAM (right) with the discretized reaction term as approximating matrix $A_0$, and the largest eigenvalue of $A$ as target.

proximated using one step of the Jacobi-Davidson method, as explained in Section 4.2. The correction equation that results is still solved to full precision. For our experiments, we took the banded matrix from Section 4.3.5 of size $32 \times 32$ and with $q = 5$ and $\epsilon = 0.5$. In [69], it was suggested to take for $A_0$ the matrix $A$ with a number of its outer diagonals put to zero. We repeated that experiment with $A_0$ equal to the diagonal of $A$, such that here too, $A_k$ is diagonal plus a rank-2$k$ perturbation. The comparison between Lanczos, Full SPAM and SPAM(1) is depicted in the left graph in Figure 4.5. This comparison is initially in favor of Lanczos. This may be due to the fact that the difference $A - A_0$ is indefinite: it has only eleven nonnegative eigenvalues. In the middle left picture we took the tridiagonal part as approximation. This approximation is indeed positive definite and gives better results. Taking the simple algebraic approximation $A_0$ from below from Section 4.3.3 based on the three largest diagonal entries of $A$, which is of rank 6, gives comparable results, but its low rank and higher sparsity make this choice more interesting. In the right graph in Figure 4.5, the largest eigenvalue of $\alpha I - A$ was approximated with the approximation from below that kept the largest three diagonal entries of $\alpha I - A$, and thus the smallest three diagonal entries of $A$. In all cases, the positive effect of incorporating an approximation $A_0$ goes beyond delivering a good start vector for Lanczos. Also in all cases, there is virtually no difference between Full SPAM and SPAM(1).
4.4.4 Lanczos versus Full SPAM and SPAM(1)

Matrices from structural engineering

As a next set of experiments, we took some matrices from the Harwell-Boeing collection of test matrices. They have their origin in the area of structural engineering and are called bcsstk04, bcsstk07 and bcsstk10 and have respective sizes $132 \times 132$, $420 \times 420$ and $1024 \times 1024$. As approximating matrix $A_0$ we took approximations from below keeping respectively the largest 12, 20 and 180 diagonal entries. Recall that in Figure 4.2 we displayed the sparsity plots of $A$ and $A_0$ for bcsstk04. As was the case for the banded matrix in the previous section, Full SPAM and SPAM(1) behave virtually the same, and need less outer iterations than the Lanczos method to arrive at a given accuracy.

Conclusions The main goal of the experiments so far was, first of all, to investigate if Full SPAM is competitive with the Lanczos method in terms of the number of iterations in the outer loop. Solving the eigenproblems for $A_k$ in the inner loop, even if this would not be done to full precision, makes SPAM always more expensive than Lanczos. The experiments in Figures 4.3, 4.4, 4.5 and 4.6 show that
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Figure 4.5: Lanczos versus Full SPAM and SPAM(1) with diagonal (left), tridiagonal (middle left), and with algebraic rank-6 approximation from below (both middle right and right). In the three leftmost pictures, the target was the largest eigenvalue, at the right it was the smallest eigenvalue (i.e., the largest of $\alpha I - A$).

This is the case for different matrices $A$ and different types of approximations $A_0$. Not only for the largest, but also for other eigenvalues of $A$. Secondly, we have illustrated that the use of one step of the Jacobi-Davidson method to approximate the eigenvalue problem for $A_k$ in the inner iteration for SPAM hardly influences its behavior. We will now investigate what happens if the linear system in SPAM(1) is approximated with a small number of steps of the Minimal Residual method, MinRES [61].

4.4.5 Lanczos versus SPAM(1, $\ell$)

Approximating the correction equation of SPAM(1) using MinRES

In this section we investigate the use of $\ell$ iterations of the MinRES method [61] for approximating the solution of the Jacobi-Davidson correction equation (4.20) for the eigenproblem for $A_k$ in the inner iteration of SPAM(1). Each iteration of MinRES requires one matrix vector product with $A_k$, which, for small values of $k$, will be approximately as costly as a matrix vector product with $A_0$. The initial vector of all methods to which the comparison is applied, i.e., the eigenvector of interest of $A_0$, will still be computed in full precision. The resulting method is
Chapter 4. The Spam Method

Figure 4.6: Lanczos versus Full Spam and Spam(1) for bcsstk04, bcsstk07 and bcsstk10, with approximating matrices from below. All three methods used the same start vector. abbreviated by SPAM(1,\ell).

Remark 4.4.2. In SPAM(1,1), MinRES produces an approximation of the Jacobi-Davidson correction equation (4.20) for \( A_k \) in the one-dimensional Krylov subspace with the right-hand side of that correction equation as start vector. Since this is the current residual from the outer iteration, the expansion is the same as for the Lanczos method. We will therefore not display the convergence curves of SPAM(1,1).

In the light of the previous remark, it is reasonable to expect that SPAM(1,\ell) will represent a transition between Lanczos and SPAM(1). Thus, for reference, in the experiments to come, we displayed the convergence graphs of Lanczos and SPAM(1) in solid black lines without any additional symbols. The experiments concern four of the situations that we have already studied. First, we approximated the smallest eigenvalue of the reaction-diffusion problem. For the other three experiments we approximated the largest eigenvalue: in the second, we took the banded matrix with low rank approximation from below, and in the third and fourth the matrices bcsstk07 and bcsstk10 with the respective approximations from the previous section. The results are displayed in Figure 4.7 and confirm the expectations. Even for \( \ell = 2 \) and \( \ell = 3 \), SPAM(1,\ell) resembles SPAM(1) much
more than it resembles Lanczos. It depends, however, very much on the actual application if the gain in the number of iterations is not undone by the costs of \( \ell \) steps of MinRES per outer iteration with the matrix \( A_k \). For instance, in the banded matrix example (second picture in Figure 4.7), the matrix \( A \) itself has 322 nonzero entries and is of full rank, whereas \( A_0 \) only has 33 nonzero elements and is of rank 6, and especially when \( k \) is small, the action of \( A_k \) will not be very much more expensive than the action of \( A_0 \). This, however, brings us to the next question that we would like to investigate, which is, if using \( A_k \) in the \( k \)-th inner iteration instead of \( A_0 \) all along, is going to make any difference, because this is what distinguishes SPAM from Jacobi-Davidson with one-step approximation as preconditioner. As argued in Section 4.2 if SPAM is going to be better, then probably not by very much.

![Graphs showing numerical illustrations](image)

Figure 4.7: Lanczos and SPAM(1) compared with SPAM(1,\( \ell \)) for small values of \( \ell \). Left: reaction-diffusion problem, smallest eigenvalue. Other pictures: largest eigenvalue. Middle left: banded matrix; middle right: bcsstk07; right: bcsstk10. The graphs for Lanczos and SPAM(1) can also be found in Figures 4.4, 4.5, and 4.6.

### 4.4.6 SPAM(1,\( \ell \)) versus one-step preconditioned JD

In the \( k \)-th inner iteration of SPAM(1,\( \ell \)), the Jacobi-Davidson correction equation (4.20) for \( A_k \) is solved using \( \ell \) steps of MinRES. We will now compare this with the Jacobi-Davidson method with one-step approximation as preconditioner, as
was described in Section 4.2. This means that in each inner iteration, the initial approximation $A_0$ is used instead of $A_k$. We will still apply $\ell$ steps of MinRES to solve the corresponding correction equation and denote the resulting method by JD(1,$\ell$). Since one of the aims of SPAM was to save on the costs of the matrix-vector products in the inner iteration, we will also apply Jacobi-Davidson \textit{without} preconditioning, and approximate the exact correction equation \[4.16\] with the matrix $A$ by performing $\ell$ steps of MinRES as well, and denote this method by JD($\ell$). Thus, the differences between these three methods lie in the inner iteration: SPAM(1,$\ell$), JD(1,$\ell$) and JD($\ell$) all apply $\ell$ steps of MinRES per inner iteration step, to a linear equation with matrix $A_k$, $A_0$, and $A$, respectively. Note that in [69], no explicit comparison of SPAM with Jacobi-Davidson was made, even though the methods are so closely related.

The results are shown in Figure 4.8. As expected, JD($\ell$) is the clear winner in all experiments, although the difference with JD(1,$\ell$) and SPAM(1,$\ell$) is not enough to automatically disqualify the latter two. Since the matrix-vector products in their inner iterations are, in general, considerably cheaper than in JD($\ell$), both methods could be competitive. Having said this, the difference between JD(1,$\ell$) and SPAM(1,$\ell$) is quite small and not always in favor of SPAM(1,$\ell$), even though
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SPAM$(1,\ell)$, much more so than JD$(1,\ell)$ uses the information that is available from the outer iteration also in its inner iteration. As argued already in Section 4.2, this may actually be less effective than using only the best information that is available from the outer iteration, as the Jacobi-Davidson method does. So far, the numerical experiments are in favor of using Jacobi-Davidson with one-step preconditioning instead of SPAM$(1,\ell)$.

4.5 Conclusions

The experiments above illustrate mathematical aspects of SPAM as a method for approximating eigenvalues of a Hermitian matrix. Using approximations from below, SPAM can be seen as a boosted version of the Lanczos method in the sense that convergence towards the largest eigenvalues is stimulated. Since Lanczos itself is often used to provide a good start vector for Jacobi-Davidson, SPAM is a therefore a good candidate for this task, too. Since the difference between SPAM and Jacobi-Davidson with one step approximation is small, it may be preferred to use the latter, especially since the latter is even more easy to use. There does not seem to be a significant gain in re-using the action of $A$ on the orthogonal complement $U$ of the current Ritz vector $u$ within $V$ also in the inner iterations in comparison with only re-using the action of $A$ on $u$, as Jacobi-Davidson with one step approximation does. This does not mean that the original idea of the authors [69] of SPAM, to save on the costs of the inner iterations of for instance Jacobi-Davidson, was incorrect. It may well pay off to do so, but this may be done with Jacobi-Davidson with one step approximation just as well. Thus, the main conclusion of this chapter is that the value of SPAM probably lies in providing good initial approximations for the Jacobi-Davidson method.
4.6 Comments on a SPAM linear system solver

The subspace projected approximate matrices $A_k$ could, at least in theory, also be used in the context of approximating the solution $x$ of a linear system of equations $Ax = b$. Indeed, given a sequence of subspaces $V_1 \subset \cdots \subset V_n$ and the corresponding matrices $A_0, A_1, \ldots, A_n$, an obvious idea is to define $x_k$ as the solution of $A_kx_k = b$, assuming that each $A_k$ is invertible. The initial approximation is then, just as in the eigenvalue case, the solution of $A_0x_0 = b$, and following the approach in the eigenvalue case even further, the expansion vector $v$ should be chosen as the component of the approximation $x_k$ that is orthogonal to the current search space $V_k$.

Remark 4.6.1. Approximation methods for linear systems are outside the scope of this thesis. For this reason, below we only provide an extended abstract of the paper [13], to which we refer the interested reader for further details.

Approximations based on the subspace $V_k$

The main challenge is, that in order for the SPAM linear system solver proposed above to be competitive with methods like the Conjugate Gradient (CG) method [34] or the Minimal Residual (MinRES) method [61], it should be possible to solve the approximate systems $A_kx_k = b$ in a very efficient way. By definition of $A_k$, these systems have the following form,

\[
\begin{bmatrix}
V^tAV & V^tAV_{\perp} \\
V^tAV_{\perp} & V^tA_0V_{\perp}
\end{bmatrix}
\begin{pmatrix}
y_1 \\
y_2
\end{pmatrix}
= 
\begin{pmatrix}
V^tb \\
V^t_{\perp}b
\end{pmatrix},
\]

(4.38)

after which the approximation $x_k$ equals

\[x_k = V_{\perp}y_2 + V_{\perp}y_2.\]

Note that $x_k$ is, in general, not an element from the search space $V_k$, but rather an approximation based on $V_k$. As such, the selection mechanism is different than
Ritz-Galerkin or a Minimal Residual type of selection, which would solve

\[ V^t A \hat{y}_1 = V^t b \quad \text{and} \quad \begin{bmatrix} V^t A & V^t \perp A \end{bmatrix} \begin{pmatrix} \hat{y}_1 \\ \perp \hat{y}_1 \end{pmatrix} = \ell. s \begin{pmatrix} V^t b \\ \perp V^t b \end{pmatrix}, \quad (4.39) \]

where \( = \ell. s \) stands for the least-squares solution, and set \( \hat{x}_k = V \hat{y}_1 \) and \( \tilde{x}_k = V \tilde{y}_1 \), respectively. Many iterative solvers, such as CG and MinRES, are based on the selection mechanisms in (4.39). To set up the system (4.38), \( k \) matrix-vector products with \( A \) are needed, which is the same as in the other two approaches displayed in (4.39).

**Employing an \( A_0 \)-orthonormal basis for \( \mathcal{V}_k \)**

Assuming that \( A_0 \) is a symmetric positive definite approximation of \( A \), the basis of the search spaces can be chosen \( A_0 \)-orthogonal. With the \( \perp \)-sign indicating \( A_0 \) orthogonality, the bottom right block \( V \perp A \) in (4.38) becomes the identity matrix. Using block elimination, it can be shown that the computation of \( x_k \) then needs additional \( k \) system solves with \( A_0 \). This is not unreasonable, as long as we would use \( A_0 \) also as preconditioner within CG method and MinRES. Alternatively, one could precondition the system \( A x = b \) before setting up the system (4.38), and then substitute \( A_0 = I \) in the above block system, and use orthonormal bases for the search spaces with respect to the standard inner product. It is then possible to prove that expansion of the spaces with the component of \( x_k \) orthogonal to \( \mathcal{V}_k \) in fact leads to Krylov subspaces. The approximations, however, are not from those spaces, but as already mentioned, rather based on the spaces. They exploit all available information about the blocks \( V \perp A \) and \( V \parallel A \) and doing so, go one step further than CG and MinRES. Since these blocks, for Krylov subspaces, have only one single non-zero entry, the gain, although present, is small. For other subspaces, the gain can be more substantial. Again, for more details on this so-called LinSPAM method, see [13].
This chapter summarizes the contents of this thesis. The initial sections are intended for the reader not familiar with the concepts of eigenvalues and matrices and the connections between the two. The language used is accessible and accuracy and detail were sacrificed in favor of the understanding of the larger issues. The knowledgeable reader may wish to skip to the last section where a more specialized overview of the main results is given.
5.1 The mathematical model

The natural frequency of an object is the frequency at which such object vibrates when hit, touched or disturbed. While some objects might produce sound when vibrating such as the strings in a violin or crystal glasses, others might not. Nevertheless, every object has a natural frequency. Even larger objects such as cars and airplanes, buildings and bridges have natural frequencies. Buildings oscillate when a heavy truck passes down the street or a plane takes off close by. If a structure is not well designed it may vibrate excessively and may even collapse. A famous case was the Tacoma Narrows Bridge in the state of Washington in the United States. The bridge opened on July of 1940 and, not long after, started oscillate excessively. Five months later collapsed. The study of vibrations is, therefore, crucial in civil engineering.

Let us work with a very simple and typical example and see how the study of vibrations relates with the contents of this thesis. Our model is an apartment building with two stories represented in Figure 5.1.

Figure 5.1: Two stories building. The elasticity of the walls is denoted by the $a_j$s, their displacement by the $\tilde{x}_j$s and the mass of the ceilings are denoted by the $m_j$s for $j \in \{1, 2, 3\}$.

To make the model as simple as possible we neglect the mass of the walls and model only their elasticities $a_1, a_2$ and $a_3$ which are known quantities. Only
the ceilings have mass which we denote by \( m_1, m_2 \) and \( m_3 \) and assume to be the same. To simplify even more we assume that \( m_1 = m_2 = m_3 = 1 \). The horizontal movement of the ceilings (horizontal displacement) is represented by the functions \( \tilde{x}_1, \tilde{x}_2 \) and \( \tilde{x}_3 \). We assume further that the foundations of the building are strong enough and thus the base of the building is fixed to the ground. Using the appropriate physical laws governing forces, masses and displacement one can describe the interactions occurring in the building by a system of equations:

\[
\begin{align*}
(a_1 + a_2)x_1 - a_2x_2 &= \lambda m_1 x_1 \\
-a_2x_1 - (a_2 + a_3)x_2 - a_3x_3 &= \lambda m_2 x_2 \\
-a_3x_2 + a_3x_3 &= \lambda m_3 x_3.
\end{align*}
\] (5.1)

The variables \( a_j \) and \( m_j \) in the system (5.1) are known but \( \lambda \) and the \( x_j \)'s are unknown. The system turns out to be even slightly more complicated than what it seems as this is a system of three equations but nine unknowns. In fact, there are three possible values for \( \lambda \) and, for each of them, there is an associated solution made up of the elements \( x_1, x_2 \) and \( x_3 \). The actual solutions, however, depend always on the specific values of \( a_1, a_2 \) and \( a_3 \).

The number of equations in the system depends on the underlying problem. Adding a new floor to the building would result in an additional equation and an additional variable \( a_4 \) but in four extra unknowns (one extra \( \lambda \) and an extra element \( x_4 \) and so to each \( \lambda \) now corresponds a combination of \( x_1, \ldots, x_4 \)).

The system we have just described is simple and small. More complicated structures, and different type of problems may take the number of equations to reach the billions! A famous one is the system arising from Google’s method for determining the order of importance of each webpage. It is estimated that such system of equations contains, currently, more that eleven billion (\( 11 \times 10^9 \) or 11 followed by 9 zeros) equations \[52\]. (Note that the estimated size of the same matrix in 2002 was only about three billion \[55\]). Although such number of equations is still exceptional, standard problems have now about \( 10^6 \) (1 million) equations.
5.2 From systems to matrices

With very small systems, say two or three equations such as the one showed earlier, it is still possible to keep control of all elements. One could, in fact, find a solution using just pen and paper. If, however, the number of equations or the number of unknowns increase, the task becomes more cumbersome. The need arose, thus, to develop a way to represent systems of equations that did not require one to write every element of the system every time. This was solved by grouping all common elements together and defining some rules for their manipulation. We can, thus, write the previous system in an equivalent manner as

\[
\begin{bmatrix}
  a_1 + a_2 & -a_2 & 0 \\
  -a_2 & a_2 + a_3 & -a_3 \\
  0 & -a_3 & a_3
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3
\end{bmatrix}
= \lambda
\begin{bmatrix}
  m_1 & 0 & 0 \\
  0 & m_2 & 0 \\
  0 & 0 & m_3
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3
\end{bmatrix}.
\]

(5.2)

The two large square elements are called matrices and are usually represented using capital letters of the alphabet, say \( A \) and \( M \), respectively. The rectangular elements are named vectors and are usually denoted by lower case letters, for instance \( \vec{x} \). Using the new symbols, system (5.1) in the form of equation (5.2) can, indeed, be expressed simply as

\[
A \vec{x} = \lambda M \vec{x}.
\]

The size of a matrix, that is, the number of rows or columns is equal to the number of equations in the original system. Note that this can reach a few millions! Using the rules defined for the sum and product of matrices and vectors one can show that the solution of problem (5.2), assuming that \( m_1 = m_2 = m_3 = 1 \), is equivalent to the solution of the equation

\[
A \vec{x} = \lambda \vec{x}.
\]

(5.3)

The variable \( \lambda \) is called an eigenvalue (from the German “eigen” meaning proper, thus “proper value”) of \( A \) and \( \vec{x} \) is the eigenvector of \( A \) associated with the eigenvalue \( \lambda \). The number of eigenvalues of a matrix is equal to the number rows and columns of that matrix and, therefore, equal to the number of equations of the
original system. It may happen, however, that some of the eigenvalues are equal. The value of the natural frequency we mentioned in the beginning is obtained from the smallest of those eigenvalues of $A$.

**Perturbation theory**  Perturbation theory for eigenvalues is another component of the study of eigenvalues. In practice, it is not possible to compute the exact eigenvalues of a matrix but just a close approximation. It is, therefore, of interest to understand what happens to $\lambda$ and $\vec{x}$ in the presence of errors for each $a_k$. In other words, what are the values of $\lambda$ and $\vec{x}$ if instead of $a_k$ the actual value is $a_k + e_k$ for some error $e_k$? We may pose the same question in terms of determining the eigenvalues and eigenvectors of a matrix closer to $A$, say $A + E$, for some error matrix $E$, i.e., to solve

$$(A + E)\tilde{x} = \tilde{\lambda}\tilde{x}.$$ 

If, however, the eigenvalues and eigenvectors of $A$ are already known, the investment in computational effort to determine the eigenvalues of $A + E$ may be unnecessary. Perturbation theory attempts to determine the approximate location of the eigenvalues of $A + E$ without explicitly computing them.

**Iterative methods for eigenvalue problems**  Because nowadays the typical matrix is of the order of the millions, computers are needed to determine the eigenvalues and eigenvectors. Iterative methods for eigenvalue problems are computational methods designed to determine a few of the eigenvalues and eigenvectors of a given matrix. These can be a few of the smallest, of the largest or just a few in between. They are called *iterative* because they repeat a certain set of steps over and over. Each step gets us closer to the solution and the method stops once (a very close approximation to) the final solution is found.
5.3 This thesis

Despite the somewhat negative connotation of the word, not every perturbation is a bad perturbation. In fact, while disturbing the matrix entries, many perturbations still preserve useful properties such as the orthonormality of the basis of eigenvectors or the Hermicity of the original matrix.

In the first part of this thesis some of these property preserving perturbations are analyzed. The ultimate goal is to understand how the eigenvalues of the original matrix are influenced by such perturbations. For Hermitian matrices, this resulted in improved Weyl-type bounds for the eigenvalues of Hermitian rank-$k$ perturbations. Their accuracy is dependent on the available eigenvalues and eigenvectors of the original matrix. The same approach is then used to determine bounds for the singular values of perturbations and augmentations of $n \times m$ matrices.

With respect to normal matrices, normality preserving normal perturbations of normal matrices were also considered. For $2 \times 2$ and for rank-one matrices, the analysis is now complete, while for higher rank, all essentially Hermitian normality perturbations are described. The normality preserving augmentation of normal matrices studied by Ikramov and Elsner is revisited and their results are complemented with an analysis on the consequences to the eigenvalues. All augmentations that result in normal matrices with eigenvalues on a quadratic curve in the complex plane are also constructed.

In the second part the Subspace Projected Approximate Matrix (SPAM) method, an iterative method for the Hermitian eigenvalue problem, is investigated from a Numerical Linear Algebra point of view. For certain special choices of the approximation matrix, SPAM turns out to be mathematically equivalent to the Lanczos method. More sophisticated approximations turn SPAM into a boosted version of the Lanczos method. It can also, however, be interpreted as an attempt to enhance a certain instance of the preconditioned Jacobi-Davidson method.
Notation

$I_n$ identity matrix of size $n$
$e_j$ $j$th standard basis vector in $\mathbb{C}^n$ or $\mathbb{R}^n$
$O, O_n$ zero matrix, zero matrix of size $n$
$\vec{0}$ zero vector
$[A, B]$ commutator of $A$ and $B$
$\lambda, \mu$ eigenvalues (usually)
$\rho_A(x)$ Rayleigh quotient
$\kappa_p(A)$ condition number of $A$ w.r.t. the matrix $p$-norm
$\oplus$ direct sum
$\mathcal{H}(A)$ Hermitian part of $A$
$S(A)$ skew-Hermitian part of $A$
i imaginary unit
$\sigma(A)$ spectrum of $A$
$\wp(z), \wp(A)$ polynomial in $z$ or in $A$ (page 62)
$Co(S)$ convex hull of the set $S$
$\Theta(z)$ the $\theta$-real part of $z$ (page 60)
$\Theta^\perp(z)$ the $\theta$-imaginary part of $z$ (page 60)
$\Theta(A)$ the $\theta$-Hermitian part of $A$ (page 60)
$\Theta^\perp(A)$ the $\theta$-skew-Hermitian part of $A$ (page 60)
$\mathbb{T}$ circle group of unimodular numbers (page 60)
$\Pi_k$ projector onto $\mathcal{V}^\perp$ (page 98)
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Matrix Perturbaties - eigenwaarden begrenzen en bepalen

Perturbaties zijn verstoringen. Ondanks de wat negatieve klank van dit woord is niet elke perturbatie een slechte perturbatie. Er zijn perturbaties waaronder nuttige eigenschappen van de matrix behouden blijven, zoals bijvoorbeeld de orthogonormaliteit van de basis van eigenvectoren of het Hermitisch zijn van de oorspronkelijke matrix.

Het eerste deel van dit proefschrift analyseert een aantal van zulke perturbaties. Het uiteindelijke doel is om te begrijpen hoe de eigenwaarden van de oorspronkelijke matrix door dergelijke perturbaties worden beïnvloed. Voor Hermitische matrices resulteert het onderzoek in grenzen voor de eigenwaarden van Hermitische perturbaties van rang $k$, die de klassieke grenzen van Weyl en de recentere grenzen van Ipsen en Nadler verbeteren. Hun nauwkeurigheid is afhankelijk van het aantal beschikbare eigenwaarden en eigenvectoren van de oorspronkelijke matrix. Dezelfde aanpak leidt vervolgens tot grenzen voor de singuliere waarden van zowel perturbaties als uitbreidingen van rechthoekige matrices.

Vervolgens richt het onderzoek zich op normale perturbaties waaronder normaliteit behouden blijft. Voor $2 \times 2$ matrices en matrices van rang één is de analyse compleet, terwijl voor hogere rang alle essentieel Hermitische normaliteitsbehouwende perturbaties worden beschreven. Eerder werk van Ikramov en Elsner op het gebied van normaliteitsbehoudende uitbreidingen van matrices krijgt hier een verdieping, alsmede een aanvulling over de gevolgen voor de eigenwaarden. Het hoofdstuk besluit met de constructie van alle matrixuitbreidingen die resulteren in normale matrices met eigenwaarden op een kwadratische kromme in het complexe vlak.

Het tweede deel van dit proefschrift onderzoekt een iteratieve methode voor Hermitische eigenwaardeproblemen, genaamd de Subspace Projected Approximate Matrix (SPAM) methode, vanuit een numeriek lineair algebraisch oogpunt. Voor een aantal bijzondere keuzes van de benaderende matrix blijkt SPAM mathematisch equivalent te zijn aan de Lanczos methode. Meer geavanceerde benaderingen maken SPAM tot een opgevoerde versie van Lanczos, wat echter ook kan worden uitgelegd als een poging om een bepaalde instantie van de gepreconditioneerde Jacobi-Davidson methode te verbeteren.
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