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PREFACE

This chapter is currently under revision after first submission (with invitation to resubmit) in Nature Geoscience as:

This chapter consists of an overview paper that addresses mountain biodiversity on a global scale. The relationship between geology and biodiversity is explored with state-of-the-art datasets that provide an insight into long-term landscape evolution driving mountainous hotspots of biodiversity. The reason this chapter suits this thesis is the complementary value of understanding the paleohistory of mountains on very different spatial and temporal scales than addressed in the previous chapters. Chapter 7 focuses primarily on drivers of Andean biodiversity on a relatively short time scale in geological terms, while this chapter puts previous work into the perspective through reviewing the importance of long-term geological processes.

To explain contemporary mountain biodiversity, the effects of geological and environmental variables are quantified. In terms of geology, the relative importance on species richness is evaluated by using the timing of exhumation, erosion rates, topography and soils. What becomes evident, and not unsurprisingly, is that climate displays itself as an important explanatory variable for every mountain system around the world. Numerous papers have confirmed the high correlation between contemporary species richness and environment. However, the high correlation does not necessarily explain the main processes driving species richness. Here, the geological history is bound to play an important role. The observed diversity-geology relationship shows a more diverse responsiveness in different mountain systems around the world. In some cases long term erosion is a strong predictor of mountain diversity, while in other recent erosion and climate conditions seem to overrule historically deep time processes. The overview provided in this chapter shows the spatial and temporal complexity of mountain building throughout the globe and hints at the geological variables influencing the buildup of species richness.
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Preface

Mountains are key features of the Earth’s surface and contain a substantial proportion of the world’s species. However, the links between the evolution and distribution of species and the formation of mountains remain poorly understood. Here, we assess the relationship among species richness, geology and climate by integrating existing databases and analysing erosion, relief, soil, climate, and their relation to the geographical distribution of terrestrial vertebrates at global and regional scales. Sites with the greatest species richness correlate with those areas that have the highest annual rainfall and temperatures. Moreover, a link between mountain building processes and
biodiversity is also observed, with species richness correlating with topographic relief, erosion rates on geological timescales, cooling age and heterogeneity of soil types. This link is prominent but under-explored, and likely relates to the feedbacks between uplift and atmospheric circulation through time, mountain orientation and location, and their impact on species diversification and biotic migrations. A better understanding of biosphere-lithosphere interactions would contribute to predicting mountain biodiversity across space and time.

Lithosphere dynamics, including rock formation, exhumation, surface uplift and relief development, as well as related climate change and variability, create diverse environments in mountainous regions (Box 1). Mountain building establishes topographic complexity and creates new habitats where species evolve and diversify. It also provides nutrients to surrounding lowlands, increases sediment delivery and heterogeneity of soil types, affects local and regional climates, facilitates the establishment of immigrant species, leads to in situ speciation, and provides neighbouring areas with newly formed species. At the same time, biome changes linked to orogeny, such as formation of special montane forest types, grassland or alpine vegetation, feed back into climatic and tectonic processes. Biological and geological processes are therefore closely linked, although causal mechanisms frequently remain elusive.

Recent advances in the study of Earth’s surface processes include stable isotope palaeoalitimetry and continued growth of thermochronometric techniques that can be used to constrain the rate and timing of mountain erosion. These advances parallel new methods and increasingly large public databases that allow the estimation of how and where species are distributed and when and under which conditions they originated and diversified. Macroevolutionary, genetic and stable isotopic methods, coupled with growing datasets on species distributions, bedrock age, soil types, palaeoalitimetry, and climate, constitute an unprecedented opportunity to explore how geological and evolutionary processes have interacted in Earth history.

Present-day global and regional biodiversity (Box 2) is highly correlated with contemporary climate, especially temperature and precipitation, meaning that warm and wet climates generally sustain the highest species richness. Biodiversity is also greater in heterogeneous environments, e.g., comprising many soil types and varied topography. Correlative analysis of present-day climate and environmental heterogeneity can explain 50–70% of the variation in regional and global plant and animal species richness. Furthermore, strong correlations between climate and biodiversity are not only evident today but have probably existed for millions of years. However, many important geological processes and variables have not yet been comprehensively assessed when analysing global and regional biodiversity.

Quantifying long-term processes that underlie biodiversity patterns and dynamics is challenging. Such processes include species diversification and dispersal, long-term landscape evolution, and geological and climatic history. In addition, observed diversity-environment relationships are often scale dependent (Box 2), and are stronger for species with large geographic ranges than for small-ranged species whose distributions are more strongly linked to topographic complexity than climatic factors. Such narrowly distributed species are the main feature of the outstanding diversity of mountain regions, strengthening the case for a role of mountain building in generating high biodiversity.
Here, we explore links and feedbacks among mountain biodiversity, geology, and climate. Many of the world’s centres of animal and plant biodiversity coincide with mountain systems, which show contrasting orientations and continental positions (Fig. 1a). We evaluate this apparent correlation with several previously generated geological, climatic and biological datasets, and quantify the relative importance of climate, cooling age (the onset of exhumation of rocks, or in other words their transport to the Earth's surface, as measured by apatite fission-track ages), erosion rates, topography, and soil heterogeneity on species richness. We focus our analyses on terrestrial vertebrates (including birds, mammals and amphibians), whose global species distributions are comparatively well known (Fig. 1b), in contrast to those of plants, fungi, invertebrates and other organisms. We find that relief, cooling age, erosion rates and soil heterogeneity are strong predictors of mountain biodiversity and conclude that geological processes are essential for understanding the evolution and distribution of biodiversity at global and regional scales.

**Global determinants of mountain biodiversity**

We compiled a global dataset at 1° resolution reflecting the distribution of terrestrial vertebrate diversity (Fig. 1b) as well as nine predictor variables (Table 1). These variables were related to climate (precipitation, temperature and their seasonality) and geology (topographic relief, cooling age, long- and short-term erosion rates, and heterogeneity of soil types; see Methods and Supplementary Information) and used as predictors in statistical models to explain spatial variation in vertebrate species richness (the response variable) within and across mountain regions worldwide. We included grid cells that contained the required geological information and lay predominantly above 500 m, thereby excluding lowland areas (see Methods). We used multiple regression models to explain spatial variation in vertebrate species richness as a function of the 9 predictor variables. Of the 20,866 species for which distribution data were available, nearly half (10,340) occur in our mountain dataset.

For climatic variables, the global analysis shows that annual precipitation and mean annual temperature are the two most important predictors of mountain biodiversity, although there is substantial variation among individual sites (Fig. 2a). Both precipitation and temperature exert a positive effect, i.e., most mountain species are found in places with high rainfall and warm temperatures (Fig. 2b,c). The relationship with species richness is linear for temperature and non-linear for precipitation, i.e., the number of species levels off above a threshold of c. 1500 mm rainfall per year (Fig. 2b). These results substantiate previous studies and suggest that water availability and temperature are key factors for predicting latitudinal and elevational gradients of biodiversity for terrestrial vertebrates.

Beyond climate, our analyses provide a first quantitative assessment of the relative importance of geological factors in explaining variation in species richness across the world’s mountains. Topographic relief, cooling age, short-term erosion rate and heterogeneity of soil types are statistically significant predictors in the global model (Fig. 2a). The relationships with relief, short-term erosion and soil types (Fig. 2d,f,g) are positive and linear, probably reflecting a higher carrying capacity of biodiversity in environmentally heterogeneous habitats. In addition, high diversity in mountain regions is accentuated by the overlap of widespread species, and high turnover of species with narrow distributions. These relationships expand our understanding of how environmental heterogeneity and species richness are related and suggest a key role of geological processes in shaping global biodiversity.
Regional assessments
Around the world, mountain ranges have different geological histories, spatial configurations, and orientation in relation to atmospheric circulation patterns, and show different biodiversity patterns (see Fig. 3a and Supplementary Information for characterisation of all mountain systems surveyed here). These characteristics influence temperature gradients, orographic precipitation, seasonality, runoff and associated sediment evacuation. In addition, mountains form in different biogeographic settings, with different levels of pre-existing biodiversity and regional species pools surrounding them. Hence, species may respond differently to the abiotic environment in different regions and determinants of species richness at the global scale may therefore not reflect those at regional scales. We explored this possibility through separate analyses of mountain regions for which statistically sufficient data were available (Fig. 3b–e): North America, the Andes, Eastern Africa, and High Asia.

In all regional models (Fig. 3b–e), climate remains the strongest correlate of species richness, but with varying importance of each variable (precipitation, temperature, and their seasonality) and sometimes contrasting directions of effect (positive or negative). Geological variables are important predictors in all regions, but with varying strength and direction of effect. Below we discuss the likely factors underlying the distinctive results for each region.

North America
Current mountain vertebrate richness (Fig. 3b, Supplementary Fig. S1) peaks in the northern Rocky Mountains, the western edge of the Colorado Plateau, and the southern Sierra Nevada of California. The positive relationship between annual precipitation and richness peaks at c. 600–800 mm/year (Fig. S1) and may reflect the opposing trends of high amphibian richness in areas of higher rainfall versus high mammal and bird richness in areas of high precipitation seasonality and lower rainfall. Temperature range has the strongest effect among the climatic variables (Fig. 3b). The strong positive relationship with diversity contrasts with a negative relationship described for the lowlands. This is likely because annual temperature range is high over the Colorado Rocky Mountains and westward into the Great Basin, where vertebrate richness is also high, and low along the humid Pacific coast, where vertebrate richness is relatively low. Soil heterogeneity is the strongest geological predictor variable, supplemented by long-term erosion and topographic relief (Fig. 3b). Long-term erosion is negatively correlated with species richness, suggesting that areas with strong erosion have low species richness, possibly as a result of glaciations in western North America and highly weathered landscapes.

The Andes
Diversity is highest across the relatively young northern Andes where relief, short-term and long-term erosion are also high (Fig. S2a). High Andean diversity is strongly correlated with high annual rainfall, but temperature gradients and precipitation seasonality also play a role (Fig. 3c, Fig. S2). Among geological variables, topographic relief and short-term erosion play important roles (Fig. 3c). In the relatively young northern Andes, high diversity can be related to mountain uplift, which allowed the establishment and subsequent local diversification of cool-adapted lineages of animals and plants, although a connection between diversification and orogeny is not always evident. This area is also characterised by many recent species radiations, commonly linked to the influence of glacial-interglacial cycles. In the older, central Andes, the orographic barrier is particularly strong, with a warm, wet northeastern side reflecting high diversity (Fig. 3a, red colours), and a colder and drier southwestern side reflecting low diversity (Fig. 3a, blue colours). In the southern Andes,
precipitation patterns are opposite to those in the central and northern Andes. Predominant advection of moisture there comes from the Pacific and creates orographic rainfall in the west (where diversity is highest) and a prominent rain shadow, and less species of both plants and animals in Patagonia in the east.

**Eastern Africa**
Species richness of terrestrial vertebrates peaks in high rainfall areas and decreases where precipitation seasonality is high (Fig. 3d, Fig. S3). The region is characterised by many endemic species, resulting in high overall biodiversity (Fig. 3a). Three geological predictor variables, namely cooling age, long-term erosion rate and soil heterogeneity, show equally strong correlations with vertebrate species richness (Fig. 3d). This region is geologically different to the other regions, shaped by rift processes, widespread volcanic activity, glaciations, and parallel uplift and subsidence. Relatively young mountain orogeny (rifting during the Miocene and Pliocene) resemble the Andes, but here cooling ages are among the highest from our global analysis, reflecting deep-time exhumation history, while long term erosion values are relatively low. Both are negatively correlated with biodiversity (Figs. 3d, S3), suggesting that high cooling age and long term erosion relate to low species richness. Echoing the geological history of young and old mountain formations, biodiversity consists of recent radiations as well as older relict taxa.

**High Asia**
The Central Asian highlands (hereafter 'High Asia') include the Qinghai-Tibetan Plateau and the Tianshan, Hindu-Kush, Himalayan and Hengduanshan mountain regions (Fig. 3a). High Asia harbours a high diversity of vertebrates (Fig. 3a) as well as vascular plants. Vertebrate diversity is highest in the southern and southeastern parts of the region, reflecting a strong positive effect of precipitation and temperature on species richness (Fig. 3e). This region is under pronounced influence of both South Asian and East Asian monsoons, and is dominated by a warm, humid climate and subtropical-tropical vegetation, which co-occurs with high biodiversity (Fig. 3a). In contrast, the temperature extremes on the Qinghai-Tibetan Plateau, which are reflected in high temperature seasonality, coincide with low species diversity and explain the negative relationship between vertebrate diversity and temperature annual range (Fig. 3e). Among geological variables, which similarly to climatic variables show large regional variations (Fig. S5, Fig. S6), cooling age and long-term erosion are the strongest predictors of vertebrate diversity (Fig. 3e). The highest erosion rates (long and short term) are found where climate and topographic gradients are strongest (Himalayan and Hengduanshan mountain regions), reflecting the strong climate-topography interaction over different time scales. Cooling ages show a similar positive effect on species richness, indicating that vertebrate diversity peaks in areas where environmental heterogeneity is high. Biodiversity in this region stems from deep-time speciation due to mountain uplift and related climate changes and recent diversification related to Quaternary climate oscillations.

**From patterns to processes**
Our global and regional assessment of geological and climatic variables and their relation with biodiversity highlights that i) precipitation and temperature are the most important predictors; and ii) topographic relief, cooling age, erosion rates and soils also play an important role. We note that all studied mountain ranges in the Inter-Tropical Convergence Zone are perpendicular in orientation relative to atmospheric circulation, and hence strongly alter regional and global climate. Moreover, all mountain ranges have areas with high precipitation (Fig. S5), reflecting orographic rainfall when moist air is forced upwards over
mountain terrain. Ultimately it is mountain building that drives regional climate, and thus the high precipitation patterns and temperatures that shape biodiversity.

In contrast to climate, cooling ages and erosion rates vary depending on the orogenetic history of the mountains (Fig. S6a–e). For instance, cooling ages are highest in Eastern South America, Africa and Australia (Fig. S6b) whereas high erosion (following climatic fluctuations) is particularly evident in the northern and southern Andes, southern High Asia and the European Alps (Fig. S6c–d). This partly reflects that convergence and uplift have been significant in the last 10 Myr and that convergence is still ongoing, but less so in areas with older tectonic activity. This may explain why long-term erosion has opposite effects on species richness in Eastern Africa and High Asia (Fig. 3), and why erosion and cooling ages show different trends in the global and regional analyses Fig. 2, Fig. 3).

To fully understand the patterns and correlative relationships identified here, we also need to understand the underlying ecological and evolutionary processes on long and short time scales, involving both biotic and abiotic factors. Our results suggest a strong interaction between mountains and biodiversity, which could take form in various ways and at different stages (Fig. 4). For instance, terrain uplift occurs through tectonism, volcanism and isostasy over millions of years. This process has affected regional climates through orographic precipitation and elevational temperature gradients (Fig. 4a), and even global climates through effects on global circulation patterns. As a consequence, vegetation changes along elevational gradients, and this creates ecological opportunities for species to adapt to different vegetation zones. Nevertheless, how biodiversity changes along these elevational gradients varies across mountains and species richness gradients might peak at different elevations.

Biodiversity in any system—whether a mountain, island or continent—is ultimately regulated by three processes: speciation, extinction, and dispersal. Mountains may increase speciation by causing genetic isolation of once connected populations, leading to an increase in species richness (Fig. 4d). This is facilitated by the creation of novel habitats and niche spaces that may be quickly filled by species radiations, resulting in many endemic species adapted to particular climate regimes, soil types and vegetation belts. Climatic fluctuations of the Plio-Pleistocene have also led to drastic changes in mountains at temperate and tropical latitudes. In high mountains (at latitudes and altitudes prone to repetitive glaciations), surface processes strongly reshaped the relief through denudation and erosion. This has increased environmental heterogeneity and created diverse microclimates, further favouring speciation.

Species may also go extinct (Fig. 4e) as tectonic activity ceases, mountains decay and habitats disappear due to erosion, similarly to what happens when volcanic islands and their biota subside. Furthermore, entire populations can be annihilated by stochastic events such as landslides and eruptions, or if high-elevation species have nowhere to go when global warming drives them upslope. Mountain biodiversity can also increase with the arrival of immigrant species from other mountain systems (Fig. 4f), either through active or passive dispersal (e.g., flying birds or bats and the seeds they carry). Climatic fluctuations can then trigger dispersal of populations between peaks and valleys, leading to further opportunities for speciation by isolation and secondary contacts. Mountains may also sustain ancient organisms that only need to move short distances to keep their preferred environment during climate change. Mountains thus constitute dynamic systems and act as cradles and museums of biodiversity.
Looking ahead
To further advance the integration of geological and biological sciences, we do not only need more data: we also need to carry out new analyses of both biotic and abiotic parameters. From biology, increased andhigher resolution data oncurrent and past species distributions and diversity patterns are extremely important, focusing on poorly explored areas and less-studied taxonomic groups, such as invertebrates along elevational gradients in tropical mountains. It is furthermore important to understand species’ characteristics (i.e., ecological traits and biotic interactions) because these influence species coexistence, affect responses of species to environmental gradients and determine their functional role in ecosystems. Beyond taxonomic and functional analyses, we also need to analyse phylogenetic diversity and the evolutionary history of organisms.

Opportunities for the Earth sciences are equally manifold. We highlight the need for interfacing Earth surface-processes and tectonic studies with phylogenetic techniques to facilitate comparisons of competing hypotheses with respect to the timing of surface uplift. Similarly, compilations of biologically relevant variables identified here in both past and present environments would provide essential insights currently insufficiently integrated. Finally, we need to establish robust palaeoaltimetry reconstructions and accurate erosion-rate histories that take into account topographically induced feedbacks in the global climate system, including changes in atmospheric circulation.

We thus urge geoscientists to enhance their efforts in understanding feedbacks between topography, erosion and atmospheric circulation through time, and biologists to include Earth surface processes and palaeoaltimetry data into biodiversity models. Integrating approaches and data from biology and geosciences into a common research framework is still in its infancy, but undoubtedly opens new research avenues for understanding the distribution and evolution of life on Earth.
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One of the key questions among biogeographers and ecologists is: *What influence do mountain building and climate have on the evolution and distribution of species, and how can these factors be teased apart*? This debate parallels a paradigm shift that has unfolded in the geoscience community. For three decades, geoscientists have been wondering: *Are the highest peaks in the world formed only due to tectonic processes, or does the sedimentary record observed around mountain belts in the world involve a positive feedback between climate change and tectonics as a consequence of Plio-Pleistocene climatic oscillations*?

As a consequence, reconstructing topography of the world’s largest mountain ranges has gained considerable momentum mainly through the advent of stable isotope palaeoalitmetry (e.g. 83, 84, 85). Available data indicate that some mountain systems such as the Southern Alps and parts of the central Andes (e.g. 83, 86) have uplifted fast and relatively recently while others show clear evidence for Neogene (European Alps, Himalaya 87, 88) or even older (e.g. North American Cordillera; Tibet 89, 90) topography.

Mountains are high when the density and thermal structure of the continental crust (and upper mantle) result in high buoyancy (i.e. high upward force exerted by the mantle). Global topography is therefore the combined result of isostasy (i.e. floating of the Earth’s crust at an elevation that depends on its thickness and density) with respect to the upper mantle, tectonic processes that modify the density structure of the crust and surface processes such as erosion, sedimentation and anthropogenic land use that shape our planet. Because of the height these mountains achieved, they interfered with global atmospheric circulation patterns and contributed to Plio-Pleistocene global cooling (e.g. 91, 92, 93). Intensified erosion may have enhanced weathering of silicate-rich rocks, fostering chemical reactions that promote removal of CO₂ from the atmosphere and storage in the sedimentary record of continental and marine basins. This process exacerbated the intensity of long-term climate change while effectively reshaping mountain relief. Because erosion is not necessarily uniform, with rivers and glaciers incising valley bottoms, isostasy can induce uplift of mountain peaks while overall elevation decreases.

Advances in the field of thermochronology now enable geoscientists to accurately quantify timing and rates of erosion and exhumation – and thus estimate relief formation – around the globe. The migration of rock towards the Earth’s surface can be measured within minerals that preserve the timing of when thermal boundaries in the upper 10 km of the crust were crossed. This and other recent techniques make it possible to quantify global long-term erosion patterns with a sedimentary record of Neogene-Quaternary age (e.g. 95). Meta-analyses of global databases on erosion rates through time show a significant increase in erosion since 6 Ma, and especially since 2 Ma. These increases in erosion rates occur at all latitudes, but mostly in glaciated terrains. Slow erosion characterises Australia and Scandinavia, and very high rates—especially at mid-latitudes—are common in the Southern Alps, Taiwan, Papua New Guinea, the Himalayas, the Andes and Alaska.

Collectively, the interplay of surface uplift, weathering and erosion, relief development and climate change set the stage for biological evolution on local to regional scales.
**BOX 2 | Mountain biodiversity**

Biological diversity (biodiversity) describes the variation of life at all levels of biological organization. Among several available biodiversity measures, the most commonly used is species richness, a simple count of the number of species in an area. While species richness treats all species equally, other biodiversity measures such as (phylo)genetic and functional diversity. We consider the relatedness and the differences in morphological, physiological and phenological traits of species in a community. All patterns of biodiversity strongly depend on the spatial scale at which they are measured, which is particularly important for mountains (Fig. B2).

Biologists often differentiate among alpha-, beta-, and gamma-diversity. Alpha-diversity refers to the species richness measured at small spatial scales (such as plots, transects and mountain tops). Beta-diversity describes the change in species composition over space, e.g., from one plot or one community to the other. Gamma-diversity is the number of species in a larger spatial unit, e.g., in an entire mountain range or a grid cell (as used in this study).

Different data sources can be used to study patterns of mountain biodiversity: (i) Range maps, which are polygons that depict the distribution of a species, usually drawn by experts for a particular taxon (as for the mammal and amphibian distribution data used in this study). However, range maps are only available for a limited number of organisms, including terrestrial vertebrates and a few plant groups. Range maps usually have a continental or global extent, but they are analysed at a coarse resolution (e.g., 1° × 1° grid cells) because they tend to predict false presences at finer resolution due to variation in landscapes and habitats. (ii) Species inventories, which are lists of species in a given area which allow reliable comparisons of species richness, endemism and other dimensions of biodiversity among regions and globally. Their spatial resolution (area covered) varies, typically from 0.5 hectare plots to national parks, but is finer than those of range maps. (iii) Geo-referenced species occurrences from natural history collections and observations, which comprise hundreds of millions of records in public databases (such as gbif.org, mol.org and mountainbiodiversity.org). This data source has the finest resolution (with uncertainty in the range of meters to kilometres), but is prone to uneven sampling activity and several sources of bias. Species occurrence records are the basis for species distribution models (SDMs), which estimate the geographic distribution of individual species based on environmental associations.
Figure B2 | The relation among alpha, beta and gamma diversity in mountain systems. In each of the mountains depicted, an elevational transect containing six inventory plots yields six measures of alpha-diversity (lower graph). When the species found among plots of the same transect vary a lot (high beta; red transect), the total diversity estimated for the mountain (gamma diversity) is generally also high (upper graph).
**Figure 1** | The world’s mountains and centres of biodiversity. a, Montane regions as depicted from a high-resolution (ca. 1 km) digital elevation model of the Earth\textsuperscript{79}. The Greenland ice sheet is plotted in white. b, Biodiversity illustrated as the number of species of terrestrial vertebrates (birds, mammals and amphibians) present in 1° grid cells\textsuperscript{80,18}. Maps are plotted with natural-breaks classification and a World Geodetic System projection (WGS 1984).
Figure 2 | Global determinants of biodiversity across the world’s mountains. a, Relative importance (standardised coefficients) of predictor variables from the global multi-predictor model across 1° grid cells within mountain regions, relating species richness of vertebrates to climatic (blue) and geological (green) predictor variables (the direction of effect is indicated as + or -). b–g Partial residual plots of predictor variables from the same model. Partial residuals represent the relationship between a response and a predictor variable when all other predictor variables in the model are statistically controlled. Predictor variables are explained in the inset and in Table 1.

Abbreviation of predictor variables:
PREC, annual precipitation
TEMP, mean annual temperature
TEMP RANGE, temperature annual range
PREC SEASON, precipitation seasonality
RELIEF, topographic relief (elevational range)
COOL AGE, cooling age
LONG EROSION, long-term erosion rate
SHORT EROSION, short-term erosion rate
SOIL, number of soil types
Figure 3 | Regional determinants of mountain biodiversity. a, Variation in species richness of terrestrial vertebrates for all included grid cells (n = 327) and the eight mountain regions summarised in this study. b–e Results from analyses of four mountain regions with sufficient sample sizes (>30 grid cells), illustrating the relative importance of each variable, as well as the relation between the predominant geological variable and richness. b, North America; c, The Andes; d, Eastern Africa; e, High Asia. For High Asia, cooling age and long-term erosion rate have equal predictive power and only one is shown. See Figure 2 and Table 1 for abbreviations of predictor variables.
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Figure 4 | Mountain building and biodiversity. 

a, Key mountain building processes. (Modified from106). 
b, Typical vegetation zones along elevational gradients (illustrated with an example from the Andes81). 
c, Four main patterns of species richness change along elevational gradients (red: decreasing trend; blue: low-elevation plateau; yellow: low-elevation plateau with a mid-peak; brown: midpeak; modified from46. 

d, Speciation increases species richness, e.g. through genetic isolation of populations and adaptation to different soil types or vegetation zones at higher elevations9. Surface uplift leads to the formation of new habitats which can trigger speciation and the accumulation of local endemics. 
e, Extinction of species (illustrated with red crosses) decreases species richness, e.g. when mountain habitats disappear due to erosion, landslides or volcanic eruptions, or when global warming drives species upslope (mountain top extinctions). 
f, Dispersal increases species richness when new immigrant species arrive from other mountain systems. Such Immigrant lineages can then undergo local speciation which further increases species richness9.
Figure 4 | Mountain building and biodiversity.

a), Key mountain building processes. (Modified from 106).
b), Typical vegetation zones along elevational gradients (illustrated with an example from the Andes 81).
c), Four main patterns of species richness change along elevational gradients (red: decreasing trend; blue: low-elevation plateau; yellow: low-elevation plateau with a mid-peak; brown: midpeak; modified from 46.
d), Speciation increases species richness, e.g. through genetic isolation of populations and adaptation to different soil types or vegetation zones at higher elevations 9. Surface uplift leads to the formation of new habitats which can trigger speciation and the accumulation of local endemics.
e), Extinction of species (illustrated with red crosses) decreases species richness, e.g. when mountain habitats disappear due to erosion, landslides or volcanic eruptions, or when global warming drives species upslope (mountain top extinctions).
f), Dispersal increases species richness when new immigrant species arrive from other mountain systems. Such immigrant lineages can then undergo local speciation which further increases species richness 9.
Table 1 Climatic and geological predictor variables used for analysing vertebrate species richness across the world’s mountains.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description*</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PREC</td>
<td>Annual precipitation</td>
<td>mm year⁻¹</td>
</tr>
<tr>
<td>TEMP</td>
<td>Mean annual temperature</td>
<td>°C × 10</td>
</tr>
<tr>
<td>TEMP RANGE</td>
<td>Temperature annual range (maximum temperature of warmest month minus minimum temperature of coldest month)</td>
<td>°C × 10</td>
</tr>
<tr>
<td>PREC SEASON</td>
<td>Precipitation seasonality: coefficient of variation of monthly values</td>
<td>mm</td>
</tr>
<tr>
<td>Geology</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RELIEF</td>
<td>Topographic relief: range in elevation</td>
<td>m</td>
</tr>
<tr>
<td>COOL AGE</td>
<td>Cooling age: mean value of apatite fission-track ages</td>
<td>myr</td>
</tr>
<tr>
<td>LONG EROSION</td>
<td>Long-term erosion rate derived from apatite fission-track values</td>
<td>km myr⁻¹</td>
</tr>
<tr>
<td>SHORT EROSION</td>
<td>Short-term erosion rate measured as total stream power index weighted with precipitation data</td>
<td>W m⁻¹</td>
</tr>
<tr>
<td>SOIL</td>
<td>Number of soil types</td>
<td>count</td>
</tr>
</tbody>
</table>

*Sources of data are provided in Supplementary Table S1.
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METHODS

Distribution data
All distribution data of terrestrial vertebrates were compiled at 1° × 1° latitude-longitude grid cells1. The global range maps of virtually all amphibians (6086 species) and non-marine mammals (5148 species) were based on IUCN Global Assessment distributional data for native geographic ranges2,3. Breeding distributions for 9650 non-pelagic species of birds were extracted from a comprehensive global distribution database for all birds4. Geographic ranges represent a conservative extent-of-occurrence of the breeding areas of species, based on museum specimens, published sight records, expert opinion, and spatial distributions of habitats.

Predictor variables
We used a total of nine predictor variables (Table 1 & Table S1) which we considered of potential relevance in predicting species richness of vertebrates in the world’s mountains. The variables reflected climate (annual precipitation, mean annual temperature, temperature annual range, and precipitation seasonality) and geology (topographic relief, cooling age, long-term erosion rate, short-term erosion rate, and number of different soil types). These predictor variables are described in more detail below, and an overview with data sources is given in Supplementary Table S1.

Climate
Climate variables (PREC, TEMP, TEMP RANGE, PREC SEASON; Table S1) were extracted from WORLDCLIM5 (version 1.4, release 3, available at http://www.worldclim.org/) as mean values per 1° × 1° grid cells using ArcGIS 10.36.

Topographic relief
To quantify topographic heterogeneity, we measured relief as elevational range (RELIEF). We used the zonal statistics in the Spatial Analyst extension of ArcGIS version 10.36 and obtained the elevational range (maximum minus minimum altitude) in meters within each 1° × 1° grid cell. Elevational data were available from the SRTM database at 90 m resolution (version 4.1)7.

Cooling ages
The cooling ages (COOL AGE; Table S1) are synonymous with apatite fission track (AFT) ages. Cooling ages provide an estimate of the time since a rock went through a given closure temperature8 (Dodson, 1973) as it travels through the Earth’s crust. Based on knowledge of the Earth’s crust thermal state, or using a thermal model, these can be converted into exhumation/denudation rates at the time scale of the apparent age. In particular, cooling ages yield information on the timing since a rock passed through the 2–5 km window (in normal conditions, which is equivalent to c. 60°–120°C temperature) during cooling, as a result of upper crustal tectonic and/or surface processes. AFTs are formed when charged particles are released by the spontaneous nuclear fission of uranium 238 in apatite crystals. The highly-charged particles released by the fission reaction damage the lattice of apatite crystals. The damage appears as linear features which are referred to as fission tracks. The number of fission tracks in a crystal can then be used to measure the time since the formation of the apatite grains. We used the global AFT dataset from Herman et al. (2013)9 and compared the AFT estimates with the South American dataset from Hoorn et al. (2010)10, completing the data where they were missing from Herman et al. (2013)9. In addition, the AFT database was extended by taking into account other previous work11,12,13,14,15,16 which had not been
included in the Herman et al. (2013)\(^9\) dataset. Most ages were processed using the ‘External Detector Method’\(^{17,18,19,20,21,22}\). It is worth stressing here that cooling ages may not necessarily be associated with recent/ongoing tectonic or erosional events. We included cooling age as a proxy for when at least part of a mountain range was formed (but not necessarily its surface). This variable is thus linked to above-ground geophysical processes that could affect biodiversity.

**Erosion rates**

We calculated erosion rates at two different timescales. The first one reflects long-term erosion (LONG EROSION), i.e. acting on geological (>1 million-year) timescales, which are defined as the average rate of erosion for a period of time >100 ka. The second variable reflects short-term erosion (SHORT EROSION), which is measured on a human (1–10 yr) timescale and is eventually overridden by long-term erosion.

We used a global compilation of thermochronometric data to estimate LONG EROSION, applying two independent methods. First, steady state long-term erosion rates were estimated using the software Age2edot\(^{23}\), referred to below as Brandon’s method. Second, we used a formal inversion approach designed to interpret spatially distributed data \(^{24,9}\), referred to below as Fox-Herman’s method. We acknowledge that there are several general limitations when using cooling ages to infer erosion rates and how they vary with time. For instance, erosion rates derived from a single thermochronometer heavily depend on knowledge of the Earth’s crust thermal field. In most cases, the thermal field is poorly known and a thermal model must therefore be used. This limitation can in part be circumvented by collecting samples at different elevations (in which case the slope of the relationship between age and elevation provides an estimate of the exhumation rate) or using thermochronometers with different closure temperature. Furthermore, a thermochronometric age only provides an estimate of the erosion rate integrated over the time defined by its apparent age, and care must be taken when comparing observations made across different timescales.

With Brandon’s method, Age2edot solves the heat transfer equation and enables to convert an age into an erosion rate, assuming that erosion rate has remained steady through time. The thermal field is represented by the steady-state solution for a crustal block with a thickness \(L\) (km), a thermal diffusivity \(\kappa\) (km\(^2\) Myr\(^{-1}\)), a uniform internal heat production \(HT\) (\(^{°}\)C Ma\(^{-1}\)), a steady surface temperature \(T_s\) (°C) and an estimate of the near-surface thermal gradient for no erosion (°C km\(^{-1}\)). These thermal parameters are usually estimated, at least in part, from heat flow studies. This model does not account for transient thermal effects\(^{25}\) or the 3-D effects of topography\(^{26}\). To illustrate how this method works, Fig. S7 shows a hypothetical example of how long-term erosion rates are related to AFT age estimates using Age2edot (thick black line). The thin black lines show that an AFT age of 1 Myr corresponds to a long-term cooling rate of 1.8 km Myr\(^{-1}\). The method was applied to the AFT data only. Regionally available parameters as available from different scientific publications were used in the model. A summary with the list of references from which regional parameters were derived is provided in Supplementary Table S2.

The second method, i.e. the Fox-Herman’s method, is described in detail in Fox et al. (2014)\(^{24}\) and Herman et al. (2013)\(^9\). The objective of this approach is to formally invert spatially distributed thermochronometric data into maps of erosion rates back in time. This method has some advantages in comparison to Brandon’s method. It exploits the information contained in both age-elevation profiles and multi-thermochronometric systems strategies, and it accounts for the conductive effects of topography on the underlying isotherms. The method relies on the fact that cooling age \(\tau\) and erosion rates \(\Box\) can be related through the following integral:
\[
\int_{0}^{z} \varepsilon(t) \, dt = z_c
\]

where \( z_c \) is the closure depth, i.e., the depth of the closure temperature \( T_c \). A one-dimensional thermal model that solves the heat transfer equation and includes a spectral solution for the effects of topography on the shape of the isotherms enables to estimates the thermal field. The depth of closure temperature is computed by extracting the cooling history of each sample and using the Dobson's equation. Here four thermochronometric systems were included, as explained in Herman et al. (2013). To obtain a useful numerical solution for equation (1), Fox et al. (2014) and Herman et al. (2013) discretise the integral, in terms of a summation, in which erosion rate is parameterised as a piecewise constant function over fixed time intervals. A thermochronometric age is thus represented by a linear equation, and a suite of \( n \) thermochronometric ages, of this way becomes a linear system of independent equations:

\[
A \varepsilon = z_c
\]

In this last, \( z_c \) is the vector with \( n \) different closure depths, \( \varepsilon \) is a vector with unknown erosion rates and \( A \) is a matrix of cooling ages. Using the regularization method Fox et al. (2013) solved the under-determined inverse problem. They suppose that erosion rates are correlated in space by means of a covariance matrix \( C \). This last matrix is constructed for all time intervals using the horizontal distance \( (d) \) between data points \((i,j)\) and the correlation function:

\[
C_{ij} = \sigma_c^2 e^{-\frac{d}{\lambda}}
\]

where \( \lambda \) is a specified correlation length (30 km). The solution to the inverse problem for the erosion rate \( \varepsilon \) is (24, 9)

\[
\varepsilon = \varepsilon_{pr} + CA^T \left( ACA^T + C_c \right)^{-1} \left( z_c - A \varepsilon_{pr} \right)
\]

\( \varepsilon_{pr} \) is the a priori expected value for the erosion rate and \( C_c \) is a diagonal matrix with the estimated data uncertainty.

By defining the resolution matrix \( R \) as:

\[
R = CA^T \left( ACA^T + C_c \right)^{-1} A
\]

it is possible to evaluate the correction to the prior obtained model; \( R \) is integrated across the spatial dimensions.

Once the erosion rate is calculated for an area, the results were spatially interpolated on a regular grid to limit sampling biases. This was done for different time intervals 0–2 Ma, 2–4 Ma, 4–6 Ma, 6–8 Ma, 8–10 Ma, and 10–12 Ma, termed here Avg_HERMXY (where XY represents the interval X–Y). It is not possible to extend beyond 12 Ma because this introduces a considerable degree of uncertainty. An average long-term erosion rate (Avg_HERMER; km/Ma) was finally calculated for the interval between 12 and 0 Ma.

Both long-term erosion rate estimates from Brandon's method and the average long-term erosion rate derived from Fox-Herman's method (Avg_HERMER) were strongly correlated (Spearman rank correlation \( r = 0.92 \)). Both long-term erosion rates were tested in the multi-predictor regression models (see below) and resulted in qualitatively similar results. Moreover, all long-term erosion rates derived from Fox-Herman's method for a specific time interval (0–2 Ma, 2–4 Ma, 4–6 Ma, 6–8 Ma, 8–10 Ma, 10–12 Ma) were highly correlated
For the calculation of short-term erosion rates (SHORT EROSION), we used the total stream power (TSP) as a proxy for present-day erosion rates. In general, predictions of the intensity of short-term erosion can be estimated using the erosion-index approach\(^\text{27,28}\). The erosion index can be calculated in different ways as a function of stream power, which is the rate of potential energy expenditure by flowing water. This concept has been used extensively in studies of erosion, sediment transport, and geomorphology as a measure of the erosive power of rivers and streams\(^\text{29,30}\). Stream power is commonly described as the capacity for flowing water to carry out geomorphic work\(^\text{31}\). It is a gravitational potential energy that acts as the driver for the fluvial system. This energy is converted into kinetic form through the downslope flow of water, where due to the conservation of energy; any energy lost due to falling must be converted into another form\(^\text{32}\). This transformed energy is what has the potential to erode channel beds or transport sediments.

For our purpose, we calculated the short-term erosion rate as TSP following refs\(^\text{27,33}\) as:

\[
e = k A^n S^m
\]  

(1)

where \(e\) is the local incision rate, \(A\) is upstream drainage area (used as a proxy of discharge), \(S\) is local slope, and \(m, n\) and \(k\) are constants. The parameter \(k\) is mainly related to bedrock erosion ability. Assuming that the lithology for different areas is uniform (i.e. \(k = 1\), we incorporated spatial variations in precipitation \(P\) in order to study their influence on spatial variability of the erosion potential\(^\text{28}\).

\[
TSP_P = \sum (A_P P) S
\]  

(2)

where \((A_P)\) is the pixel area, \(P\) is the average precipitation from 1961 to 1990, and 1998 to 2009\(^\text{34,35}\), the summation sign implies summing along the flow-lines the area in order to calculate the flow accumulation. For the flow accumulation area (or drainage area) and the slope \((S)\) required for the \(TSP_P\) equation (Equation 2) we used the Digital Elevation Models (DEM) from SRTM 90 m Database 4.1\(^\text{17}\). Slope values were calculated from the DEM in degrees using the slope function within the Spatial Analyst extension in Esri ArcGIS version 10.3. The resulting slope grid was then divided by 100 to gain slopes in m/m. The calculation of the discharge grid requires catchment area grids and discharge data. For each cell, catchment area was calculated using the flow accumulation grid. Flow accumulation represents the upstream area of a grid. Therefore, in a 1 m grid, flow accumulation is also upstream catchment area in m\(^2\). For the 5 and 10 m grids, the square of each grid cell was calculated, resulting in a reasonable estimate of catchment area for each cell on the grid in m\(^2\). Problems arising from the neglected measurement of diagonally contiguous pixels are considered negligible, because the DEM was corrected using the fill method in Esri ArcGIS version 10.3 before initiating calculations.
Soils
We obtained an estimate of soil heterogeneity (SOIL) per grid cell. This was calculated as the number of soil types present in each 1° × 1° grid cell as derived from a new global dataset of soil information\(^3\). The data was obtained by using the FTP interface (ftp.soilgrids.org) to access the 1km global grid of soil data based on the World Reference Base (WRB) for soil resources\(^3\). We used the variable that describes the taxonomic group of the WRB classification, version TAXGWRB_02_apr_2014. For each grid cell the number of different taxonomic soil groups was calculated using the ArcGIS Spatial Analyst tool.

Statistical analysis
Global dataset
A total of 501 grid cells were initially available for the global analysis. These grid cells contained ≥80% of area above 500 m and information on all variables, i.e. vertebrate species richness, climate, and geology. However, the number of available estimates of cooling age (i.e. COOL AGE) per grid cell varied considerably (median = 5; range: 1–252). To increase the reliability of the statistical analyses and the results, we only included those cells in the global analysis that contained ≥3 cooling age estimates per grid cell (n = 327 grid cells). These grid cells covered all major mountain regions of the world (Figure 3 in main text) and showed a large variation in vertebrate species richness, climate, and geology (Supplementary Table S3).

Regional datasets
For the regional analyses, sample sizes (i.e. number of 1° grid cells) were smaller than in the global dataset because regions represent a subset of the global pool (compare Figure 3 in the main text). Applying the same criterion as in the global dataset (i.e. including only grid cells with ≥80% of area above 500 m and with ≥3 COOL AGE estimates) allowed sample sizes to be ≥30 grid cells in North America (n = 32), High Asia (n = 107), the Andes (n = 57) and Eastern Africa (n = 32). We therefore implemented separate analyses similar to the global model only for those four regions.

Regression models and data transformations
We built a global as well as separate regional multivariate (ordinary least squares, OLS) regression models with vertebrate species richness as response variable and the 9 climatic and geological variables as predictors (Table 1). The response variable (vertebrate species richness) was always log-transformed in all statistical analyses. Additionally, the predictor variables long-term erosion rate and the short-term erosion rate were log-transformed to linearize relationships with the response variable, and to improve homoscedasticity. Non-linear relationships between the predictor and response variables were accounted for by adding second-order polynomials, based on the Akaike Information Criterion (AIC) and ANOVA comparisons between models with and without polynomials\(^3\). All predictor variables were scaled to a mean of zero and variance of 1 before the analysis to make model coefficients comparable. Residuals of models approximated a normal distribution.

We used an information-theoretic model selection based on AIC\(^3\) with separate multi-predictor models for the global and the regional dataset, respectively. Before model selection, full multi-predictor models (i.e. including all nine predictor variables) were examined for multi-collinearity using Variance Inflation Factors (VIF). Predictors with high VIFs (i.e. VIF ≥ 10) were removed before model selection. Partial residual plots of each predictor variable were then examined to ensure homogeneity of variance. Using the step() function in the R software (https://www.r-project.org/), a model selection was then performed with the Akaike Information Criterion (AIC) to derive a minimum adequate model AIC\(^3\),
both globally as well as separately for each region (i.e. the best model, having the smallest number of predictor variables and still a high explanatory power). For these minimum adequate models, we report the standardised coefficients of each predictor to compare the relative importance of predictor variables in explaining vertebrate species richness.

Spatial autocorrelation
We tested for the presence of spatial autocorrelation in the residuals of the multi-predictor OLS models because spatial autocorrelation could affect the interpretation of regression models. We used Moran’s I values (calculated with the four nearest neighbors) to quantify residual spatial autocorrelation. Because Moran’s I values were significant for the OLS model residuals (Supplementary Tables S4 and S5), we implemented spatial simultaneous autoregressive (SAR) models to account for residual spatial autocorrelation. SAR models supplement OLS regression with a spatial weights matrix that accounts for spatial autocorrelation in model residuals. We used a SAR model of the error type with a row-standardization for the spatial weights matrix. We defined the neighborhood of the spatial weight matrix with the four nearest neighbors. For the SAR models, we quantified the explained variance of the environmental predictors ($R^2_{PRED}$) and the total explained variance ($R^2_{FULL}$) of the full SAR models (including environmental predictors and the spatial weights matrix). This was done using pseudo-$R^2$ values, calculated as the squared Pearson correlation between predicted and true values. We present the results from the OLS models in the main text, and the results from the SAR models in the appendix (Supplementary Tables S4 and S5) because accounting for spatial autocorrelation did not qualitatively change our main results (in terms of relative importance of predictor variables). All statistical analyses were done in RStudio Version 0.99.902 (https://www.rstudio.com/).

Limitations of the analyses
Besides the general limitations in terms of data availability, completeness and biases mentioned above, we acknowledge that our analyses are correlative and that causality cannot be confidently established. We further emphasize that spatial patterns and analyses of species richness vary with spatial scale and encourage future analyses at different spatial resolutions and extents, provided that appropriate biological data allow meaningful analyses at such spatial scales. Finally, we note that correlative analyses of continental and global species richness patterns have previously been criticized because they tend to give a high importance to climatic rather than topographic predictor variables when compared to macroecological null-models or spatially explicit Monte Carlo models. This is less likely a problem in our analyses because we focus on mountain regions and do not include grid cells from lowlands which are typically dominated by wide-spread species compared to grid cells in mountains where small-ranged species predominantly occur.
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SUPPLEMENTARY INFORMATION

I. Mountain regions surveyed

Below we provide a brief and introductory characterisation of the mountain regions considered for this study (Fig. 1 and Fig. 3), including key references on their orogeny, configuration, and abiotic and biotic settings. The length of these descriptions varies due to differences in the available literature. Similarly, only four regions (North America, the Andes, Eastern Africa, and High Asia) had enough available data to allow statistical analyses of species richness in relation to climate and geology.

North America

Mountain ranges in North America show a strong longitudinal gradient in relief, with a mountainous western region (North American Cordillera; the focus of our analysis) that has been tectonically active since the Cretaceous, mainly through strike slip on the San Andreas and extension in the Basin and Range province, with major changes to the landscape over the last 40 Myr\(^1\). The extensive eastern region (Appalachians; not included in our analyses) comprises the craton and the eroded remnants of Palaeozoic orogenies. The Rockies and Front Range in Colorado are currently inactive. The Rockies in Canada show some convergence\(^2\). Steep bioclimatic gradients between desert basins and rugged mountain ranges characterise the montane and intermontane regions. Coastal ranges along the Pacific capture high levels of precipitation year-round and support some of the highest-biomass forests in the world\(^3\).

Europe

High topographic complexity characterises much of southern Europe and adjacent Anatolia, as well as western Scandinavia. The major mountain belt—including the Alps, Carpathians, and associated ranges north of the Mediterranean Sea—resulted from orogenies in the late Mesozoic and middle to late Cenozoic\(^4\) and run east-west, serving as orographic and dispersal barriers. Mountain vertebrate richness in Europe peaks in the Pyrenees, the western Alps, and the Balkans, and is lowest in Scandinavia.

High Asia

The Central Asian Highlands (hereafter 'High Asia') extend over 4000 km and comprise the Qinghai-Tibetan Plateau and the Tianshan, Hindu-Kush, Himalayan and Hengduanshan mountain regions. Climate in this region has been mainly driven by the interactions among mountain and plateau formation and atmospheric circulation patterns. The topographic history of High Asia has been intensely studied\(^5,6,7,8\) and the key geological events are the Indo-Eurasian collision (ca. 55–40 Myr ago) and uplift of the Himalayas (ca. 20–15 Myr ago)\(^9,10\). Hengduanshan might have a younger uplift history, mainly in the Pliocene\(^11\). These events contributed to strengthen the Asian monsoon system (distinct wet/dry seasonality) in the Miocene\(^12,13\), although a resilient system of monsoonal circulations existed at least since the Eocene. The onset of the monsoons was modulated by a combination of various factors, including Himalayan and Tibetan surface uplift, and possibly also the retreat of the Tarim Sea\(^14\), changes in global atmospheric pCO\(_2\)\(^15\) and global climate shifts including the Eocene-Oligocene transition\(^16\) or general global cooling\(^17\). Further evidence for these events...
derive from fossil flora \cite{18, 19, 20}, windblown dust provenance, oxygen isotope-based palaeoclimate records, and climatic simulations \cite{21, 15, 22}. The Qinghai-Tibetan Plateau forms a barrier to subtropical tropospheric airflow and pulls the Intertropical Convergence Zone seasonally far north of the equator \cite{23}, affecting the global distribution of heat and moisture \cite{18, 23}, yet it seems to have limited influence on central Asian moisture transport through westerly winds \cite{24}.

**Australia**

Australia as a low-lying continent has three key regions of elevated topography: the Carnarvon Range in the northwest, the Macdonnell ranges in the centre of the continent, and the Great Dividing Range, or Eastern Highlands, paralleling the eastern coast. Although Australian mountains are not high (the highest peak is Mt Kosciuszko at 2230 m), they range into alpine habitats, and at least in Queensland, have a marked impact on the local climate. Mountain precipitation exhibits large variation: the central and western mountains are very dry, compared to the mesic climate of the Great Dividing Range in the east. The southern portion of the Great Dividing Range was locally glaciated during the colder phases of the Pleistocene, and the region is still associated with periglacial environments and high lake stands \cite{25} and has frosty winters. Highest vertebrate diversity in Australian mountains occurs in the Great Dividing Range. Plant diversity patterns \cite{26} broadly mirror those of vertebrates (Fig. 1), with the highest species richness associated with the central portion of the Great Dividing Range near New England.

**Eastern Africa**

The geological and climatic history of eastern Africa is in stark contrast to that in southern Africa. In eastern Africa (Supplementary Fig. 8), much of the topography and mountain building reflects the development of the East African Rift system (Western and Eastern Rift) during the Miocene \cite{27}. The mountains in this region are consequently much younger than the southern African mountains, and major mountain ranges, such as the Rwenzori, date only from the Pliocene \cite{28}.

**Southern Africa**

Southern Africa (Supplementary Fig. 7) is dominated by a central plateau (1000–2000 m), with the highest peaks reaching 3000 m. The plateau is separated by an abrupt escarpment from a narrow coastal plain, which both have been in place throughout the Cenozoic and probably since the continental breakup in the Jurassic \cite{29}. At the separation of Africa from Gondwana in the late Jurassic, the escarpment was on the continental margins, and rapid erosion during the Cretaceous resulted in the retreat of the escarpment to its present position, with apparently little further retreat during the Cenozoic \cite{30}. During this process, the Cape Fold Mountains were exhumed. These are composed of a resistant quartzitic sandstone, and have probably retained their steep slopes and craggy peaks throughout the Cenozoic \cite{31}. The eastern half of the subcontinent, centred around the Drakensberg, was however uplifted by up to 900 m during the Pliocene, increasing its topography \cite{29}. The eastern escarpment and coastal plain are today much wetter than the western escarpment and coastal plain, and an east-west aridity gradient extends across the central plateau \cite{32}. The distribution of vertebrate diversity follows the west-east gradient of increasing precipitation and a southeast to northwest gradient of increasing temperature. The gradual aridification of the western half of the subcontinent since the middle Miocene \cite{33, 34} has led to the
establishment of a summer-dry and winter-wet climate at the southwestern tip of the continent 35. The huge plant diversity of southern Africa 36, especially the Cape flora which contains an extreme level of endemism, has been linked to this Mediterranean-type climate, topographic barriers (resistant sandstones), and long-term geological and climatic stability 37, 38. The low vertebrate diversity in the southwestern part of the continent, from southern Namibia to Port Elizabeth (the winter-rainfall region), could be caused by the dominant sclerophyllous vegetation.

**Eastern South America**
The mountains of eastern South America are generally older and lower than the Andes, ending their orogeny around 18–15 Myr ago 39 and reaching today less than half the elevation of the highest Andean mountains (ca. 2,900 m vs. ca. 7,000 m). There is a precipitation gradient from the coast to inland reflected by a transition in ecosystems, from the Atlantic rain forest with dense tropical vegetation on the eastern mountain slopes, replaced by open savanna vegetation (the Cerrado) on the Brazilian plateau (ca. 600–800 m), and shrublands in the semi-arid Caatinga of northeastern Brazil. The Caatinga, Cerrado, Chaco and Pantanal form together a diagonal belt of seasonally dry vegetation that act as a biogeographical barrier for mountain and rain forest organisms. Vertebrate diversity has not only been linked to current climate but also to the effect of vegetation stability, in particular refugia, through Quaternary climatic cycles 40. Mountain vertebrate diversity peaks in southeastern Brazil, following a reverse latitudinal diversity gradient previously reported for birds 41.

**The Andes**
The Andes reached about half of their current elevation in the middle to late Miocene42. This uplift resulted in an orographic barrier that greatly modified South American climate 43,44,45. The temperature gradient is strongly influenced by the latitudinal south-north orientation of the mountain range and by different climate modes originating in the Pacific and the Atlantic 46. In the north, this barrier, enhanced by its concave shape, captures the humid air masses of the Intertropical Convergence Zone and funnels them back into the Amazon basin as precipitation 47,48, which is further driven and maintained by forest cover 49 or reroutes air masses to the higher latitudes. The three Andean subregions (northern, central and southern) differ in their genesis 50 and the way in which they interact with atmospheric circulation, resulting in a wide range of environmental conditions. Uplift of the northern Andes peaked in the late Neogene c. 12–4 Myr ago and is linked to the Neogene collision of the South American and Caribbean plates with the Panama Arch 51, 52, 53, which resulted in their characteristic trifurcate pattern. Neogene sedimentary records provide evidence of a change from high precipitation to arid conditions around 9 Myr ago, which is linked to the changing pattern of the South American low-level jet 54, 43,55. This process redefined landscape and biodiversity patterns in the Andes and Amazonia and shaped the basic geographic conditions of today 56. A large portion of the Central Andes, in particular its extensive high-elevation Plateau (the Altiplano), uplifted rapidly and extensively during two distinct phases, between 30-25 Ma and, more notably, between 10-5 Ma 42. In contrast, the orographic history of the Southern Andes has been less summarised by recent reviews.
II. Supplementary tables and figures

Supplementary Table S1: Predictor variables used for analysing vertebrate species richness across the world’s mountains.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>Unit</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>PREC</td>
<td>Annual precipitation (BIO12)</td>
<td>mm yr$^{-1}$</td>
<td>Worldclim (version 1.4)$^{71}$</td>
</tr>
<tr>
<td>TEMP</td>
<td>Mean annual temperature (BIO1)</td>
<td>°C × 10</td>
<td>Worldclim (version 1.4) $^{57}$</td>
</tr>
<tr>
<td>TEMP RANGE</td>
<td>Temperature annual range (maximum temperature of warmest month minus minimum temperature of coldest month; BIO7 = BIO5-BIO6)</td>
<td>°C × 10</td>
<td>Worldclim (version 1.4) $^{57}$</td>
</tr>
<tr>
<td>PREC SEASON</td>
<td>Precipitation seasonality (coefficient of mm variation of monthly values; BIO15)</td>
<td></td>
<td>Worldclim (version 1.4) $^{57}$</td>
</tr>
<tr>
<td>RELIEF</td>
<td>Topographic relief measured as range in m elevation (maximum minus minimum elevation)</td>
<td></td>
<td>Calculated for this analysis using the SRTM 90 m database (version 4.1)$^{46}$</td>
</tr>
<tr>
<td>COOL AGE</td>
<td>Cooling age (mean value of apatite fission-track ages per grid cell)</td>
<td>Myr</td>
<td>Calculated from different apatite fission-track datasets $^{95,56-60,81,82,83,84,85}$</td>
</tr>
<tr>
<td>LONG EROSION</td>
<td>Long-term erosion measured as cooling rate, derived from apatite fission-track values. For more details see text and Figure S1.</td>
<td>km Myr$^{-1}$</td>
<td>Calculated using the approach described by Fox et al (2014)$^{86}$ and Herman et al. (2013)$^{77}$, which is based on a formal inversion of thermochronological dataset.</td>
</tr>
<tr>
<td>SHORT EROSION</td>
<td>Short-term erosion rate measured as the total stream power (TSP) index weighted with precipitation data, i.e. rate of energy loss to channel bed per unit length (energy per unit time), calculated as $TSP = \sum (A_r P)S$, where $A_r$ is upstream drainage area (used as a proxy of discharge) for each pixel, $P$ is the average precipitation from 1961 to 1990, and 1997 to 2009; and $S$ is local slope. The summation sign implies summing along the flow-lines in order to calculate the flow accumulation.</td>
<td>Wm$^{-1}$</td>
<td>Calculated for this analysis using the SRTM 90 m database (version 4.1)$^{46}$. Precipitation data was obtained for period 1961 to 1990, and 1997 to 2009 ($^{73,86}$)</td>
</tr>
<tr>
<td>SOIL</td>
<td>Number of soil types</td>
<td>count</td>
<td>SoilGrids1km$^{60}$</td>
</tr>
</tbody>
</table>
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Supplementary Table S2: Sources for the regional derivation of parameters to estimate apatite fission tracks.

<table>
<thead>
<tr>
<th>Region</th>
<th>Areas</th>
<th>References for parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>North America</td>
<td>Colorado, Appalachians, Sierra Nevada</td>
<td>70 71 72</td>
</tr>
<tr>
<td>Europe</td>
<td>Alps</td>
<td>73 74</td>
</tr>
<tr>
<td>High Asia</td>
<td>Himalayas</td>
<td>75 76</td>
</tr>
<tr>
<td>Australia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Andes</td>
<td>Venezuelan Andes, Central Cordillera</td>
<td>78</td>
</tr>
<tr>
<td>Eastern South America</td>
<td>Altiplano Plateau</td>
<td>79</td>
</tr>
<tr>
<td>Southern Africa</td>
<td>Congo Basin, Namibia, Zambia</td>
<td>80</td>
</tr>
<tr>
<td>Eastern Africa</td>
<td></td>
<td>81</td>
</tr>
</tbody>
</table>

Supplementary Table S3: Characteristics of the global mountain dataset in relation to variation in vertebrate species richness, climate, and geology. The dataset covered a total of 327 grid cells with global extent (Fig. 3 in main text) and a spatial resolution of 1° × 1°. For abbreviation and units of predictor variables see Supplementary Table S1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Minimum</th>
<th>Median</th>
<th>Mean</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertebrate species richness</td>
<td>25</td>
<td>255</td>
<td>327</td>
<td>1135</td>
</tr>
<tr>
<td>PREC</td>
<td>8</td>
<td>648</td>
<td>719</td>
<td>2581</td>
</tr>
<tr>
<td>TEMP</td>
<td>-65</td>
<td>98</td>
<td>102</td>
<td>259</td>
</tr>
<tr>
<td>TEMP RANGE</td>
<td>104</td>
<td>274</td>
<td>281</td>
<td>476</td>
</tr>
<tr>
<td>PREC SEASON</td>
<td>10</td>
<td>68</td>
<td>69</td>
<td>177</td>
</tr>
<tr>
<td>RELIEF</td>
<td>114</td>
<td>2736</td>
<td>2930</td>
<td>7537</td>
</tr>
<tr>
<td>COOL AGE</td>
<td>0.5</td>
<td>51</td>
<td>84</td>
<td>368</td>
</tr>
<tr>
<td>LONG EROSION</td>
<td>0.01</td>
<td>0.11</td>
<td>0.28</td>
<td>4.99</td>
</tr>
<tr>
<td>SHORT EROSION</td>
<td>340</td>
<td>234000</td>
<td>2862000</td>
<td>10120000</td>
</tr>
<tr>
<td>SOIL</td>
<td>3</td>
<td>12</td>
<td>12</td>
<td>22</td>
</tr>
</tbody>
</table>
Supplementary Table S4: Results from global multi-predictor regression models to explain vertebrate species richness across the world’s mountains. Two types of models are compared, a non-spatial ordinary least square (OLS) regression and a spatial simultaneous autoregressive (SAR) model. The response variable (vertebrate species richness) as well as short-term and long-term erosion variables were log-transformed. All variables were scaled to a mean of zero and variance of 1 before the analysis to make model coefficients comparable. Standardised coefficients, the explained variance of the response variable (vertebrate species richness) as well as short-term and long-term erosion variables were log-transformed. All variables were scaled to a mean of zero and variance of 1 before the analysis to make model coefficients comparable. Standardised coefficients, the explained variance of the environmental components ($R^2_{PRED}$), the explained variance of the full SAR model including both environment and space ($R^2_{FULL}$), the Moran’s $I$, and the $p$-value of Moran’s $I$ are given. Significance of Moran’s $I$ was determined by permutation tests ($n = 999$ permutations). Significance levels: ***$p < 0.001$; **$p < 0.01$; *$p < 0.05$. n.s., not significant. Abbreviations and explanations of predictor variables are found in Table 1 and Supplementary Table S1.

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>SAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>$p$</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.217</td>
<td>***</td>
</tr>
<tr>
<td>PREC</td>
<td>0.455</td>
<td>***</td>
</tr>
<tr>
<td>PREC$^2$</td>
<td>-0.091</td>
<td>**</td>
</tr>
<tr>
<td>TEMP</td>
<td>0.392</td>
<td>***</td>
</tr>
<tr>
<td>TEMP RANGE</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>PREC SEASON</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>RELIEF</td>
<td>0.259</td>
<td>***</td>
</tr>
<tr>
<td>COOL AGE</td>
<td>0.178</td>
<td>*</td>
</tr>
<tr>
<td>COOL AGE$^2$</td>
<td>-0.126</td>
<td>***</td>
</tr>
<tr>
<td>LONG EROSION</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>SHORT EROSION</td>
<td>0.135</td>
<td>*</td>
</tr>
<tr>
<td>SOIL</td>
<td>0.121</td>
<td>*</td>
</tr>
<tr>
<td>$R^2_{PRED}$</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>$R^2_{FULL}$</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Moran’s $I$</td>
<td>0.631</td>
<td>***</td>
</tr>
</tbody>
</table>
Supplementary Table S5: Results from regional multi-predictor regression models to explain vertebrate species richness in the mountains of Northern America, the Andes, Eastern Africa, and High Asia. Two types of models are compared (except for North America for which no residual spatial autocorrelation was detected), a non-spatial ordinary least square (OLS) regression and a spatial simultaneous autoregressive (SAR) model. The response variable (vertebrate species richness) as well as short-term and long-term erosion variables were log-transformed. All variables were scaled to a mean of zero and variance of 1 before the analysis to make model coefficients comparable. Standardised coefficients, the explained variance of the environmental components ($R^2_{\text{PRED}}$), the explained variance of the full SAR model including both environment and space ($R^2_{\text{FULL}}$), the Moran’s $I$, and the $p$-value of Moran’s $I$ are given. Significance of Moran’s $I$ was determined by permutation tests ($n = 999$ permutations). Significance levels: ***$p < 0.001$; **$p < 0.01$; *$p < 0.05$. n.s., not significant. Abbreviations and explanations of predictor variables are found in Table 1 and Supplementary Table S1.

<table>
<thead>
<tr>
<th></th>
<th>North America</th>
<th>The Andes</th>
<th>Eastern Africa</th>
<th>High Asia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>SAR</td>
<td>OLS</td>
<td>SAR</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.273*</td>
<td>-</td>
<td>0.201*n.s.</td>
<td>0.367*n.s.</td>
</tr>
<tr>
<td>PREC</td>
<td>0.759***</td>
<td>-</td>
<td>0.781***</td>
<td>1.149***</td>
</tr>
<tr>
<td>PREC$^2$</td>
<td>-0.282***</td>
<td>-</td>
<td>-0.204*</td>
<td>-0.360***</td>
</tr>
<tr>
<td>TEMP</td>
<td>-</td>
<td>0.371***</td>
<td>0.120**</td>
<td>-</td>
</tr>
<tr>
<td>TEM RANGE</td>
<td>1.185***</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PREC SEASON</td>
<td>0.453***</td>
<td>-</td>
<td>0.305*</td>
<td>0.450***</td>
</tr>
<tr>
<td>RELIEF</td>
<td>0.256*n.s.</td>
<td>-</td>
<td>0.218**</td>
<td>0.047*n.s.</td>
</tr>
<tr>
<td>COOL AGE</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.290*</td>
</tr>
<tr>
<td>LONG EROSION</td>
<td>-0.319***</td>
<td>-</td>
<td>-</td>
<td>-0.293*</td>
</tr>
<tr>
<td>SHORT EROSION</td>
<td>-</td>
<td>0.196*</td>
<td>0.179*</td>
<td>-</td>
</tr>
<tr>
<td>SOIL</td>
<td>0.337*</td>
<td>-</td>
<td>-</td>
<td>0.284**</td>
</tr>
<tr>
<td>$R^2_{\text{PRED}}$</td>
<td>0.79</td>
<td>-</td>
<td>0.78</td>
<td>0.70</td>
</tr>
<tr>
<td>$R^2_{\text{FULL}}$</td>
<td>-</td>
<td>-</td>
<td>0.90</td>
<td>-</td>
</tr>
<tr>
<td>Moran’s $I$</td>
<td>0.01*n.s.</td>
<td>-</td>
<td>0.40***</td>
<td>-0.01*n.s.</td>
</tr>
</tbody>
</table>
Supplementary Fig S1. Determinants of vertebrate species richness for North America. **a,** Relative importance (standardised coefficients) of predictor variables from the regional multi-predictor model across 1° grid cells, relating species richness of vertebrates to climatic (blue) and geological (green) predictor variables (the direction of effect is indicated as + or -). **b–e** Partial residual plots of predictor variables from the same model. Partial residuals represent the relationship between a response and a predictor variable when all other predictor variables in the model are statistically controlled. Predictor variables are explained in Table S1.
Supplementary Fig S2. Determinants of vertebrate species richness for the Andes. a, Relative importance (standardised coefficients) of predictor variables from the regional multi-predictor model across 1° grid cells, relating species richness of vertebrates to climatic (blue) and geological (green) predictor variables (the direction of effect is indicated as + or -). b–f Partial residual plots of predictor variables from the same model. Partial residuals represent the relationship between a response and a predictor variable when all other predictor variables in the model are statistically controlled. Predictor variables are explained in Table S1.
Supplementary Fig S3. Determinants of vertebrate species richness for Eastern Africa. a, Relative importance (standardised coefficients) of predictor variables from the regional multi-predictor model across 1° grid cells, relating species richness of vertebrates to climatic (blue) and geological (green) predictor variables (the direction of effect is indicated as + or -). b–f Partial residual plots of predictor variables from the same model. Partial residuals represent the relationship between a response and a predictor variable when all other predictor variables in the model are statistically controlled. Predictor variables are explained in Table S1.
Supplementary Fig S4. Determinants of vertebrate species richness for High Asia. **a**, Relative importance (standardised coefficients) of predictor variables from the regional multi-predictor model across 1° grid cells, relating species richness of vertebrates to climatic (blue) and geological (green) predictor variables (the direction of effect is indicated as + or -). **b–i** Partial residual plots of predictor variables from the same model. Partial residuals represent the relationship between a response and a predictor variable when all other predictor variables in the model are statistically controlled. Predictor variables are explained in Table S1.
Supplementary Figure S5. Climatic predictor variables and their global variation across all included 1º grid cells ($n = 327$). Maps are plotted with quantile classification and a World Geodetic System projection (WGS 1984). See Table S1 for details on predictor variables.

Supplementary Figure S6. Geological predictor variables and their global variation across all included 1º grid cells ($n = 327$). Maps are plotted with quantile classification and a World Geodetic System projection (WGS 1984). See Table S1 for details on predictor variables.
Supplementary Figure S7. Hypothetical age-cooling rate relationships plots derived from age2edot. Model parameters are defined in the box. Given the cooling rate \( \dot{\varepsilon} \) and the temperature with respect to depth, we can use the Dodson equation\(^25\) to solve for \( T_c \), and for the depth of closure \( z_c \). The predicted cooling age is given by \( \frac{z_c}{\dot{\varepsilon}} \). In practical terms, the predicted cooling age is given for each apatite fission-track (AFT) age. Hence, it is possible to calculate the long-term erosion rate as:

\[
\dot{\varepsilon} = \frac{z_c}{AFTage}
\]
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