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Figure 1. Rendering Results of Gaussian-SLAM in Comparison. Embedded into a dense SLAM pipeline, the Gaussian splatting-based scene representation allows for very fast, photo-realistic rendering of scene views. This leads to unprecedented rendering quality, especially on real-world data like this TUM-RGBD [59] frame that contains many high-frequency details that other methods struggle to capture.

Abstract
We present a new dense simultaneous localization and mapping (SLAM) method that uses Gaussian splats as a scene representation. The new representation enables interactive-time reconstruction and photo-realistic rendering of real-world and synthetic scenes. We propose novel strategies for seeding and optimizing Gaussian splats to extend their use from multiview offline scenarios to sequential monocular RGBD input data setups. In addition, we extend Gaussian splats to encode geometry and experiment with tracking against this scene representation. Our method achieves state-of-the-art rendering quality on both real-world and synthetic datasets while being competitive in reconstruction performance and runtime.

1. Introduction
Simultaneous localization and mapping (SLAM) have been an active research topic for the past two decades [16, 23]. A major byproduct of that journey has been the investigation of various scene representations to either push the tracking performance and mapping capabilities or to adapt it for more complex downstream tasks like path planning or semantic understanding. Specifically, earlier works focus on tracking using various scene representations like feature point clouds [15, 26, 40], surfels [53, 71], depth maps [43, 58], or implicit representations [14, 42, 44]. Later works focused more on the map quality and density. With the advent of powerful neural scene representations like neural radiance fields [38] that allow for high fidelity view-synthesis, a rapidly growing body of dense neural SLAM methods [19, 34, 51, 60, 62, 64, 81, 84] has been developed. Despite their impressive gains in scene representation quality, these methods are still limited to small synthetic scenes and their re-rendering results are still far from being photo-realistic.

Recently, a novel scene representation based on Gaussian splatting [25] has been shown to deliver on-par or even better rendering performance than NeRFs while being an order of magnitude faster in rendering and optimization. Besides being faster, this scene representation is directly interpretable and allows for direct scene editing which is a desirable prop-
ent for many downstream tasks. With these advantages, the Gaussian splatting representation lends itself to be applied in an online SLAM system with real-time demands and as such opens the door towards photo-realistic dense SLAM.

In this paper, we introduce Gaussian-SLAM, a dense RGBD SLAM system using Gaussian splats as scene representation which allows for almost photo-realistic re-rendering at interactive runtimes. An example of the high fidelity rendering output of Gaussian-SLAM is depicted in Fig. 1. This paper further reveals and discusses a variety of limitations of Gaussian splatting for SLAM and proposes solutions on how to tackle them. In summary, our contributions include:

- A dense RGBD SLAM approach that uses Gaussian splats as a scene representation allowing SOTA rendering results on real-world scenes in combination with substantially faster rendering.
- An extension of Gaussian splatting to better encode geometry allowing reconstruction beyond radiance fields in monocular setup.
- As the adaptation of the original Gaussian splatting from an offline to an online approach is by no means straightforward, we propose an online learning method for Gaussian splats that splits the map into sub-maps and introduces efficient seeding and optimization strategies.

- We further investigate frame-to-model tracking with Gaussian splatting via photometric error minimization and compare it to off-the-shelf frame-to-frame tracking.

All source code and data will be made publicly available.

2. Related Work

Dense Visual SLAM and Online Mapping. The seminal work of Curless and Levoy [12] set the stage for a variety of 3D reconstruction methods using truncated signed distance functions (TSDF). A line of works was built upon it improving speed [42] through efficient implementation and volume integration, scalability through voxel hashing [21, 44, 46] and octree data structure [55], and tracking with sparse image features [5] and loop closure [6, 14, 43, 53]. Tackling the problem of unreliable depth maps, RoutedFusion [68] introduced a learning-based fusion network for updating the TSDF in volumetric grids. This concept was further evolved by NeuralFusion [69] and DI-Fusion [19], which adopt implicit learning for scene representation, enhancing their robustness against outliers. Recent research has successfully achieved dense online reconstruction using solely RGB cameras [4, 9, 27, 41, 52, 56, 61] bypassing the need for depth data. Recently, test-time optimization methods have become popular due to their ability to adapt to unseen scenes on the fly. Continuous Neural Mapping [74], for instance, employs a continual mapping strategy from a series of depth maps to learn scene representation. Inspired by Neural Radiance Fields [38], there has been huge progress in dense surface reconstruction [45, 65] and accurate pose estimation [3, 29, 50, 67]. These efforts have led to the development of comprehensive dense SLAM systems [34, 60, 75, 81, 84, 85], showing a trend in the pursuit of precise and reliable visual SLAM. A comprehensive survey on online RGBD reconstruction can be found in [86]. While the latest neural methods show impressive rendering capabilities on synthetic data, they struggle when applied to real-world data. Further, these methods are not yet practical for real-world applications due to computation requirements, slow speed, and the challenges in incorporating pose updates, as the neural representations rely on positional encoding. In contrast, our method shows impressive performance on real-world data, has a competitive runtime, and uses a scene representation that naturally allows pose updates.

Scene Representations for SLAM. The majority of dense SLAM 3D scene representations are either grid-based, point-based, network-based, or hybrid. Among these, grid-based techniques are perhaps the most extensively researched. They further divide into methods using dense grids [4, 10, 12, 28, 42, 61, 68–71, 82–84], hierarchical octrees [7, 30, 31, 35, 55, 75] and voxel hashing [14, 21, 39, 44, 65] for efficient memory management. Grids offer the advantage of simple and quick neighborhood lookups and context integration. However, a key limitation is the need to predefine grid resolution, which is not easily adjustable during reconstruction. This can result in inefficient memory usage in empty areas while failing to capture finer details due to resolution constraints. Point-based approaches address some of the grid-related challenges and have been effectively utilized in 3D reconstruction [6, 8, 11, 22, 24, 53, 71, 79]. Unlike grid resolution, the density of points in these methods does not have to be predetermined and can naturally vary throughout the scene. Moreover, point sets can be efficiently concentrated around surfaces, not spending memory on modeling empty space. The trade-off for this adaptability is the complexity of finding neighboring points, as point sets lack structured connectivity. In dense SLAM, this challenge can be mitigated by transforming the 3D neighborhood search into a 2D problem via projection onto keyframes [53, 71], or by organizing points within a grid structure for expedited searching [73]. Network-based methods for dense 3D reconstruction provide a continuous scene representation by implicitly modeling it with coordinate-based networks [1, 27, 36, 47, 60, 64, 65, 74, 76, 81]. This representation can capture high-quality maps and textures. However, they are generally unsuitable for online scene reconstruction due to their inability to update local scene regions and to scale for larger scenes. More recently, a hybrid representation combining the advantages of point-based and neural-based was proposed [51]. While
addressing some of the issues of both representations it struggles with real-world scenes, and cannot seamlessly integrate trajectory updates in the scene representation. Outside these three primary categories, some studies have explored alternative representations like surfels [17, 37] and neural planes [34, 49]. Parameterized surface elements are generally not great at modeling a flexible shape template while feature planes struggle with scene reconstructions containing multiple surfaces, due to their overly compressed representation. Recently, Kerbl et al. [25] proposed to represent a scene with 3D Gaussians. The scene representation is optimized via differential rendering with multi-view supervision. While being very efficient and achieving impressive rendering results, this representation is tailored for fully-observed multi-view environments and does not encode geometry well. Concurrent with our work, [72, 77, 78] focus on dynamic scene reconstruction, and [33] on tracking. However, they are all offline methods and are not suited for monocular dense SLAM setups.

Unlike others, we use 3D Gaussians in an online scenario with a monocular RGBD input stream. Moreover, we extend 3D Gaussians to encode accurate geometry while being optimized in a single-view setup for a small number of iterations.

3. Gaussian Splatting and its Limitations

In this section we revisit the original offline Gaussian Splatting [25] approach, while following the mathematical formulation of [33]. Additionally, we provide an analysis of Gaussian splatting properties that make it challenging to apply the original implementation directly in a SLAM setting. We pinpoint and discuss specific cases where this method fails or proves ineffective, thereby identifying the potential need for modifications or alternative approaches in the context of SLAM applications. Gaussian Splatting [25] is an effective method for representing 3D scenes with novel-view synthesis capability. This approach is notable for its speed, without compromising on the rendering quality. Originally, 3D Gaussians are initialized from a sparse SfM point cloud of a scene. Having a set of images observing the scene from different angles, the Gaussian parameters are optimized using differentiable rendering while 3D Gaussians are adaptively added or removed to the representation based on a set of heuristics.

The influence of a single 3D Gaussian on a physical point \( p \in \mathbb{R}^3 \) in 3D space is evaluated with the function:

\[
f^{3D}(p) = \text{sigmoid}(o) \exp \left( -\frac{1}{2} (p - \mu)^T \Sigma^{-1} (p - \mu) \right),
\]

where \( \mu \in \mathbb{R}^3 \) is a 3D Gaussian mean, \( \Sigma = RSS^T R^T \in \mathbb{R}^{3,3} \) is the covariance matrix computed with \( S \in \mathbb{R}^3 \) scaling and \( R \in \mathbb{R}^{3,3} \) components, and \( o \in \mathbb{R} \) is opacity. The 3D Gaussians are projected to the image plane using the equations [87]:

\[
\begin{align*}
\mu^{2D} &= K \left( (E \mu) / (E \mu)_x \right), \\
\Sigma^{2D} &= J E \Sigma E^T J^T,
\end{align*}
\]

where \( K \) is the intrinsic matrix, \( E \) is the extrinsic matrix in camera-to-world coordinates, and \( J \) is the Jacobian of the point projection in Eq. (2), i.e. \( \frac{\partial \mu^{2D}}{\partial \mu} \). The pixel color is influenced by all Gaussians which intersect with the ray cast from that specific pixel. The color is computed as a weighted average of the projected 3D Gaussians:

\[
C_{\text{pix}} = \sum_{i \in V} c_i f^{2D}_{i, \text{pix}} \prod_{j=1}^{i-1} (1 - f^{2D}_{j, \text{pix}}),
\]

where \( V \) is the set of the Gaussians influencing the pixel, \( f_{i, \text{pix}}^{2D} \) is the equivalent of the formula for \( f^{3D} \) except with the 3D means and covariance matrices replaced with the 2D splatted versions, and \( c_i \) is an RGB color of each Gaussian. Every term along the ray cast for a pixel is down-weighted by the transmittance term which accounts for the influence of the previously encountered Gaussians.

Limitations of Gaussian Splatting for SLAM. Due to its speed advantages, 3D Gaussian splatting [25] seems a great match for the requirements of a dense SLAM system. However, being designed for multi-camera environments with good coverage of observations, its application to monocular SLAM presents multiple unique challenges.

▷ Seeding strategy for online SLAM: As stated above, the original seeding strategy builds upon a sparse point cloud of surface points and adaptively creates and removes Gaussians during the optimization. Such iterative dynamic behavior potentially leads to large variations in mapping iterations and compute time which is rather undesirable for SLAM.

▷ Online optimization: A vanilla online implementation might just optimize over all frames, but for longer sequences, this becomes too slow for interactive frame rates.

▷ Catastrophic forgetting in online optimization: To avoid the linear growth in per-frame mapping with every new frame, an alternative is to optimize the Gaussian scene representation only with the current frame. While the optimization will quickly converge to fit the new training frame very well, previously mapped views will be severely degraded. This applies to the Gaussian shapes, encompassing both scale and orientation, as well as to the spherical harmonic color encoding, where local function adjustments can significantly alter function values in other areas of the spherical domain, as illustrated by the cyan colors in Figs. 2a, 2e.

▷ Highly randomized solutions: For both offline and online cases, the result of a splatting optimization highly depends
4. Method

The key idea of our approach is to use 3D Gaussian scene representation [25] to enhance dense monocular SLAM. We extend traditional Gaussian splatting representation to encode not only the radiance fields but also detailed geometry. Furthermore, we tailor the mapping process to yield state-of-the-art rendering in a sequential monocular setup, a very challenging scenario for 3D Gaussian Splatting. Finally, we experiment with frame-to-model tracking utilizing 3D Gaussian scene representation. Fig. 3 provides an overview of our method. We now explain our pipeline, starting with map construction and optimization, followed by geometry encoding, and tracking.

4.1. 3D Gaussian-based Map

To preserve novel view synthesis, avoid catastrophic forgetting, and make the Gaussian mapping computationally feasible, we split the input sequence into sub-maps. Every sub-map consists of several keyframes and is represented with a separable 3D Gaussian point cloud. Formally, we define a sub-map Gaussian point cloud $P_s$ as a collection of $N$ 3D Gaussians

$$P_s = \{G(\mu_i^s, S_i^s, R_i^s, o_i^s, SH_i^s) \mid i = 1, \ldots, N\},$$

each with a mean $\mu_i^s \in \mathbb{R}^3$, scale $S_i^s \in \mathbb{R}^3$, rotation $R_i^s \in \mathbb{R}^4$, opacity $o_i^s \in \mathbb{R}$, and spherical harmonics parameters $SH_i^s \in \mathbb{R}^{48}$. At any period of time, we grow and optimize only one active sub-map. We start a new sub-map after a fixed amount of keyframes. Every new keyframe adds additional 3D Gaussians to the active sub-map to account for the newly observed parts of the scene.

**Building Sub-maps Progressively.** Seeding the new Gaussians is a crucial step in building sub-maps. At every keyframe, we compute a dense point cloud from the input RGBD frame and pose estimated by the tracker. We sample $M_u$ uniformly and $M_c$ points in high color gradient regions from the input point cloud. For each sampled point we seed two Gaussians: one on the surface at the measured depth and one slightly behind the surface in the viewing direction. This anchoring strategy is similar to [51], with the difference that we do not seed additional Gaussians in front of the surface points. Selected points serve as the initial mean locations for new Gaussians. The new Gaussians are anisotropic since their scale is defined based on the proximity of the neighboring Gaussians within the active sub-map similar to [25].

**Sub-map Optimization.** We optimize the active sub-map every time new Gaussians are added to it. When a new sub-map is created we optimize it for a fixed number of iterations $I_s$ w.r.t. to depth and color. During optimization, we freeze the means of the Gaussians to not distort the geometry obtained from the depth sensor. We do not clone or prune the

---

Figure 2. **Naive usage of Gaussian splatting for SLAM.** Fig. 2a and Fig. 2b show renderings of the naive SLAM pipeline for a training view and a novel view with a pose from 10 steps ahead. Fig. 2c and Fig. 2d show training and novel views from directly neighboring frames for which color artifacts occur. Fig. 2e shows uncontrolled growth of 3D Gaussian parameters. Fig. 2f depicts larger depth errors after optimizing 3D Gaussians to a single frame seed at GT depth.

On the initialization of Gaussians. Also during the optimization, Gaussians may grow suddenly in different directions depending on the neighboring Gaussians. Finally, the inherent symmetries of the 3D Gaussians allow parameter alterations without affecting the loss function, resulting in non-unique solutions, a generally undesirable characteristic in optimization.

- **Poor extrapolation capabilities:** Related to the previous issue, Gaussians often grow uncontrollably into unobserved areas. While good view coverage in an offline setting constrains most Gaussians well, novel views in a sparse-view SLAM setting often contain artifacts resulting from previously under-constrained Gaussians. This is shown in Fig. 2a-2d and is especially harmful for model-based tracking.

- **Limited geometric accuracy:** Gaussian splatting is not adept at encoding precise geometry when used in a monocular setup. While geometry estimation is relatively good in a well-constrained setup with multiple views, the resulting depth maps from a single-camera setup are ineffective for 3D reconstruction, as shown in Fig. 2f.
Gaussians as done in [25] to preserve geometry obtained from the depth sensor and to speed up optimization.

To counteract catastrophic forgetting, we optimize the active sub-map to be able to render the depth and color of all the keyframes seen in a given sub-map. In the original work [25] the scene representation is optimized for many iterations, and in every iteration, a new view is sampled randomly. However, this approach does not suit the SLAM setup where the amount of iterations is limited. Following the naive strategy leads to insufficient optimization of the new views in the sub-map or excessive time spent on optimization. We achieve the best results by iterating over all the keyframes in the active sub-map, but spending at least 50% of the iterations on the current keyframe.

4.2. Encoding Geometry and Color

3D Gaussians provide a natural way to render the color [25]. After the 3D Gaussians are splatted to the image plane, the color loss between the input color image and the rendered image is computed and optimized w.r.t. the Gaussian parameters. For the color supervision, we use a weighted combination of $L_1$ and SSIM [66] losses:

$$L_{\text{color}} = (1 - \lambda) \cdot |\hat{I} - I_1| + \lambda (1 - \text{SSIM}(\hat{I}, I)),$$

where $I$ is the original image, $\hat{I}$ is the rendered image, and $\lambda = 0.2$. We estimate the depth at every pixel similar to color rendering as the sum of $z$ coordinates of the Gaussians affecting this pixel weighted by the transmittance factor:

$$D_{\text{pix}} = \sum_{i \in S} z_i f_{j,\text{pix}}^{2D} \prod_{j} (1 - f_{j,\text{pix}}^{2D}),$$

where $z_i$ is the $Z$ coordinate of the Gaussian mean $\mu_i$ in camera coordinate system. The loss is optimized with respect to the Gaussian parameters supervised by an input depth map.

The gradients with respect to the depth are derived similarly as for color. However, unlike color optimization, we do not update the means of the Gaussians during depth optimization to preserve the geometry obtained from the depth sensors. We use $L_1$ loss for depth optimization:

$$L_{\text{depth}} = |\hat{D} - D|_1,$$

where $D, \hat{D} \in \mathbb{R}_{\geq 0}$ are the ground-truth and reconstructed depth maps, respectively. To prevent 3D Gaussians from scale explosion, we add a regularization loss $L_{\text{reg}}$. It is an $L_2$ loss applied to the scales of all the 3D Gaussians whose scale is larger than a threshold $\gamma = 10$. Finally, we optimize both color, depth, and regularization terms together:

$$L = L_{\text{color}} + \alpha \cdot L_{\text{depth}} + \beta \cdot L_{\text{reg}},$$

with $\alpha$ and $\beta$ both set to 1.

For color and depth rendering we cannot sample separate pixels since the effect of a single splatted Gaussian has a non-local influence on the rendered image. Therefore, for depth supervision, we fill in the missing values in the depth map with Navier-Stokes inpainting [2]. We implement depth rendering and gradient computation in CUDA which makes it efficient enough for SLAM applications.

4.3. Tracking

During tracking, the pose is initialized with multi-scale RGBD odometry [48]. Estimated relative transformations \{\Delta R', \Delta t'\} are applied globally to the Gaussian positions and orientations of the active sub-map, and the image is rendered from the last estimated pose. The transformation from the last frame to the current frame is then obtained by inverting the relative transformation applied to the Gaussians:

$$\Delta R = (\Delta R')^{-1},$$

$$\Delta t = -(\Delta R) \times \Delta t'.$$
Table 1. Rendering Performance on ScanNet [13]. We outperform existing dense neural RGBD methods on the commonly reported rendering metrics. For NICE-SLAM [84] and Voxel-Fusion [75] we take the numbers from [85]. For qualitative results, see Fig. 4.

The re-rendered color loss is optimized with respect to the relative transformation.

Our experiments show that 3D Gaussians exhibit limited extrapolation capabilities, as evidenced by rendering artifacts when deviating from the initial trajectory and difficulties in reconstructing accurate depth maps at geometry discontinuities and within unseen regions. Optimizing the re-rendering loss for pose refinement shows worse tracking performance compared to other neural SLAM methods that use a similar approach but use implicit representation as shown in Tab. 5.

To assess the impact of these limitations, we carry out oracle experiments, where Gaussian sub-maps are firstly mapped using ground truth poses and then used by tracking. The oracle method achieves better accuracy than all other dense neural SLAM methods including DROID-SLAM [63]. This supports our claim that the tracking accuracy is limited by the extrapolation capability of the 3D Gaussian splats.

As frame-to-model tracking is currently unsatisfactory, we utilize the trajectories of DROID-SLAM [63] in obtaining all the results on rendering and reconstruction. We believe that enhancements in depth map rendering will further improve frame-to-model tracking accuracy in our method as evidenced by the oracle experiment.

5. Experiments
We first describe our experimental setup and then evaluate our method against state-of-the-art dense neural RGBD SLAM methods on Replica [57] as well as the real-world TUM-RGBD [59] and ScanNet [13] datasets. Further experiments and details are provided in the appendix.

Implementation Details. We set $M_u = 15000$ and $M_c = 20000$ for Replica, $M_u = 10000$, $M_c = 15000$ for TUM-RGBD, and $M_u = 55000$, $M_c = 20000$ for ScanNet. The number of iterations for the first frame in a sub-map is set to 1000 for all the datasets. The number of iterations for all the other frames in a sub-map is set to 500 for Replica and TUM-RGBD, and 1000 for ScanNet. Every 5th frame is considered as a keyframe for all the datasets. We use FAISS [20] GPU implementation for finding nearest neighbors when deciding which points to add as new Gaussians. We use Gaussian addition radius $\rho = 0.03m$ for Replica and TUM-RGBD, and $\rho = 0.07m$ for ScanNet. For all the datasets we spend at least 50% of iterations on the newly incoming keyframe. To mesh the scene, we render depth and color every fifth frame over the estimated trajectory and use TSDF Fusion [12] with voxel size 1 cm similar to [51]. Please refer to the appendix for more details.

Datasets. The Replica dataset [57] comprises high-quality 3D reconstructions of a variety of indoor scenes. We utilize

<table>
<thead>
<tr>
<th>Method</th>
<th>Metric</th>
<th>f1/ desk</th>
<th>f2/ desk2</th>
<th>f2/ room</th>
<th>xyz</th>
<th>office</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>NICE-SLAM [84]</td>
<td>PSNR↑</td>
<td>13.83</td>
<td>12.00</td>
<td>11.39</td>
<td>17.87</td>
<td>12.890</td>
<td>13.59</td>
</tr>
<tr>
<td></td>
<td>SSIM↑</td>
<td>0.569</td>
<td>0.514</td>
<td>0.373</td>
<td>0.718</td>
<td>0.554</td>
<td>0.545</td>
</tr>
<tr>
<td></td>
<td>LPIPS↓</td>
<td>0.482</td>
<td>0.520</td>
<td>0.629</td>
<td>0.344</td>
<td>0.498</td>
<td>0.494</td>
</tr>
<tr>
<td>Voxel-Fusion* [75]</td>
<td>PSNR↑</td>
<td>15.79</td>
<td>14.12</td>
<td>14.20</td>
<td>16.32</td>
<td>17.27</td>
<td>15.54</td>
</tr>
<tr>
<td></td>
<td>SSIM↑</td>
<td>0.647</td>
<td>0.568</td>
<td>0.566</td>
<td>0.706</td>
<td>0.677</td>
<td>0.632</td>
</tr>
<tr>
<td></td>
<td>LPIPS↓</td>
<td>0.523</td>
<td>0.541</td>
<td>0.559</td>
<td>0.433</td>
<td>0.456</td>
<td>0.502</td>
</tr>
<tr>
<td>Point-ESLAM [34]</td>
<td>PSNR↑</td>
<td>11.29</td>
<td>1.265</td>
<td>9.06</td>
<td>17.46</td>
<td>7.02</td>
<td>13.42</td>
</tr>
<tr>
<td></td>
<td>SSIM↑</td>
<td>0.666</td>
<td>0.634</td>
<td>0.929</td>
<td>0.310</td>
<td>0.457</td>
<td>0.599</td>
</tr>
<tr>
<td></td>
<td>LPIPS↓</td>
<td>0.358</td>
<td>0.421</td>
<td>0.192</td>
<td>0.698</td>
<td>0.652</td>
<td>0.464</td>
</tr>
<tr>
<td>Gaussian-SLAM</td>
<td>PSNR↑</td>
<td>13.87</td>
<td>14.12</td>
<td>14.16</td>
<td>17.56</td>
<td>18.43</td>
<td>15.63</td>
</tr>
<tr>
<td>(ours)</td>
<td>SSIM↑</td>
<td>0.627</td>
<td>0.592</td>
<td>0.645</td>
<td>0.708</td>
<td>0.754</td>
<td>0.665</td>
</tr>
<tr>
<td></td>
<td>LPIPS↓</td>
<td>0.546</td>
<td>0.566</td>
<td>0.464</td>
<td>0.585</td>
<td>0.648</td>
<td>0.538</td>
</tr>
<tr>
<td>PSNR↑</td>
<td>31.18</td>
<td>31.31</td>
<td>25.99</td>
<td>26.37</td>
<td>33.08</td>
<td>29.69</td>
<td></td>
</tr>
<tr>
<td>SSIM↑</td>
<td>0.980</td>
<td>0.981</td>
<td>0.968</td>
<td>0.946</td>
<td>0.984</td>
<td>0.971</td>
<td></td>
</tr>
<tr>
<td>LPIPS↓</td>
<td>0.067</td>
<td>0.068</td>
<td>0.125</td>
<td>0.148</td>
<td>0.060</td>
<td>0.093</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Rendering Performance on TUM-RGBD [58]. We outperform existing dense neural RGBD methods on the commonly reported rendering metrics by a huge margin. For NICE-SLAM [84] and Voxel-Fusion [75] we take the numbers from [85]. For qualitative results, see Fig. 4.

<table>
<thead>
<tr>
<th>Method</th>
<th>Metric</th>
<th>Rm0</th>
<th>Rm1</th>
<th>Rm2</th>
<th>Off0</th>
<th>Off1</th>
<th>Off2</th>
<th>Off3</th>
<th>Off4</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>NICE-SLAM [84]</td>
<td>PSNR↑</td>
<td>22.12</td>
<td>22.47</td>
<td>24.52</td>
<td>29.07</td>
<td>30.34</td>
<td>19.66</td>
<td>22.23</td>
<td>24.94</td>
<td>24.42</td>
</tr>
<tr>
<td></td>
<td>SSIM↑</td>
<td>0.689</td>
<td>0.757</td>
<td>0.814</td>
<td>0.874</td>
<td>0.866</td>
<td>0.797</td>
<td>0.801</td>
<td>0.856</td>
<td>0.809</td>
</tr>
<tr>
<td></td>
<td>LPIPS↓</td>
<td>0.303</td>
<td>0.271</td>
<td>0.208</td>
<td>0.229</td>
<td>0.181</td>
<td>0.235</td>
<td>0.209</td>
<td>0.198</td>
<td>0.233</td>
</tr>
<tr>
<td>Voxel-Fusion* [75]</td>
<td>PSNR↑</td>
<td>22.39</td>
<td>22.36</td>
<td>23.92</td>
<td>27.79</td>
<td>29.83</td>
<td>20.33</td>
<td>23.47</td>
<td>25.21</td>
<td>24.41</td>
</tr>
<tr>
<td></td>
<td>SSIM↑</td>
<td>0.683</td>
<td>0.751</td>
<td>0.798</td>
<td>0.857</td>
<td>0.794</td>
<td>0.803</td>
<td>0.847</td>
<td>0.801</td>
<td>0.801</td>
</tr>
<tr>
<td></td>
<td>LPIPS↓</td>
<td>0.303</td>
<td>0.269</td>
<td>0.234</td>
<td>0.241</td>
<td>0.184</td>
<td>0.243</td>
<td>0.213</td>
<td>0.199</td>
<td>0.239</td>
</tr>
<tr>
<td>Point-ESLAM [34]</td>
<td>PSNR↑</td>
<td>25.25</td>
<td>25.31</td>
<td>28.09</td>
<td>30.73</td>
<td>37.04</td>
<td>25.99</td>
<td>29.27</td>
<td>29.15</td>
<td>27.10</td>
</tr>
<tr>
<td></td>
<td>SSIM↑</td>
<td>0.874</td>
<td>0.245</td>
<td>0.935</td>
<td>0.934</td>
<td>0.910</td>
<td>0.942</td>
<td>0.953</td>
<td>0.948</td>
<td>0.921</td>
</tr>
<tr>
<td></td>
<td>LPIPS↓</td>
<td>0.315</td>
<td>0.296</td>
<td>0.245</td>
<td>0.213</td>
<td>0.254</td>
<td>0.238</td>
<td>0.186</td>
<td>0.210</td>
<td>0.245</td>
</tr>
<tr>
<td>Gaussian-SLAM</td>
<td>PSNR↑</td>
<td>34.31</td>
<td>37.28</td>
<td>38.18</td>
<td>43.97</td>
<td>43.56</td>
<td>37.39</td>
<td>36.48</td>
<td>40.19</td>
<td>38.90</td>
</tr>
<tr>
<td>(ours)</td>
<td>SSIM↑</td>
<td>0.988</td>
<td>0.992</td>
<td>0.993</td>
<td>0.996</td>
<td>0.995</td>
<td>0.992</td>
<td>0.995</td>
<td>0.999</td>
<td>0.993</td>
</tr>
<tr>
<td></td>
<td>LPIPS↓</td>
<td>0.082</td>
<td>0.068</td>
<td>0.074</td>
<td>0.045</td>
<td>0.066</td>
<td>0.078</td>
<td>0.079</td>
<td>0.066</td>
<td>0.069</td>
</tr>
</tbody>
</table>

Table 3. Rendering Performance on Replica [57]. We outperform all existing dense neural RGBD methods on the commonly reported rendering metrics. The numbers for NICE-SLAM [84] and Voxel-Fusion [75] are taken from [85].
the publicly available dataset collected by Sucar et al. [60], which provides trajectories from an RGBD sensor. Further, we demonstrate that our framework can handle real-world data by using the TUM-RGBD dataset [59], as well as the ScanNet dataset [13]. The poses for TUM-RGBD were captured using an external motion capture system while ScanNet uses poses from BundleFusion [14].

**Evaluation Metrics.** The meshes, produced by marching cubes [32], are evaluated using the F-score being the harmonic mean of the Precision (P) and Recall (R). We use a distance threshold of 1 cm for all evaluations. We further provide the depth L1 metric for unseen views as in [84]. For tracking accuracy, we use ATE RMSE [59] and for rendering we provide the peak signal-to-noise ratio (PSNR), SSIM [66] and LPIPS [80]. Our rendering metrics are evaluated by rendering the full-resolution image along the estimated trajectory by the mapping interval similar to [51].

**Baseline Methods.** We primarily compare our method to existing state-of-the-art dense neural RGBD SLAM methods such as NICE-SLAM [84], Vox-Fusion [75], ESLAM [34] and Point-SLAM [51]. We reproduce the results from [75] using the open source code and report the results as Vox-Fusion*. For NICE-SLAM, we mesh the scene at resolution 1 cm for a fair comparison. We could not obtain the rendering from GO-SLAM [81] for the evaluation since rendering function was not available at the time of submission.

### 5.1. Rendering Performance

Tab. 1 and Tab. 2 show our state-of-the art rendering performance on real-world datasets. Tab. 3 compares rendering performance and shows improvements over all the existing dense neural RGBD SLAM methods on synthetic data. Fig. 4 shows exemplary full-resolution renderings where Gaussian-SLAM yields more accurate details.

### 5.2. Reconstruction Performance

In Tab. 4 we compare our method to NICE-SLAM [84], Vox-Fusion [75], ESLAM [34], GO-SLAM [81] and Point-SLAM [51] in terms of the geometric reconstruction accuracy on the Replica dataset [57]. Our method performs on par with other existing dense SLAM methods.

### 5.3. Tracking Performance

Tab. 5 presents our tracking results together with oracle performance on the Replica dataset [57], comparing against other SOTA dense neural RGBD SLAM methods and DROID-SLAM [63]. Poses are first estimated with RGBD odometry implemented in Open3D based on [48, 54]. As discussed in Sec. 4.3, our tracking falls behind in accuracy while the oracle method consistently outperforms all other dense neural RGBD SLAM methods and also surpasses DROID-SLAM [63]. For all experiments, the depth loss is not used due to the negative impact of the inaccurate depth map. More tracking results are provided in the appendix D.

## 5.4. Further Statistical Evaluation

### Runtime Analysis

We report runtime usage on the Replica office0 scene in Tab. 6. The mapping time is reported per iteration and per frame averaged over the full trajectory.

**Limitations.** Although we have adapted Gaussian splatting for online dense SLAM, tracking remains challenging. This is caused by the insufficient extrapolation ability of the 3D Gaussians, and by unconstrained Gaussian parameters in unobserved regions. We also believe that some of our empirical hyperparameters can be made test time adaptive e.g. our keyframe selection strategy is currently rather simplistic.
NICE-SLAM[84]  ESLAM[34]  Point-SLAM[51]  Gaussian-SLAM (ours)

Figure 4. Rendering performance on ScanNet [13] and TUM-RGBD [58]. Thanks to 3D Gaussian splatting, Gaussian-SLAM is able to encode more high-frequency details and substantially increase the quality of the renderings. This is also supported by the quantitative results in Tab. 1 and Tab. 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mapping /Iteration</th>
<th>Mapping /Frame</th>
<th>Rendering /Frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>NICE-SLAM [84]</td>
<td>182 ms</td>
<td>10.92 s</td>
<td>2.64 s</td>
</tr>
<tr>
<td>Vox-Fusion [75]</td>
<td>55 ms</td>
<td>0.55 s</td>
<td>1.63 s</td>
</tr>
<tr>
<td>ESLAM [34]</td>
<td>29 ms</td>
<td>0.44 s</td>
<td>0.63 s</td>
</tr>
<tr>
<td>GO-SLAM [81]</td>
<td>-</td>
<td>-</td>
<td>0.125 s</td>
</tr>
<tr>
<td>Point-SLAM [51]</td>
<td>33 ms</td>
<td>2.97 s</td>
<td>2.96 s</td>
</tr>
<tr>
<td>Gaussian-SLAM (ours)</td>
<td>34 ms</td>
<td>1.66 s</td>
<td>7.15E-07</td>
</tr>
</tbody>
</table>

Table 6. Average Mapping and Rendering Speed on Replica office0. Our mapping time is competitive, while our rendering time allows for exploring mapped environments in real time. All metrics are computed using a single NVIDIA A6000.

Acknowledgements. This work was supported by TomTom, the University of Amsterdam and the allowance of Top consortia for Knowledge and Innovation (TKIs) from the Netherlands Ministry of Economic Affairs and Climate Policy.

6. Conclusion

We proposed Gaussian-SLAM, a dense SLAM system that extends and utilizes 3D Gaussian splitting for scene representation. Smart seeding and data-driven anchoring of 3D Gaussians allow us to make the optimization process efficient enough for modern neural SLAM applications. Overall, this leads to a better balance of memory and compute resource usage and the accuracy of the estimated 3D scene representation. Our experiments demonstrate that Gaussian-SLAM substantially outperforms existing solutions regarding rendering accuracy while being competitive with respect to geometry reconstruction and runtime.
A. Limitations of 3D Gaussian Splatting for SLAM

To prove the limitations discussed in Sec. 3, we conduct full-scale experiments. When naively optimizing a global Gaussian point cloud for the whole sequence we get out of memory error even for A100 NVIDIA GPUs. The cases when geometry was not encoded, or when only every single frame was optimized are shown in Tab. 7.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
<th>F1↑</th>
<th>L1↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-frame optimization</td>
<td>3.15</td>
<td>0.14</td>
<td>0.16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Color-only optimization</td>
<td>29.40</td>
<td>0.74</td>
<td>0.05</td>
<td>3</td>
<td>3.22</td>
</tr>
<tr>
<td>Ours</td>
<td>38.90</td>
<td>0.993</td>
<td>0.069</td>
<td>87.6</td>
<td>1.56</td>
</tr>
</tbody>
</table>

Table 7. The naive approach of optimizing only for a single incoming frame or only for color gives poor reconstruction and rendering results. For single-frame optimization, the geometry of the 3D Gaussians becomes so distorted that the final mesh cannot be reconstructed from the noisy depth maps rendered from it. All metrics were averaged over the 8 sequences of Replica [57] dataset.

B. Implementation Details

We use PyTorch 1.12 and Python 3.7 to implement the pipeline. Training is done with the Adam optimizer and the default hyperparameters $\text{betas} = (0.9, 0.999), \text{eps} = 1e-08$ and $\text{weight decay} = 0$. The results are gathered using NVIDIA A6000 and A100 GPUs. Different learning rates are used for different Gaussian parameters. $\gamma$ is set to 0.0025 for the first 3 channels of features of spherical harmonics and is 20 times smaller for the rest of the features. Learning rates of 0.05, 0.005, and 0.001 are set for opacity, scaling, and rotation parameters. During training, we set the spherical harmonics degree to 0 since we assume that the colors are not view-dependent within every sub-map.

C. Evaluation Metrics

Mapping. We use the following five metrics to quantify the reconstruction performance. We compare the ground truth mesh to the predicted mesh. The F-score is defined as the harmonic mean between Precision (P) and Recall (R), $F = 2 \frac{PR}{P+R}$. Precision is defined as the percentage of points on the predicted mesh that lie within some distance $\tau$ from a point on the ground truth mesh. Vice versa, Recall is defined as the percentage of points on the ground truth mesh that lies within the same distance $\tau$ from a point on the predicted mesh. In all our experiments, we use the distance threshold $\tau = 0.01$ m. Before the Precision and Recall are computed, the input meshes are globally aligned with the iterative closest point (ICP) algorithm. We use the evaluation script provided by the authors of [51]. Finally, we report the depth L1 metric which renders depth maps from randomly sampled viewpoints from the reconstructed and ground truth meshes. The depth maps are then compared and the L1 error is reported and averaged over 1000 sampled views. We use the evaluation code provided by [84].

Tracking. We use the absolute trajectory error (ATE) RMSE [59] to compare tracking error across methods. This computes the translation difference between the estimated trajectory and the ground truth. Before evaluating the ATE RMSE, we align the trajectories with Horn’s closed-form solution [18].

D. Additional Experiments

Influence of the Number of Iterations. The number of iterations spent per frame is one of the most important parameters of our method. It directly influences both runtime and rendering. In 5 we show that while our method achieves best results with a larger amount of iterations, it is still state of the art in rendering with fewer iterations.

Figure 5. Ablation over different of iterations spent per frame on the Replica [57] dataset. The iteration number is a hyperparameter allowing for finding a balance between speed and rendering and reconstruction quality. A smaller number of iterations dramatically reduces the runtime, while sacrificing only a bit of rendering performance. $\text{PSNR}$ is divided by 50 to be in $[0, 1]$ range, $\text{LPIPS}$ in the diagram is the inverse of the original $\text{LPIPS}$.

Influence of the sub-map Size. Another important parameter is the sub-map size. It influences the runtime and the rendering and reconstruction quality. The sub-map size does not correlate much with the rendering metrics but can improve the runtime since more iterations are spent on the first frames of the new sub-map. This holds for both synthetic and real-world datasets as shown in 7 and 6.

Additional Tracking Experiments. Tab. 8 provides additional results comparing tracking performance on TUM-RGBD [58] for frame-to-frame tracker (F2F), frame-to-
Figure 6. Ablation over different sizes of the map segments on TUM-RGBD [58] dataset. Segment size is a hyperparameter allowing for finding a balance between speed and rendering quality. PSNR is divided by 50 to be in [0, 1] range, LPIPS in the diagram is the inverse of the original LPIPS, Depth $L_1$ is on the log scale.

Figure 7. Ablation over different sizes of the map segments on Replica [57] dataset. Segment size is a hyperparameter allowing for finding a balance between speed and rendering quality. PSNR is divided by 50, LPIPS in the diagram is the inverse of the original LPIPS, Depth $L_1$ is on the log scale.

Gaussian-model tracker which is initialized with the F2F poses following by refinement using online mapped segments (F2GM+F2F), and lastly the F2GM tracker which is initialized with the F2F poses and conduct refinement using pre-mapped segments obtained with ground-truth poses (F2GM+F2F oracle).

**Qualitative Reconstruction Results.** Fig. 8 shows reconstructed mesh on Replica dataset with a normal map shader to highlight the difference. Fig. 9 compares colored mesh on ScanNet [13] and TUM-RGBD [58] scenes. Gaussian-SLAM is able to recover more geometric and color details in real-world reconstructions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BAD-SLAM [53]</td>
<td>1.7</td>
<td>N/A</td>
<td>N/A</td>
<td>1.1</td>
<td>1.7</td>
<td>N/A</td>
</tr>
<tr>
<td>Kintinuous [70]</td>
<td>3.7</td>
<td>7.1</td>
<td>7.5</td>
<td>2.9</td>
<td>3.0</td>
<td>4.84</td>
</tr>
<tr>
<td>ORB-SLAM2 [40]</td>
<td>1.6</td>
<td>2.2</td>
<td>4.7</td>
<td>0.4</td>
<td>1.0</td>
<td>1.98</td>
</tr>
<tr>
<td>ElasticFusion [72]</td>
<td>2.53</td>
<td>6.83</td>
<td>21.49</td>
<td>1.17</td>
<td>2.52</td>
<td>6.91</td>
</tr>
<tr>
<td>DROID-SLAM [63]</td>
<td>1.30</td>
<td>2.11</td>
<td>3.13</td>
<td>0.21</td>
<td>1.32</td>
<td>1.74</td>
</tr>
</tbody>
</table>
| NICE-SLAM [84]       | 4.26| 4.99| 34.49| 31.13| 3.87| 15.87(10.76)
| Vox-Fusion* [75]     | 3.52| 6.00| 19.53| 1.49| 26.01| 11.31 |
| Point-SLAM [51]      | 4.34| 4.54| 30.92| 1.31| 3.48| 8.92 |
| F2F                  | 3.25| 6.56| 28.49| 5.34| 25.15| 13.76 |
| F2GM + F2F           | 14.43| 24.55| 44.83| 2.75| 6.71| 18.66 |
| F2GM + F2F oracle    | 3.04| 10.85| 3.03| 0.28| 1.07| 3.65 |

Table 8. Frame-to-model Tracking with 3D Gaussians on TUM-RGBD [59] (ATE RMSE ↓ [cm]). Currently the frame-to-Gaussian-model tracking in Gaussian-SLAM yields large drift, while the oracle performance shows great potential. In parenthesis the average over only the successful runs is reported. Part of the numbers are taken from [51].
Figure 8. *Qualitative Reconstruction Comparison on the Replica dataset* [57]. Gaussian-SLAM achieves comparable reconstruction performance with the state-of-the-art dense neural SLAM methods.

Figure 9. *Qualitative Mesh-based Comparison on ScanNet* [13] and TUM-RGBD [58] datasets. For TUM-RGBD, the ground truth is obtained by TSDF fusion. NICE-SLAM [84] shows over-smoothed surfaces. Point-SLAM [51] has duplicated geometry. ESLAM [34] improves the reconstruction quality, while Gaussian-SLAM is moderately better in recovering geometric details, see the chairs in scene_0059 for example.
References


