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This article studies an infinite-server queue in a semi-Markov environment: the queue’s input rate is modulated by a semi-Markovian background process, and the service times are assumed to be exponentially distributed. The primary objective of this article is to propose approximations for the queue-length distribution, based on time-scaling arguments. The analysis starts with an explicit analysis of the cases in which the transition times of the modulating semi-Markov process are either all deterministic or all exponential. We use these results to obtain approximations under time-scalings; both a quasi-stationary regime (in which time is slowed down) and a fluid-scaling regime (in which time is sped up) are considered. Notably, in the latter regime, the limiting distribution of the number of customers present is Poisson, irrespective of the distribution of the transition times. The accuracy of the resulting approximations is illustrated by several numerical experiments, that moreover give an indication of the speed of convergence in both regimes, for various distributions of the transition times. The last section derives conditions under which the distribution of the number of customers present is Poisson (in an exact sense, i.e., not in a limiting regime).
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1. INTRODUCTION

The infinite-server queue has proven to be an extremely useful model, being applicable in many contexts. It describes units of work (‘customers’, in queueing language) arriving at a resource, that stay present for some random duration that is independent of other customers. In the special case that these customers arrive according to a Poisson process with rate $\lambda$, and the sojourn times are i.i.d. random variables with mean $1/\mu$...
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(the so-called M/G/∞ queue), it is known that the stationary number of customers in the system has a Poisson distribution with mean $\lambda/\mu$. In fact, the transient behaviour of this M/G/∞ queue is well understood: conditional on the number of customers present at time 0, the distribution of the number of customers at time $t > 0$ is known[6].

The analysis complicates considerably if the model assumptions are relaxed. If the arrival process is of the renewal type, for instance, the steady-state distribution of the resulting GI/G/∞ queue cannot be explicitly computed. Various limiting results are available though, in terms of a central limit theorem under a specific scaling, see Ref.[4], as well as large-deviations results, see Ref.[3].

Another relevant variant, on which we focus in the present article, allows some ‘burstiness’ in the arrivals. The arrivals occur according to a Poisson process, but the arrival rate is determined by the state of an external semi-Markov process, which we also refer to as the ‘background process.’ More precisely, with $X(t)$ denoting an irreducible continuous-time semi-Markov process defined on a finite state space $\{1, \ldots, d\}$, the arrival rate at time $t$ is given by $\lambda_{X(t)}$, where $\lambda = (\lambda_1, \ldots, \lambda_d)$ is a vector with non-negative entries. Throughout it is assumed that the time a customer remains in the system (the ‘service time’) has an exponential distribution. Here ‘semi-Markov’ refers to the class of processes in which the transition times (i.e., the sojourn times in the individual states of the background process) can stem from any distribution on $\mathbb{R}^+$ (i.e., not necessarily the exponential distribution), while the process jumps between these states in a Markovian manner.

The resulting model could be called a semi-Markov-modulated M/M/∞ queue, or an infinite-server queue in a semi-Markov-modulated random environment (for ease we often leave out ‘semi’ in the sequel). This type of system can be used in several application domains. Suppose for instance that users of a specific service in a communication network occupy one unit of resource while being present (to be thought of as a telephone line, or a given amount of bandwidth); if the arrival rate of these customers alternates between various modes, which is typically the case, the model presented could be used. Another example relates to biology: mRNA strings are synthesized after transcription of the DNA and later degraded in a cell, where the transcription typically tends to occur in a clustered fashion. The proposed model therefore captures the key characteristics of this mechanism well, as argued in Ref.[10].

There is surprisingly little literature on the Markov-modulated infinite-server queue and its variants, compared to the huge literature on Markov-modulated single- and many-server queues. Notably, in the case of exponential transition times and a single server, the stationary distribution of the number of customers in the system is of matrix-geometric form[8];
in this sense that system can be viewed as a matrix generalization of
the normal M/M/1 queue where the stationary distribution is ‘scalar-
geometric.’ In Ref.\[^9\] the case of exponential transition times and \textit{infinitely}
many servers is considered; the results are in terms of the factorial
moments of the numbers of customers (and in addition, it is shown that
the corresponding distribution is \textit{not} of matrix-Poisson type—in other
words: this system is not the matrix generalization of the M/M/∞, which
has a ‘scalar-Poisson’ distribution). A somewhat more general model (that
includes retrials) has been studied in Ref.\[^5\].

The most general result is by D’Auria\[^1\], who finds a recursion for
the factorial moments for \textit{general} transition times, i.e., for the semi-
Markov-modulated M/M/∞ queue we introduced above. He relies on the
observation that the number of customers present has, in the stationary
regime, a Poisson distribution \textit{with random parameter}—the computation of
this distribution requires a substantial amount of careful analysis though.
Fralix and Adan\[^2\] also focus on the situation in which the service times are
not necessarily exponential, but rather Erlang or hyperexponential; this
can then be used to address the case with general service times.

As mentioned before, the results obtained so far are primarily in
terms of (factorial) moments of the queue-length distribution. To facilitate
practical use, however, one should get a handle on the distribution itself.

This article proposes approximations for the stationary distribution
of the number of clients present in the queueing system, based on two
limiting time-scaling regimes. This is done for general transition time
distributions, and we furthermore present exact results for deterministic
and exponential distributions. The first two sections introduce the
problem. In Section 2 the model is defined. Section 3 starts by considering
the special case in which the transition times are state-specific but
deterministic. A very elementary argument provides the factorial moments of
the stationary number of customers present; this means that for this special
case we do not have to go through the procedure followed in Ref.\[^1\] to get
to the same results. Later we also address the case of exponential transition
times. This leads to explicit formulae for the factorial moments, in line
with those presented in Ref.\[^9\]. Phase-type transition times can be dealt with
analogously. The major contributions of the article are the following.

In Section 4 generally distributed transition times are analysed using
time-scaling. Both the so-called \textit{quasi-stationary} and \textit{fluid-scaling} regimes
are considered. In the former regime, the transition times are divided
by a factor \(n\), and then the limiting system corresponding to \(n \to 0\) is
considered. Our findings indicate that the stationary distribution of the
number of customers is ‘mixed Poisson’, i.e., it is Poisson with mean \(\lambda_i/\mu\)
with some probability \(\pi_i\), where \(\pi_i\) is the steady-state probability that the
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modulating Markov chain is in state \( i \). Notice that this is a conceivable property, as, due to the time scaling enforced in the quasi-stationary regime, while being in state \( i \) the system looks like an ordinary M/M/\( \infty \) queue with arrival rate \( \lambda_i \).

In the latter regime (fluid scaling), the transition times are sped up by a factor \( n \), and \( n \) is sent to \( \infty \). The limiting arrival process then turns out to be a Poisson process, with a rate \( \lambda_\infty \) that is a weighted combination of the \( \lambda_i \). Importantly, this result can be regarded as an insensitivity property, as it holds for arbitrary transition time distributions (only the mean transition times end up in the expression for \( \lambda_\infty \)).

The next section contains a series of numerical experiments for the above regimes. The experiments indicate that there is a rapid convergence to the quasi-stationary and fluid-scaling limits for various distributions of the transition times.

As mentioned above, in Ref.[1] it is shown that the number of customers in the system has, in the stationary regime, a Poisson distribution with random mean. We also mentioned that we obtain a Poisson distribution in the fluid-scaling regime, and this is also the case when \( d = 1 \). This raises the question: under what conditions is the steady-state distribution Poisson? It is observed that, with \( X \) being some non-negative random variable, under the assumption that the random variable \( Z \) has a Poisson distribution with (random) mean \( X \),

\[
\text{Var}[Z] = \mathbb{E}[X^2] + \mathbb{E}[X] - \mathbb{E}[X]^2 = \text{Var}[X] + \mathbb{E}[X] \geq \mathbb{E}[X] = \mathbb{E}[Z],
\]

with equality only when \( X \) is deterministic. This inequality indicates that approximating the distribution by a Poisson distribution tends to be too optimistic (as it underestimates the variance). In Section 6 we identify conditions under which the Poisson distribution is indeed justified, in that the number of customers has exactly a Poisson distribution (i.e., not in a limiting regime, like in the fluid-scaling studied in Section 4).

2. MODEL DESCRIPTION

In this article we consider an infinite-server queue with semi-Markov-modulated Poisson arrivals and exponential service times. More precisely, the model can be described as follows.

Consider an irreducible semi-Markov process \( X(t) \) on a finite state space \( \{1, \ldots, d\} \), with \( d \in \mathbb{N} \). Its transition matrix is given by \( P = (p_{ij})_{i,j=1}^d \), where \( p_{ii} \) need not necessarily be zero. The time spent in state \( i \) is distributed as a non-negative random variable \( T_i \) (to be referred to as a transition time). The subsequent transition times in state \( i \), say \( (T_{ij})_{j \in \mathbb{N}} \), constitute a sequence of i.i.d. random variables; in addition the sequences
(T_{ij})_{j \in N}, for various \( i \in \{1, \ldots, d\} \), are assumed independent. There is also independence between the jumps of the semi-Markov process and the transition times. While the process \( X(t) \), often referred to as the background process, is in state \( i \), customers arrive according to a Poisson process with rate \( \lambda_i \geq 0 \). The service times are assumed to be exponentially distributed with mean \( 1/\mu \), irrespective of the state of the background process.

We use bold fonts to denote vectors; for instance \( \lambda \equiv (\lambda_1, \ldots, \lambda_d) \). We denote the invariant distribution corresponding to the transition matrix \( P \) by \( \pi \).

In the sequel, we let \( M_i \) denote the random variable describing the stationary number of customers present when the background process enters state \( i \). The primary objective of this article is to analyze the distribution of \( M_i \) for \( i = 1, \ldots, d \), and in particular after time-scaling has taken place. For \( d = 1 \) it will immediately be seen that the process described is actually a classical M/M/\( \infty \)-queue, and hence \( M_1 \) has a Poisson distribution with mean \( \lambda_1/\mu \). In our analysis, special attention is paid to the case that the \( T_i \)s equal a deterministic number \( t_i > 0 \) (Section 3); these results are then used to also tackle the case of exponential transition times, while they also facilitate analysis of the quasi-stationary and fluid-scaling regimes for general transition times.

### 3. FIXED-POINT RELATIONS FOR DETERMINISTIC AND EXPONENTIAL TRANSITION TIMES

In this section the probability generating function (PGF) of the \( M_i \), for \( i = 1, \ldots, d \), is first analyzed for deterministic transition times; recall that the time the background process spends in state \( j \) is \( t_j \). This is done by expressing the PGF of \( M_i \) in terms of the PGFs of \( M_j \) with \( j = 1, \ldots, d \), conditioning on the state from which the background process jumped to state \( i \). This leads to a fixed-point equation that enables the calculation of all moments. Later on in this section the PGF of \( M_j \) with exponential transition times will be derived from the deterministic case.

To find the PGF of \( M_j \), we need the probabilities of coming from state \( j \), given that the process just jumped to state \( i \); these are the transition probabilities of the time-reversed process, denoted by \( \tilde{p}_{ij} = p_{ji} \pi_j / \pi_i \). Let \( Y \) denote the state the semi-Markov process was in prior to its visit to state \( i \). This leads to

\[
\gamma_i(z) := \mathbb{E}[z^{M_i}] = \sum_{j=1}^{d} \tilde{p}_{ij} \mathbb{E}[z^{M_j} \mid Y = j]
\]

\[
= \sum_{j=1}^{d} \sum_{n=0}^{\infty} \tilde{p}_{ij} \mathbb{E}[z^n \mid M_j = n] \mathbb{P}[M_j = n];
\]
Lemma 1. With $h_j(z) := 1 - e^{-\mu t_j} (1 - z)$ and $g_j(z) := e^{-\lambda_j t_j} \frac{1 - e^{-\mu t_j}}{\mu} (1 - z)$, we have
\[
\mathbb{E} \left[ z_{N_j} | M_j = n \right] = (h_j(z))^n g_j(z).
\]

Proof. First observe that $(N_j | M_j = n)$ can be written as the sum of two independent components: $N_{j,1}$, i.e., the number of the initial $n$ customers that is still present after $t_j$ units of time, and $N_{j,2}$, i.e., the number of arrivals during the period of length $t_j$ that are still in service at the end of this time period. Note that $N_{j,2}$ obviously does not depend on the initial population $n$.

It is elementary that $(N_{j,1} | M_j = n)$ has a binomial distribution with parameters $n$ and $e^{-\mu t_j}$, so that
\[
\mathbb{E} \left[ z_{N_{j,1}} | M_j = n \right] = (h_j(z))^n.
\]

We now focus on $N_{j,2}$. First recall that the number of arrivals in the interval has a Poisson distribution with mean $\lambda_j t_j$, Conditional on the number of arrivals, each of them arrives at an epoch uniformly distributed on the interval of length $t_j$; hence the probability that a given customer is still present at time $t_j$ equals $q(t_j)$, with
\[
q(t) := \int_0^t \frac{1}{t} e^{-\mu t} dt = \frac{1 - e^{-\mu t}}{\mu t}.
\]
It now follows that
\[
\mathbb{E} \left[ z_{N_{j,2}} \right] = \sum_{k=0}^{\infty} \frac{e^{-\lambda_j t_j} (\lambda_j t_j)^k}{k!} \sum_{m=0}^{k} \binom{k}{m} (q(t_j))^m (1 - q(t_j))^{k-m};
\]
basic computations show that this equals $g_j(z)$.

We observe that the PGF $\mathbb{E} \left[ z_{N_j} \right] = g_j(z)$ corresponds to a Poisson random variable with mean $\lambda_j t_j q(t_j)$, which can be understood as follows. The arrival process is a Poisson process with rate $\lambda_j$, so that over a period of length $t_j$ the number of arrivals is Poisson distributed with mean $\lambda_j t_j$. However, each of these arrivals is still present after a time interval of length $t_j$ with probability $q(t_j)$. This results in an ‘effective mean’ of $\lambda_j t_j q(t_j)$.

Eq. (1) and Lemma 1 immediately lead to the following system of fixed-point equations for the $\gamma_i(z)$. 

\[
\mathbb{E} \left[ z_{N_j} \right] = \sum_{k=0}^{\infty} \frac{e^{-\lambda_j t_j} (\lambda_j t_j)^k}{k!} \sum_{m=0}^{k} \binom{k}{m} (q(t_j))^m (1 - q(t_j))^{k-m};
\]

basic computations show that this equals $g_j(z)$.
**Theorem 2.** For \( i = 1, \ldots, d, \)

\[
\gamma_i(z) = \sum_{j=1}^{d} \tilde{p}_{ij} g_j(z) \gamma_j\left(h_j(z)\right).
\]

**Proof.** Observe that

\[
\gamma_i(z) = \sum_{j=1}^{d} \tilde{p}_{ij} \sum_{n=0}^{\infty} g_j(z) \left(h_j(z)\right)^n \mathbb{P}\left[M_j = n\right],
\]

and the stated follows directly. \(\square\)

The means of the \( M_i \) can be found by differentiating the fixed-point equation of Theorem 2 and inserting \( z = 1 \). We obtain the following linear system:

\[
\mathbb{E}[M_i] = \sum_{j=1}^{d} \tilde{p}_{ij} \left(e^{-\mu_j} \mathbb{E}[M_j] + (1 - e^{-\mu_j}) \frac{\tilde{\lambda}_j}{\mu}\right).
\]

In fact all moments can be derived in this manner. Relying on the standard identity

\[
\frac{d^k}{dx^k} (f(x)g(x)) = \sum_{m=0}^{k} \binom{k}{m} f^{(m)}(x)g^{(k-m)}(x),
\]

and

\[
\frac{d^k}{dz^k} \gamma_j\left(h_j(z)\right) = \gamma_j^{(k)}\left(h_j(z)\right) \left(h_j'(z)\right)^k
\]

(where it is used that \( h_j^{(2)}(z) = 0 \)), it follows that

\[
\gamma_i^{(k)}(z) = \sum_{j=1}^{d} \tilde{p}_{ij} \left(\sum_{m=0}^{k} \binom{k}{m} g_j^{(m)}(z) \gamma_j^{(k-m)}\left(h_j(z)\right) \left(h_j'(z)\right)^{k-m}\right).
\]

We thus obtain

\[
\gamma_i^{(k)}(1) = \sum_{j=1}^{d} \tilde{p}_{ij} e^{-\mu_j} \left(\sum_{m=0}^{k} \binom{k}{m} \left(\frac{\tilde{\lambda}_j}{\mu} (e^{\mu_j} - 1)\right)^m \gamma_j^{(k-m)}(1)\right).
\]
Abbreviating

\[ b^{(k)}_j := \tilde{p}_j e^{-k\mu_j}, \quad a^{(k)}_i := \sum_{j=1}^N b^{(k)}_j \sum_{m=1}^k \binom{k}{m} \left( \frac{\hat{\lambda}_j}{\mu} (e^{\mu_j} - 1) \right)^m \gamma_{ij}^{(k-m)}, \]

the value of the factorial moment

\[ M^{(k)}_i := \gamma_i^{(k)}(1) = \mathbb{E} [M_i(M_i - 1) \cdots (M_i - k + 1)] = \mathbb{E} \left[ \frac{M_i!}{(M_i - k)!} \right] \]

can be computed through \( M^{(k)}_i = a^{(k)}_i + \sum_{j=1}^N b^{(k)}_j M^{(k)}_j \). This leads to a procedure that enables the computation of \( M^{(k)} \) recursively from \( M^{(1)} \) up to \( M^{(m-1)} \), based on the relation (in self-evident notation)

\[ M^{(k)} = (I_d - B^{(k)})^{-1} a^{(k)}. \tag{2} \]

Using Stirling’s numbers of the second kind, denoted as \( \mathcal{S}_2(n, k) \), the raw moments can be found from factorial moments:

\[ \mathbb{E} [M^n_i] = \sum_{k=0}^n \mathcal{S}(n, k) \mathbb{E} \left[ \frac{M_i!}{(M_i - k)!} \right], \quad \text{with } \mathcal{S}(n, k) := \frac{1}{k!} \sum_{j=0}^k (-1)^{k-j} \binom{k}{j} j^n. \]

**Remark 3.** The service rate \( \mu \) can easily be made state-dependent, by writing \( \mu_j \) instead of \( \mu \), so that \( h_i(t) = 1 - e^{-\mu_i t}(1 - z) \) and \( g_i(t) = \exp(-\lambda_i/\mu_i)(1 - \exp(-\mu_i t))(1 - z) \).

Below, the results for deterministic transition times will be used to analyze the case where the background process is a Markov process, meaning that the transition times are exponentially distributed. The following classical result, featuring the notion of characteristic function (cf), is needed, see Ref.\textsuperscript{[12]}, \( \xrightarrow{d} \) means convergence in distribution.

**Proposition 4** (Lévy’s Convergence Theorem). Consider a sequence of random variables \( X_1, X_2, \ldots \), with cfs \( \phi_1(s), \phi_2(s), \ldots \), so that \( \phi_n(s) = \mathbb{E} [e^{isX_n}] \). If

\[ \lim_{n \to \infty} \phi_n(s) = \phi(s) \]

for some function \( \phi(s) \) for all \( s \in \mathbb{R} \), and furthermore \( \phi(s) \) is continuous at \( s = 0 \), then

\[ \lim_{n \to \infty} X_n \xrightarrow{d} X, \]

where \( X \) has cf \( \phi(s) \).
Observe that the exponential distribution can be approximated by a geometric number of ‘short’ deterministic times, where the success probability of this geometric distribution is ‘small.’ This idea is formalized in the following well-known lemma.

**Lemma 5.** Let $G_t$ have a geometric distribution with success probability $(1 - pt)$, that is, $\mathbb{P}[G_t = i] = (1 - pt)^{i-1}pt$. Then $tG_t \xrightarrow{d} H$ as $t \downarrow 0$, where $H$ has an exponential distribution with mean $1/p$.

This way the Markov process (with $d$ states) can be discretized; we use the transition probabilities

$$p_{ij} = \begin{cases} r_{ij}t & \text{for } i \neq j \\ 1 - \sum_{j \neq i} r_{ij}t & \text{for } i = j. \end{cases}$$

Here $r_{ij}$ is the transition rate from state $i$ to $j$ of the Markov process; $t < (\max_i \sum_{j \neq i} r_{ij})^{-1}$. When the intervals between the transitions (which are possibly self-transitions) are of length $t$ (deterministically) and taking $t \downarrow 0$, the resulting discrete-time Markov chain matches with the original Markov process, according to Lemma 5.

However, it has to be noted that the random variables $M_i$ (with $i = 1, \ldots, N$) denote the population at epochs that a state is entered, but entering happens increasingly often when $t \downarrow 0$. Since self-transitions are allowed (and occur each time with probability close to 1), the corresponding discrete process re-enters this state continuously during an exponential staying time in a state. Therefore, the variable $M_i$ denotes the stationary distribution of the population at arbitrary moments in which the system is in state $i$ (rather than the stationary distribution at the epoch the Markov process enters $i$).

Bearing in mind Eq. (2), we now consider subsequently $I_d - B^{(k)}$ and $a^{(k)}$ at $t \downarrow 0$.

First the entries of the matrix $I_d - B^{(k)}$ will be analysed at $t \downarrow 0$. First consider $i \neq j$. Using the definition, it is immediately seen that

$$(I_d - B^{(k)})_{ij} = \tilde{p}_{ij}e^{-kt} = -\frac{\pi_j}{\pi_i} t (1 - k\mu t + O(t^2)) = -\frac{\pi_j}{\pi_i} t + O(t^2).$$

For $(I_d - B^{(k)})_{ii}$ something similar can be done:

$$(I_d - B^{(k)})_{ii} = \tilde{p}_{ii}e^{-kt} = 1 - \left(1 - \sum_{j \neq i} r_{ij}t\right) (1 - k\mu t + O(t^2)).$$
\[
= \left( \sum_{j \neq i} r_{ji} + k \mu \right) t + O(t^2).
\]

The analysis of \( a^{(k)} \) requires a few more calculations:

\[
a^{(k)}_i = \sum_{j=1}^d b^{(k)}_j \sum_{m=1}^k \left( \frac{k}{m} \right) \left( \frac{\hat{\lambda}_{ij} t}{\mu} \right)^m \gamma_{ij}^{(k-m)}(1)
\]

\[
= \sum_{j=1}^d b^{(k)}_j \sum_{m=1}^k \left( \frac{k}{m} \right) \left( \frac{\hat{\lambda}_{ij} t}{\mu} \right)^m \gamma_{ij}^{(k-m)}(1) + O(t^{m+1})
\]

\[
= \sum_{j \neq i} \left( r_{ij} t + O(t^2) \right) \sum_{m=1}^k \left( \frac{k}{m} \right) \left( \frac{\hat{\lambda}_{ij} t}{\mu} \right)^m \gamma_{ij}^{(k-m)}(1) + O(t^{m+1})
\]

\[
+ \left( 1 - \sum_{j \neq i} r_{ji} + k \mu \right) t + O(t^2)
\]

\[
x \sum_{m=1}^k \left( \frac{k}{m} \right) \left( \frac{\hat{\lambda}_{ij} t}{\mu} \right)^m \gamma_{ij}^{(k-m)}(1) + O(t^{m+1})
\]

\[
= O(t^2) + (1 + O(t)) \left( k \hat{\lambda}_{ij} \gamma_{ij}^{(k-1)}(1) + O(t^2) \right)
\]

\[
= \left( k \hat{\lambda}_{ij} \gamma_{ij}^{(k-1)}(1) \right) t + O(t^2).
\]

It is concluded that both \( I_d - B^{(k)} \) and \( a^{(k)} \) have a linear term in \( t \) in all coefficients and no constant term, as \( t \downarrow 0 \). Since the matrix is inverted in (2), they cancel each other out, and the terms with \( O(t^2) \) vanish as \( t \downarrow 0 \). It follows that

\[
M^{(k)} = k C^{-1}_k \Lambda M^{(k-1)},
\]

with \( \Lambda = \text{diag}(\hat{\lambda}_1, \ldots, \hat{\lambda}_N) \), and \( C_k = (c_{ij}(k))_{i,j=1}^N \), in which

\[
c_{ij}(k) := \begin{cases} 
-r_{ij} \frac{\pi_j}{\pi_i} & \text{if } i \neq j, \\
\sum_{h \neq i} r_{hi} + k \mu & \text{else.}
\end{cases}
\]
This leads to the explicit expression

\[ M^{(k)} = k! \left[ C^{-1}_2 \Lambda C^{-1}_{k-1} \Lambda \cdots C^{-1}_2 \Lambda C^{-1}_1 \Lambda \right] (1, \ldots, 1)^T. \]  

(3)

Note that this result is in line with Theorem 3.1 in Ref.\textsuperscript{[9].}

**Example 6.** Consider the 2-state system with \( p_{11} = 1 - \kappa_1 t \), \( p_{12} = \kappa_1 t \), \( p_{21} = \kappa_2 t \), and \( p_{22} = 1 - \kappa_2 t \), where \( t < (\max\{\kappa_1, \kappa_2\})^{-1} \). It is readily verified that this results in \( \pi_i = \kappa_{3-i}/(\kappa_1 + \kappa_2) \) for \( i = 1, 2 \). Take \( t = (t, t) \) and \( 1 = (\lambda_1, \lambda_2) \).

Now it turns out that \( \hat{p}_{ij} = p_{ij} \) (the matrix \( P \) corresponds to a reversible discrete-time Markov chain). From (2) it can be found that

\[
\mathbb{E}_t[M_i] = \frac{\hat{\lambda}_i}{\mu} \cdot \frac{1 - e^{-\mu t} - \kappa_1 t + (\kappa_1 + \kappa_2 - 2\kappa_1\kappa_2 t) t e^{-\mu t}}{1 - e^{-\mu t} + (\kappa_1 + \kappa_2) t e^{-\mu t}} \\
+ \frac{\hat{\lambda}_{3-i}}{\mu} \cdot \frac{\kappa_i t (1 - 2 e^{-\mu t} + 2\kappa_{3-i} t e^{-\mu t})}{1 - e^{-\mu t} + (\kappa_1 + \kappa_2) t e^{-\mu t}}.
\]

Now taking the limit \( t \downarrow 0 \), the Markov chain becomes equivalent to the Markov process with rates \( r_{12} = \kappa_1 \) and \( r_{21} = \kappa_2 \). As we explained above, \( M_t \) does not denote the population at the epoch of entering state \( i \) in this case; instead it is the population found at a random moment while being in state \( i \). The mean is found to equal

\[
\mathbb{E}[M_i] = \lim_{t \downarrow 0} \mathbb{E}_t[M_i] = \frac{\hat{\lambda}_i}{\mu} \cdot \frac{\mu + \kappa_{3-i}}{\mu + \kappa_1 + \kappa_2} + \frac{\hat{\lambda}_{3-i}}{\mu} \cdot \frac{\kappa_i}{\mu + \kappa_1 + \kappa_2}.
\]

The average population over all time is now

\[
\mathbb{E}[M] = \pi_1 \mathbb{E}[M_1] + \pi_2 \mathbb{E}[M_2] \\
= \frac{\hat{\lambda}_1}{\mu} \cdot \frac{\kappa_2}{\kappa_1 + \kappa_2} + \frac{\hat{\lambda}_2}{\mu} \cdot \frac{\kappa_1}{\kappa_1 + \kappa_2} = \frac{\hat{\lambda}_1}{\mu} \cdot \frac{\kappa_2}{\kappa_1 + \kappa_2} + \frac{\hat{\lambda}_2}{\mu} \cdot \frac{\kappa_1}{\kappa_1 + \kappa_2}.
\]

(4)

The latter result can be obtained more easily from Little’s law, which says that \( \mathbb{E}[M] \) equals the product of the mean arrival rate and the expected time spent in the system; the latter quantity is obviously \( 1/\mu \).

Using the Stirling numbers introduced in Section 3, the following result is found for exponentially distributed transition times:

\[
(\mathbb{E}[M^n_1], \ldots, \mathbb{E}[M^n_2])^T = \sum_{k=0}^{\infty} \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} j^n \\
\times \left[ C^{-1}_2 \Lambda C^{-1}_{k-1} \Lambda \cdots C^{-1}_2 \Lambda C^{-1}_1 \Lambda \right] (1, \ldots, 1)^T.
\]
4. GENERALLY DISTRIBUTED TRANSITION TIMES: LIMITING REGIMES

In this section we study two well-known limiting regimes. In the first one, all transition times are divided by $n$, and then $n$ is sent to 0. As can be expected, in this quasi-stationary regime the number of customers present is a mixture of Poisson random variables: time-scaling makes sure that when the modulating Markov process is in state $i$, the process locally behaves as an M/M/$\infty$ system with arrival rate $\lambda_i$.

In the second regime (the so-called fluid-scaling regime) time is sped up by a factor $n$, and the behaviour for $n \to \infty$ is considered. In this case, it turns out that the limiting arrival process is a Poisson process with rate, say, $\lambda_\infty$. Remarkably, this property holds for transition times $T_i$ ($i = 1, \ldots, d$) with arbitrary distributions, in the sense that $\lambda_\infty$ depends on the transition times only through $\left( E[M_j^1], \ldots, E[M_j^d] \right)$, see Corollary 9.

In Section 5 we show that the limiting regimes already yield reasonable approximations for $n$ relatively close to 1.

4.1. Quasi-Stationary Behavior

First we consider the situation that the transition times are slowed down, that is, divided by a factor $n$, where $n$ is then sent to 0.

**Theorem 7.** As $n \to 0$, in the infinite-server system with transition times $t_i/n$, the random variable $M_i$ has a ‘mixed Poisson distribution’, i.e., a Poisson distribution with parameter $\hat{\lambda}_i/\mu$ with probability $\tilde{p}_j$ for $j = 1, \ldots, d$.

**Proof.** Note that taking transition times $t_i/n$ with $n \to 0$, it formally becomes problematic to speak about the system in steady state. Therefore, instead of slowing down the transition process, we speed up the arrival and departure processes, $\lambda \mapsto \hat{\lambda}/n$ and $\mu \mapsto \hat{\mu}/n$, obviously resulting in exactly the same distribution of $M_i$. Using Taylor expansions, the equivalents of $g_j(z)$ and $h_j(z)$ obey

$$g_j^{(n)}(z) = \exp\left( -\frac{\hat{\lambda}_j}{\mu} \left( 1 - e^{-\hat{\mu}_j/n} \right) (1 - z) \right)$$

$$= e^{-\frac{\hat{\lambda}_j}{\hat{\mu}} (1-z)} \left( 1 + O\left( e^{-\mu_j/n} \right) \right);$$

$$h_j^{(n)}(z) = 1 - e^{-\mu_j/n} (1 - z).$$

This leads for the corresponding PGF, say $\gamma^{(n)}(z)$, to

$$\gamma_i^{(n)}(z) = \sum_{j=1}^{d} \tilde{p}_j e^{-\frac{\hat{\lambda}_j}{\hat{\mu}} (1-z)} \left( 1 + O\left( e^{-\mu_j/n} \right) \right) \gamma_j^{(n)}(1 - e^{-\mu_j/n} (1 - z))$$
so that \( \gamma_i^{(n)}(z) \) converges, as \( n \to 0 \), to
\[
\lim_{n \to 0} \sum_{j=1}^{d} \tilde{p}_j e^{-\frac{\lambda_j}{\mu}(1-z)} \left( 1 + O \left( (e^{-\mu_j/n})^2 \right) \right) \gamma_j^{(n)}(1 - e^{-\mu_j/n}(1-z)) = \sum_{j=1}^{d} \tilde{p}_j e^{-\frac{\lambda_j}{\mu}(1-z)},
\]
which concludes the proof. \( \square \)

For the distribution of the number of customers at an arbitrary transition epoch, say \( M \), we obtain
\[
\mathbb{E}[z^M] = \sum_{i=1}^{d} \pi_i \mathbb{E}[z^{M_i}] = \sum_{i=1}^{d} \pi_i \sum_{j=1}^{d} \tilde{p}_j e^{-\frac{\lambda_j}{\mu}(1-z)} = \sum_{j=1}^{d} \pi_j e^{-\frac{\lambda_j}{\mu}(1-z)}.
\]
In other words: \( M \) has a Poisson distribution with parameter \( \lambda_j/\mu \) with probability \( \pi_j \), as expected. This property will carry over to the case that the \( T_i \)s have an arbitrary distribution on \( \mathbb{R}_+ \).
In Section 5 we will use the symbol \( M^{0} \) for this limiting variable \( M \), while \( M^{\infty} \) corresponds to the same quantity under the fluid scaling, to be discussed in the next subsection.

### 4.2. Fluid-Scaling Behavior

In case all transition times are divided by a factor \( n \), while \( \lambda \) and \( \mu \) remain unchanged, we show in this subsection that in the limit \( n \to \infty \) the inter-arrival times become exponential. This is first shown for the case of deterministic transition times (as was discussed in Section 3), and then we argue that the result carries over to general (finite-mean) transition times.

**Theorem 8.** Consider the system with deterministic transition times \( t_i/n \). As \( n \to \infty \), the time until the first arrival converges in distribution to an exponential random variable \( M^{\infty} \) with mean \( 1/\tilde{\lambda}_\infty \), where
\[
\tilde{\lambda}_\infty := \frac{\sum_{i=1}^{d} \pi_i t_i \lambda_i}{\sum_{i=1}^{d} \pi_i t_i}.
\]

**Proof.** Let \( \phi_i(s) \) denote the cf of \( X_i \) \( (i = 1, \ldots, d) \), where \( X_i \) is the time until the next arrival when entering state \( i \), in the limiting situation of \( n \to \infty \) (assumed to exist); \( \phi_i(s) \) is the \( d \)-dimensional vector with entries \( \phi_i(s) \) \( (i = 1, \ldots, d) \). The counterparts of these notions in the pre-limit situation are \( X^{(n)} \) and \( \phi^{(n)}(s) \). Our objective is to prove that the \( X_i \) have an exponential distribution with mean \( 1/\tilde{\lambda}_\infty \), irrespective of \( i \). As the proof is
rather lengthy, we have tried to make it more transparent by breaking it up in a number of steps.

**Step I.** We first derive a fixed point equation for the cf of $X^{(n)}$. Standard arguments yield that

$$
\phi_i^{(n)}(s) = s \mathbb{E} \left[ e^{i s X_i^{(n)}} \right] = \mathbb{E} \left[ X_i^{(n)} < t_i/n \right] \mathbb{E} \left[ e^{i s X_i^{(n)}} | X_i^{(n)} < t_i/n \right] + \mathbb{E} \left[ X_i^{(n)} > t_i/n \right] \mathbb{E} \left[ e^{i s X_i^{(n)}} | X_i^{(n)} > t_i/n \right] = (1 - e^{-\lambda_i t_i/n}) \frac{\lambda_i}{\lambda_i - is} \cdot 1 - e^{-\lambda_i t_i/n} + e^{-\lambda_i t_i/n} e^{is t_i/n} \sum_{j=1}^d p_{ij} \mathbb{E} \left[ e^{i s X_j^{(n)}} \right] = (1 - e^{-(\lambda_i - is) t_i/n}) \frac{\lambda_i}{\lambda_i - is} + e^{-(\lambda_i - is) t_i/n} \sum_{j=1}^d p_{ij} \phi_j^{(n)}(s).
$$

In vector notation, this is written as

$$
\phi^{(n)}(s) = (I - D)(\Lambda - isI)^{-1} \lambda + DP \phi^{(n)}(s),
$$

where $D := \text{diag} \left( e^{-(\lambda_1 - is) t_1/n}, \ldots, e^{-(\lambda_d - is) t_d/n} \right)$, which depends on both $n$ and $s$, $\Lambda := \text{diag}(\lambda)$. Provided $\text{det}(I - DP) \neq 0$, this yields:

$$
\phi^{(n)}(s) = (I - DP)^{-1} (I - D)(\Lambda - isI)^{-1} \lambda.
$$

**Step II.** We now ‘Taylorize’ expression (7). First define $T = \text{diag}(t)$. Using standard Taylor expansions, the elements of $D$ can be rewritten as

$$
d_{ii} = 1 - (\lambda_i - is) t_i/n + O \left( n^{-2} \right),
$$

so that

$$
D = I - \frac{1}{n} T(\Lambda - isI) + \frac{1}{n^2} R_1,
$$

for some matrix $R_1$ with $R_1/n \to 0$ as $n \to \infty$. With $R_2$ being a matrix with the same property as $R_1$, expression (7) is rewritten as

$$
\phi^{(n)}(s) = \left( I - P + \frac{1}{n} T(\Lambda - isI)P - \frac{1}{n^2} R_1 P \right)^{-1} \left( \frac{1}{n} T + \frac{1}{n^2} R_2 \right) \lambda.
$$

Note that $R_1$ and $R_2$ are the only matrices that depend on $s$. 

The inverse of matrix $I - P + T(A - isI)P/n + R_1 P/n^2 = A + B/n$ is to be determined now, with $A := I - P$ and $B = T(A - isI)P + O(1/n)$. This equals (under the assumption $\det(I - DP) \neq 0$)

$$\text{inv} \left( A + \frac{1}{n} B \right) = \frac{1}{\det(A + \frac{1}{n} B)} \text{adj} \left( A + \frac{1}{n} B \right),$$

which is a direct result from Cramer’s rule\cite{11}. Since $P$ is a probability matrix, we have that $\det(A) = \det(I - P) = 0$. Hence, using the common permutations description of the determinant,

$$\det \left( A + \frac{1}{n} B \right) = \det \left( A + \frac{1}{n} B \right) - \det(A)$$

$$= \sum_{\sigma \in S_d} \mathrm{sgn}(\sigma) \left( \prod_{i=1}^{d} a_{i,\sigma(i)} + \frac{1}{n} \prod_{i=1}^{d} b_{i,\sigma(i)} - \prod_{i=1}^{d} a_{i,\sigma(i)} \right)$$

$$= \sum_{\sigma \in S_d} \mathrm{sgn}(\sigma) \left( \prod_{i=1}^{d} a_{i,\sigma(i)} + \frac{1}{n} \sum_{i=1}^{d} b_{i,\sigma(i)} \left( \prod_{j=1}^{d} a_{j,\sigma(j)} \right) + O \left( \frac{1}{n^2} \right) \right)$$

$$= \frac{1}{n} \sum_{\sigma \in S_d} \mathrm{sgn}(\sigma) \sum_{i=1}^{d} b_{i,\sigma(i)} \left( \prod_{j=1, j \neq i}^{d} a_{j,\sigma(j)} \right) + O \left( \frac{1}{n^2} \right),$$

with $S_d$ denoting all permutations. As $b_{i,\sigma(i)} = p_{i,\sigma(i)} t_i (\lambda_i - is) + O(1/n)$, we obtain

$$\det(A + \frac{1}{n} B) = \frac{1}{n} \sum_{\sigma \in S_d} \mathrm{sgn}(\sigma) \sum_{i=1}^{d} p_{i,\sigma(i)} t_i (\lambda_i - is) \left( \prod_{j=1, j \neq i}^{d} a_{j,\sigma(j)} \right) + O \left( \frac{1}{n^2} \right)$$

$$= \frac{1}{n} (q - isr) + O \left( \frac{1}{n^2} \right),$$

for a positive $q$ and $r$, as we will show in the next step.

**Step III.** We now show that both $q$ and $r$ are positive. Observe that with $c_i$, for $i = 1, \ldots, d$, defined suitably,

$$q = \sum_{\sigma \in S_d} \mathrm{sgn}(\sigma) \sum_{i=1}^{d} p_{i,\sigma(i)} \left( \prod_{j=1, j \neq i}^{d} a_{j,\sigma(j)} \right) t_i \lambda_i$$

$$= \sum_{i=1}^{d} \sum_{\sigma \in S_d} \mathrm{sgn}(\sigma) p_{i,\sigma(i)} \left( \prod_{j=1, j \neq i}^{d} a_{j,\sigma(j)} \right) t_i \lambda_i = \sum_{i=1}^{d} c_i t_i \lambda_i,$$
and likewise, \( r = \sum_{i=1}^{d} c_i t_i \) with the same coefficients \( c_i \). Here \( \lambda_i \geq 0 \) for all \( i \) with strict inequality for at least one \( i \) and \( t_i > 0 \) for all \( i \). Showing \( c_i > 0 \) for all \( i = 1, 2, \ldots, d \) is therefore sufficient to prove both \( q > 0 \) and \( r > 0 \).

Without loss of generality, we focus on \( i = 1 \).

Since

\[
    c_1 = \sum_{\sigma \in S_d} \text{sgn}(\sigma) p_{1,\sigma(1)} \left( \prod_{j=2}^{d} a_{\sigma(j)} \right),
\]

it is the determinant of a matrix of which the bottom \( d - 1 \) rows equal those of \( A = I - P \), while the upper row equals \((p_{11}, \ldots, p_{1d})\). Standard algebraic manipulations yield

\[
    c_1 = -\sum_{\sigma \in S_d} \text{sgn}(\sigma) (-p_{1,\sigma(1)}) \left( \prod_{j=2}^{d} a_{\sigma(j)} \right)
    = \sum_{\sigma \in S_d} \text{sgn}(\sigma) \delta_{1,\sigma(1)} \left( \prod_{j=2}^{d} a_{\sigma(j)} \right) - \sum_{\sigma \in S_d} \text{sgn}(\sigma) \left( \prod_{j=1}^{d} a_{\sigma(j)} \right)
    = \det(A^{(1,1)}) - \det(A) = \det(A^{(1,1)}); \tag{8}
\]

here \( A^{(i,j)} \) is the \((d - 1) \times (d - 1)\) submatrix of \( A \) with the \( i \)th row and \( j \)th column omitted, of which the determinant is called the \((i,j)\)th minor. Since \( A = I - P \) with \( P \) a transition probability matrix for an irreducible finite-state discrete-time Markov chain, \( A^{(1,1)} \) is strictly diagonally dominant. Indeed,

\[
    \left| (A^{(1,1)})_{ii} \right| = 1 - p_{i+1,i+1} = \sum_{j=1, j \neq i+1}^{d} p_{i+1,j}
    \geq \sum_{j=1, j \neq i+1}^{d} | -p_{i+1,j} | = \sum_{j=1, j \neq i+1}^{d-1} \left| (A^{(1,1)})_{ij} \right|,
\]

with for at least some \( i \) the weak inequality sign being a strict inequality, since \( p_{i,1} > 0 \) for some \( i = 2, \ldots, d \). Strict diagonal dominance implies that the determinant is non-zero. The fact that all diagonal elements are positive entails all eigenvalues to be positive as well, which results in \( \det(A^{(1,1)}) > 0 \), since the determinant is the product of the eigenvalues. Therefore \( c_i > 0 \) for all \( i = 1, \ldots, d \), and thus also \( q > 0 \) and \( r > 0 \). Note that both constants \( q \) and \( r \) are independent of \( n \) and \( s \). As expected, \( \det(A + B/n) \to 0 \) as \( n \to \infty \).
Step IV. Next, \( M[n] := \text{adj}(A + B/n) \) is determined as the transpose of the matrix of cofactors of \( A + B/n \). Since the only arithmetic operations used to calculate the cofactor are addition, subtraction, and multiplication, one concludes that if \( A \) has some non-zero cofactor, then \( \lim_{n \to \infty} M[n] \) equals \( M := \text{adj}(A) \). Inspecting the diagonal immediately shows that this claim holds, because the \((1,1)\)th cofactor equals \( c_1 > 0 \) as was found in (8), and likewise the \((i,i)\)th cofactor equals \( c_i > 0 \) for \( i = 2, \ldots, d \). This entails that \( M \) is independent of \( s \), and \( \lim_{n \to \infty} M[n] = M \). The inverse is now calculated as

\[
\text{inv}(A + \frac{1}{n}B) = \frac{n}{q - irs + O\left(\frac{1}{n}\right)} M[n],
\]

so that

\[
\phi^{(n)}(s) = \frac{n}{q - irs + O\left(\frac{1}{n}\right)} M[n] \left( \frac{1}{n} T + \frac{1}{n^2} R_2 \right) \lambda
\]

\[
= \frac{1}{q - irs + O\left(\frac{1}{n}\right)} M[n] \left( T + \frac{1}{n} R_2 \right) \lambda.
\]

Now the limit \( n \to \infty \) can finally be taken:

\[
\phi(s) = \lim_{n \to \infty} \frac{1}{q - irs + O\left(\frac{1}{n}\right)} M[n] \left( T + \frac{1}{n} R_2 \right) \lambda
\]

\[
= \frac{1}{q - irs} M \lambda \frac{1}{q - irs} m,
\]

for some \( d \)-dimensional vector \( m \). From \( \phi_i(0) = 1 \) follows \( m = q 1 \), where \( 1 \) is the all-one column vector of appropriate dimension, and thus \( \phi_i^{(n)}(s) \) converges to the characteristic function of an exponential distribution with parameter \( q/r \), for every \( i = 1, 2, \ldots, d \). Since \( \phi(s) \) is continuous at \( s = 0 \), Proposition 4 yields the desired convergence in distribution of \( X_i^{(n)} \) to \( X_i \), with \( X_i \sim \text{Exp}(q/r) \) for all \( i = 1, \ldots, d \).

Step V. It is left to show that \( \lambda_\infty \) is the only candidate for \( q/r \). This can be done by only looking at the first moment. For a Poisson process \( Y(t) \) with rate \( \lambda \), the number of arrivals obeys

\[
\lim_{t \to \infty} \frac{Y(t)}{t} = \lambda,
\]

almost surely. On the long run the process spends \( \pi_i t_i / \sum \pi_j t_j \) part of the time in state \( i \) (independent of \( n \)), so the contribution to the number of
arrivals done in state $i$, named $Y_i(t)$ will be
\[ \lim_{t \to \infty} \frac{Y_i(t)}{t} = \frac{\pi_i t_i \lambda_i}{\sum_{j=1}^{d} \pi_j t_j}, \]
almost surely. This implies
\[ \lambda_\infty = \lim_{t \to \infty} \frac{Y(t)}{t} = \lim_{t \to \infty} \sum_{i=1}^{d} \frac{Y_i(t)}{t} = \sum_{i=1}^{d} \frac{\pi_i t_i \lambda_i}{\sum_{j=1}^{d} \pi_j t_j}, \]
which is indeed (5).

This theorem extends to systems with arbitrary transition times, where the $t_i$ in (5) should be replaced by $\mathbb{E}[T_i]$, the expected value of the random transition time $T_i$, as shown in the following corollary.

**Corollary 9.** Consider the system with arbitrary transition times; assume $\mathbb{E}[T_i] < \infty$. As $n \to \infty$, the time until the first arrival converges in distribution to an exponential random variable with mean $1/\lambda_\infty$, where
\[ \lambda_\infty = \frac{\sum_{i=1}^{d} \pi_i \mathbb{E}[T_i] \lambda_i}{\sum_{i=1}^{d} \pi_i \mathbb{E}[T_i]}. \]

**Proof.** Writing the time until the next arrival when switching to state $i$ as $X_i^{(n)}$ for finite $n$, the corresponding CF can be expressed as
\[ \mathbb{E}\left[e^{isX_i^{(n)}}\right] = I_1 + I_2 \sum_{j=1}^{d} p_{ij} \mathbb{E}\left[e^{isX_j^{(n)}}\right], \]
with
\[ I_1 := \int_{0}^{\infty} \int_{0}^{t} f_{T_i/n}(u) \lambda_i e^{-\lambda_i t} e^{isu} du dt, \]
\[ I_2 := \int_{0}^{\infty} \int_{0}^{\infty} f_{T_i/n}(u) \lambda_i e^{-\lambda_i t} e^{isu} dt du; \]
here $f_X(\cdot)$ denotes the density of some random variable $X$. Now these two integrals $I_1$ and $I_2$ are evaluated separately. The first one reduces to
\[ I_1 = \int_{0}^{\infty} \int_{0}^{t} f_{T_i/n}(u) \lambda_i e^{-\lambda_i t} e^{isu} du dt \]
\[ = \int_{0}^{\infty} e^{isu} f_{T_i/n}(u) \int_{u}^{\infty} \lambda_i e^{-\lambda_i t} dt du \]
\[ = \int_{0}^{\infty} e^{-(\lambda_i-is)u} f_{T_i/n}(u) du = M_{T_i/n}(\lambda_i - is), \]
whereas the second can be evaluated as
\[
I_2 = \int_0^\infty \int_0^\infty f_{T_i/n}(u) \lambda_i e^{-\lambda_i t} e^{st} du dt
\]
\[
= \int_0^\infty f_{T_i/n}(u) \int_u^\infty \lambda_i e^{-(\lambda_i - is)t} dt du
\]
\[
= \int_0^\infty f_{T_i/n}(u) \frac{\lambda_i}{\lambda_i - is} \left( 1 - e^{-(\lambda_i - is)u} \right) du
\]
\[
= \frac{\lambda_i}{\lambda_i - is} \left( 1 - M_{T_i/n}(\lambda_i - is) \right),
\]
where \(M_{T_i/n}(\cdot)\) denotes the cf of \(T_i/n\). Since
\[
M_{T_i/n}(\lambda_i - is) = 1 - \frac{1}{n} \mathbb{E} [T_i] (\lambda_i - is) + O \left( \frac{1}{n^2} \right),
\]
it follows that the calculations in the proof of Theorem 8 are identical for the case of generally distributed transition times, since the Taylor expansion of matrix \(D\) is the same after \(t_i\) is replaced by \(\mathbb{E} [T_i]\). The rest of the argument is identical.

\[\square\]

**Remark 10.** The technique that we used to prove Theorem 8 can be adapted to show that not only the time till the first arrival is exponential (with mean \(1/\lambda_\infty\)), but also that the limiting arrival process is a Poisson process with rate \(\lambda_\infty\). We here sketch how this can be done; we focus on deterministic transition times but this can be generalized to arbitrary (finite-mean) distributions in the way described above. To this end, let \(Z_i^{(n)}(\tau_1, \tau_2)\) denote the number of arrivals in the time interval \([\tau_1, \tau_2)\) (with \(\tau_1 < \tau_2\)), given the background process just entered state \(i\) at time \(\tau_1\). Define
\[
\psi_i^{(n)}(s; \tau_1, \tau_2) := \mathbb{E} \left[ e^{isZ_i^{(n)}(\tau_1, \tau_2)} \right],
\]
and \(\psi_i(s; \tau_1, \tau_2)\) the corresponding limiting value as \(n \to \infty\). For \(\tau_2 - \tau_1 > t_i/n\),
\[
\psi_i^{(n)}(s; \tau_1, \tau_2) = \exp \left( -\lambda_i \frac{t_i}{n} (1 - e^{is}) \right) \sum_{j=1}^d b_{ij} \psi_j^{(n)}(s; \tau_1 + t_i/n, \tau_2).
\]
This system of equations can be regarded as the counterpart of (6). Write
\[
\psi_j^{(n)}(s; \tau_1 + t_i/n, \tau_2) = \psi_j^{(n)}(s; \tau_1, \tau_2) + \frac{t_i}{n} (\psi_j^{(n)}(s; \tau_1, \tau_2) + O \left( \frac{1}{n^2} \right)),
\]
where the differentiation is with respect to $\tau_1$. Where in the proof of Theorem 8 the vector $\phi^{(n)}(s)$ could be found by solving a system of linear equations, we now have to solve a system of linear differential equations to identify $\psi^{(n)}(s; \tau_1, \tau_2)$. From that point on, we can follow precisely the same steps as in the proof of Theorem 8. It eventually follows that $(n \to \infty)$

$$\psi^{(n)}(s; \tau_1, \tau_2) \to \exp(-\lambda_\infty(\tau_2 - \tau_1)(1 - e^{is})),$$

proving that the limiting distribution of $Z_i^{(n)}(\tau_1, \tau_2)$ is Poisson with mean $\lambda_\infty(\tau_2 - \tau_1)$. Likewise, the bivariate cf of the number of arrivals in $[\tau_1, \tau_2)$ and the number of arrivals in $[\tau_3, \tau_4)$ (with $\tau_1 < \tau_2 < \tau_3 < \tau_4$) converges to

$$\exp(-\lambda_\infty(\tau_2 - \tau_1)(1 - e^{is})) \exp(-\lambda_\infty(\tau_4 - \tau_3)(1 - e^{is})),
$$

irrespective of the state of the background process at time $\tau_1$. We have then shown that the number of arrivals in non-overlapping intervals follow independent Poisson distributions, from which it follows that the limiting arrival process is a Poisson process. (As an aside we mention that that last argument was also used by Khinchine\textsuperscript{7} to prove that the superposition of $n$ renewal processes, after a time-scaling by a factor $n$, converges to a Poisson process.) We eventually find the following result.

**Theorem 11.** Consider the system with arbitrary transition times; assume $\mathbb{E}[T_i] < \infty$. As $n \to \infty$, the arrival process converges to a Poisson process with rate $\lambda_\infty$.

**Remark 12.** One of the referees suggested an alternative proof for the property that, in the fluid scaling regime, $Z_i^{(n)}(0, t)$ converges for $n \to \infty$ to a Poisson random variable with mean $\lambda_\infty$, irrespective of $i$. In this alternative proof the cf of $Z_i^{(n)}(0, t)$ is first written in terms of an integral over the arrival rate, that is $\int_0^t \lambda_{X_n(t)} ds$, with $X_n(\cdot)$ the background process in the $n$-scaled model. Relying on the renewal reward theorem and elementary properties of Markov chains, it is shown that the cf of interest converges to the postulated one.

## 5. TIME SCALING SIMULATIONS

In the previous section results have been found for limiting regimes, in which time was either sped up or slowed down. In this section we numerically study how fast these regimes are reached.

We have chosen various simulation settings which all gave similar results. One representative example will be shown in detail below.
The simulation setting was chosen to be a 3-STATE Markov chain with transition matrix

\[
P = \begin{pmatrix}
1/5 & 2/5 & 2/5 \\
0 & 1/5 & 4/5 \\
1 & 0 & 0
\end{pmatrix},
\]

which results in the steady-state distribution \( \pi = \frac{1}{12} (10, 5, 8) \) and thus

\[
\tilde{P} = \begin{pmatrix}
1/5 & 0 & 4/5 \\
4/5 & 1/5 & 0 \\
1/2 & 1/2 & 0
\end{pmatrix}.
\]

Now take \( \lambda = (1, 3, 8), \mu = 1 \), and let the random variables \( T \) be generally distributed with means \( \mathbb{E}[T] = (2, 7, 1) \). When dividing the transition times by a factor \( n \), where \( n \to 0 \), and given \( \mathbb{P}[T_i > 0] = 1 \) for all \( i \), the distributions turn out to be

\[
M^0_i \sim (A_1 \text{Pois}(1) + (1 - A_1) \text{Pois}(8)),
\]

\[
M^0_i \sim (A_2 \text{Pois}(1) + (1 - A_2) \text{Pois}(3)),
\]

\[
M^0_i \sim (A_3 \text{Pois}(1) + (1 - A_3) \text{Pois}(3)),
\]

where \( (A_1, A_2, A_3) \sim (\text{Ber}(1/5), \text{Ber}(4/5), \text{Ber}(1/2)) \), where \( \text{Ber}(p) \) denotes a Bernoulli random variable with success probability \( p \), i.e., \( \mathbb{P}[\text{Ber}(p) = 1] = 1 - \mathbb{P}[\text{Ber}(p) = 0] = p \). For speeding up the transition times the outcome distribution is \( \text{Pois}(\lambda_\infty) \) with rate \( \lambda_\infty = 3 \), using the notation of (5). Denote these limiting random variables as \( M_i^\infty \), with \( i = 1, 2, 3 \).

With \( n \) chosen to be the acceleration of the process, meaning \( T \mapsto T/n \), the simulation is first run for deterministic transition times and \( n = 10^{-4}, 0.5, 1, 2, 10^4 \), so that two cases with only small changes in transition times are covered, as well as both limiting cases. The outcome distributions are shown in Figure 1. As expected the steady-state distributions for \( n = 10^{-4} \) and \( n = 10^4 \) closely follow the limiting distributions, which are shown in the figures as dotted lines. It is clearly visible that small accelerations and slow-downs already lead to close approximations of the limiting processes.

This is further examined in Figures 2 through 4, where the Kullback–Leibler divergences with respect to the limiting distributions are shown for both exponentially and uniformly distributed transition times and for deterministic transition times, all having the same mean. The Kullback–Leibler divergence between the random variables \( X \) and \( Y \) is given by

\[
\text{KL}(X, Y) = \sum_n \mathbb{P}[X = n] \log \left( \frac{\mathbb{P}[X = n]}{\mathbb{P}[Y = n]} \right).
\]
FIGURE 1 Steady-state distributions of $M_i$, $i = 1, 2, 3$, with deterministic transition times $t_i/n$ for different values of $n$. The dotted lines depict the expected limiting distributions, for either the quasi-stationary or the fluid-scaling regime (color figure available online).

Informally, the smaller the KL-divergence is, the closer the distributions are to each other. In Figures 2 and 4 the $\text{Unif}(0, 2\mathbb{E}[T])$ distributions, with mean $\mathbb{E}[T]$ and 0 as the infimum of the support, are chosen to represent...
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FIGURE 2 Kullback–Leibler divergences of $M_n^i$ and $M_0^i$, $i = 1, 2, 3$, for different values of $n \leq 1$. For the uniform distribution $\text{Unif}(0, 2\mathbb{E}[T_i])$ has been chosen (color figure available online).

FIGURE 3 Kullback–Leibler divergences of $M_n^i$ and $M_0^i$, $i = 1, 2, 3$, for different values of $n \leq 1$ and various values of $\alpha$ in $\mathbb{E}[T_i] \cdot \text{Unif}(\alpha, 2 - \alpha)$ (color figure available online).

The largest difference between the transition time distributions is seen in Figure 2, which shows the quasi-stationary regime. The transition time distribution has a significant influence on the convergence speed. The exponential distribution appears to be the slowest, followed by the uniform distribution, and the deterministic one has the fastest convergence rate. This is also the descending order of variance for these three distributions. This can be explained intuitively since the higher variance also implies the higher probability of the transition time being close to zero. For the quasi-stationary case the length of the previous intervals is important. Say the order of visiting states has been $k \rightarrow j \rightarrow i$ at a certain instance, then for the quasi-stationary case $M_i \sim \text{Pois}(\lambda_j/\mu)$. However, if the probability of having spent a very short time in $j$ is significant, $M_i$ is still too strongly influenced by the time spent in state $k$.

This effect is further analysed in Figure 3, where multiple uniform distributions have been simulated, namely $\mathbb{E}[T_i] \cdot \text{Unif}(\alpha, 2 - \alpha)$ for $\alpha = 0, 1/8, 1/4, 1/2, 3/4, 1$, where $\text{Unif}(1, 1)$ reduces evidently to the

FIGURE 4 Kullback–Leibler divergences of $M_n^i$ and $M_0^i$, $i = 1, 2, 3$, for different values of $n \geq 1$. For the uniform distribution $\text{Unif}(0, 2\mathbb{E}[T_i])$ has been chosen (color figure available online).
deterministic case. The biggest difference is between for \( x = 0 \) and \( x = 1/8 \), since the infimum of the support is suddenly greater than 0.

Figure 4 shows the Kullback–Leibler divergence between \( M^\infty \sim \text{Pois}(3) \) and the steady-state distributions of \( M_i \) for various values of \( n \geq 1 \), i.e., the fluid-scaling regime. It is seen that the transition time distribution has little influence on the convergence speed, compared to the quasi-stationary regime. It seems that queue lengths for deterministic transition times converge slightly faster than uniformly distributed transition times, with exponential just behind these two. This is the same order as found for quasi-stationary scaling. It is seen that among states 1, 2, 3 the convergence rate is comparable but the off-set varies.

6. CONDITIONS FOR \( M_i \) HAVING A POISSON DISTRIBUTION

In the standard M/M/\( \infty \)-queue, the stationary number of customers present has a Poisson distribution. This corresponds to our case with \( d = 1 \). Also, in Section 4 it has been shown that \( M_i \) admits to a Poisson distribution in several limiting cases. Both when transition times tend to infinity and when transition times tend to zero, the steady-state distribution of \( M_i \) follows a (combination of) Poisson distribution(s). This raises the following question: under what conditions does the steady-state population (exactly) obey a Poisson distribution? In this section explicit conditions are identified.

In Ref.\(^{[1]}\) it has been shown that the number \( M_i \) follows a Poisson distribution, but with a possibly random parameter. We briefly sketch the distribution of this parameter; for details we refer to Ref.\(^{[1]}\). Denoting the random arrival rate by \( \Gamma(t) := \lambda X(t) \), for \( t \in \mathbb{R} \), as the mapping from time to rate \( \lambda \), with as before \( X(t) \) the state of the Markov chain at time \( t \), we have

\[
M_i \sim \text{Pois} \left( |A_i| \right),
\]

where

\[
|A_i| := \sum_{h < 0} \mathbb{P} \left[ \text{Exp}(\mu) > -u_h \mid \Gamma \right] \text{ with a transition to } i \text{ happening at } t = 0.
\]

Here \( u_h \) are all the (random) arrival epochs that happened before time 0, so that \( |A_i| \) equals the sum of the probabilities for every individual customer to still be present at time 0. It is concluded that this parameter depends on \( \Gamma \), and is therefore random for all distributions of \( \Gamma \), except the deterministic one. In that case \( \Gamma(t) \) corresponds to a deterministic cycle through the states, and knowledge of a realization \( \Gamma \) would not contribute anything.

In other words: if the rate \( \lambda \) is non-random at all times, then the random variables \( M_i \), with \( i = 1, 2, \ldots, N \), have a Poisson distribution. Recalling that we have taken the service rate \( \mu \) to be state-independent, we conclude
that the information about the arrival rate is effectively the only factor of
importance of random environment $\Gamma(t)$, $t \in \mathbb{R}$. The process in $[10]$ is of this
type with two states and $p_{12} = p_{21} = 1$, and thus results in a Poisson process.

However, this does not imply that we only have a Poisson distribution
in case of cyclic routing through the $d$ states. For example, consider the
case with three states so that $\lambda_2 = \lambda_3$ and $t_2 = t_3$, and $p_{21} = p_{31} = 1$. The Markov chain will alternate between state 1 (having $\lambda_1$
for a time $t_1$), and either state 2 or 3 (having $\lambda_2 = \lambda_3$ for a time $t_2 = t_3$),
so that the function $\Gamma(t)$ will still be deterministic, given that the Markov-
chain enters some state $i$ at time 0. Note, however, that this expansion of
the state space results essentially in the same sample path behaviour.

This idea is formalized in the following theorem, where we recall the
model description from Section 2. In this theorem a partition of the states
of the background process is demanded such that (1) every element of the
partition has the same arrival rate $\lambda$, (2) the routing through the elements
of this partition is cyclic, and (3) the time the Markov chain spends each
of these elements is fixed.

**Theorem 13.** Consider the Markov chain comprising $d$ states with transition
probabilities $p_{ij}$. Denote $P^+_i = \{j \mid p_{ij} > 0\}$ and $P^-_i = \{j \mid p_{ji} > 0\}$ for all $i = 1, 2, \ldots, d$. Then every $M_i$ has a Poisson steady-state distribution, if and only if a
partition $N_1, \ldots, N_k$ of the $d$ states can be made so that

1. $\lambda_i = \lambda_j$ for all $i, j \in N_n$ with $n = 1, \ldots, k$. Call these rates $\Lambda_1, \ldots, \Lambda_k$.
2. For all $i \in N_n$, $P^+_i / N_n \subset N_{n+1}$, with $n = 1, \ldots, k$.
3. For every sequence $i_1, i_2, \ldots, i_m \in N_n$ so that $i_{j+1} \in P^+_i$ for all $j = 1, 2, \ldots, m - 1$ and $P^+_i \cap N_{n-1} \neq \emptyset$ and $P^-_{i_m} \cap N_{n+1} \neq \emptyset$, $\sum_{j=1}^{m} t_{ij} = T_n$ for
some constant $T_n$.

*Note that indices $N_n$ are to be understood modulo $k$.*

**Proof.** First it will be shown that the three criteria result in a
deterministic $\Gamma(t)$ for all $t$. After that, the reverse will be proven.

- For $k = 1$, by virtue of the first point the same $\Lambda_1$ holds for every vertex,
so that $\Gamma(t) = \Lambda_1$ for all $t$ and is consequently deterministic.
Now let $k \geq 2$. Recall that we assumed the Markov chain to be
irreducible and positive recurrent. Then, since $k \geq 2$, no class of states
can be absorbing. By the second point the order of going through the
classes is determined, namely from $n$ to $n + 1$, not skipping any class.
This also means $\Gamma(t)$ has a cyclic pattern of $\Lambda_1, \ldots, \Lambda_k$.
Every sequence $i_1, i_2, \ldots, i_m \in N_n$ as described in the third point of
the theorem is a possible way to travel through the states of $N_n$. If $N_n$
is entered at some time $T_0$, then it must be left at time $T_0 + T_n$. This is due
to the third point, which tells us that the total time spent in a class of states is always fixed. Therefore \( \Gamma(t) \) is always deterministic.

- Now assume \( \Gamma(t) \) is deterministic. In case \( \Gamma(t) = \Lambda_1 \) is constant for all \( t \), take \( k = 1 \) and group all states into one class. Then the first point is satisfied and the second and third are trivial.

In the other case \( \Gamma(t) \) does not always hold the same value. Without loss of generality, assume that it jumps to \( \Lambda_1 \) at time 0. Since \( \Gamma(t) \) depends on the state of a finite-state Markov chain, it must go through a fixed cyclic pattern with period \( T \), by virtue of the Markov property. This means \( \Gamma(t) = \Lambda_1 \) for all \( 0 < t < T_1 \) for some \( T_1 \), then \( \Gamma(t) = \Lambda_2 \) for all \( T_1 < t < T_1 + T_2 \) for some \( T_2 \), and so on until \( \Gamma(t) = \Lambda_k \) for all \( \sum_{n=1}^{k-1} T_n < t < \sum_{n=1}^k T_n =: T \), after which the cycle is repeated. Regardless of the structure of the Markov chain, it starts at time 0 at some state with rate \( \Lambda_1 \) and after time \( T_1 \) it switches to a state with rate \( \Lambda_2 \). Group together all states it can be in at times \( t \) with \( 0 < t \) (mod \( T \)) < \( T_1 \) as \( N_1 \), the ones for \( 0 < (t - T_1) \) (mod \( T \)) < \( T_2 \) as \( N_2 \), and so on. The first point is satisfied. The third point is then satisfied since every path through the \( N_n \) takes time \( T_n \). The second point is also satisfied since from \( N_n \) one must travel to another state within \( N_n \) (maintaining rate \( \Lambda_n \)) or switch to a state in \( N_{n+1} \), which will have rate \( \Lambda_{n+1} \).

\[ \square \]
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