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1. Introduction

We report on the development, application, and evaluation of a procedure for annotating non-manual markers (NMM) in experimentally obtained sign language data. We also share resources to enable other researchers investigating NMM in sign languages or multimodal communication to utilize the annotation protocol we developed in their own research.

In Section 2, we outline our motivations for developing a new protocol for annotating NMM. Section 3 provides a brief description of the study for which the annotation protocol was specifically developed, which is about biased polar questions in Sign Language of the Netherlands (NGT). We then describe how the annotation guidelines were developed and used to annotate the study data in Section 4. In Section 5, we evaluate the reliability of the annotation procedure by assessing inter-annotator agreement. Section 6 concludes.

2. Motivation

In sign languages, facial expressions, body movements, and other NMM serve a wide range of linguistic functions, in addition to the gestural and affective functions they may fulfil more generally. There are plenty of examples in the literature tying particular NMM (or clusters of NMM) to particular grammatical functions (for a recent overview, see Wilbur 2021). For instance, Bahan (1996) has argued that eye gaze (or head tilt in the case of first person) can be used to mark verb agreement in American Sign Language (ASL); Göksel and Kelepir (2013) have claimed that (forward or backward) head tilt in Turkish Sign Language marks interrogative mood while specific combinations of head tilt and head movement distinguish polar (forward + head nod) and content (backward + headshake) questions; Wilbur and Patschke (1998) have proposed, again for ASL, that body leans are
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used to convey contrast at the prosodic, lexical, semantic, and pragmatic level. Works such as these provide highly valuable descriptive, analytical and theoretical insights, but they tend to be based on relatively small sets of examples, for which it is often unclear exactly how they were obtained or analyzed. The analyses also generally do not involve detailed qualitative annotation of NMM, or the annotation procedure is not discussed.\footnote{Notable exceptions are Pendzich (2020) on lexical NMM in German Sign Language and Lackner (2017) on the various functions of head and body movements in Austrian Sign Language.} Moreover, (individual) variation in NMM use is often not considered. This means that many claims about NMM and their properties and functions in sign languages still await robust empirical verification, which cannot be done without in-depth analysis of NMM patterns by means of careful linguistic annotation of linguistic data.

Facial expressions and other NMM also play an important role in multimodal communication, where they have been shown to be connected to a wide variety of semantic, pragmatic, and social functions (e.g., Bavelas and Chovil 2018, González-Fuente et al. 2015, Nota et al. 2021, Tomasello et al. 2019). Thus, research in this domain likewise requires (and sometimes already includes; e.g., González-Fuente et al. 2015, Nota et al. 2021) fine-grained annotation of facial expressions and other visual cues in video data.

Annotation of NMM is highly time-consuming and also poses challenges for data analysis, given the considerable number of possible NMM and the fact that temporal information is ideally also taken into account. Even so, as we have discussed, such work is vital both for empirical verification of theoretical claims as well as to gain more insight into the (extra-)linguistic factors that lead to variation in NMM use in sign language and multimodal communication. We conducted a study with both these goals in mind and found that there was no existing annotation protocol that fully satisfied our research needs. We therefore set out to develop one. The annotation protocol and associated resources can be freely used – and adapted – by other researchers. Indeed, we hope that further refinement of the protocol will become a community effort. Before we discuss the development and evaluation of the annotation procedure, we first provide some details about the aims and design of our specific case study.

3. The case study: Biased polar questions in NGT

We conducted a production experiment to elicit different polar question forms in Sign Language of the Netherlands (NGT). We expected NMM to play a crucial role in the marking of different question forms, making a high level of detail in NMM annotation a necessity.

Polar questions in sign languages have frequently been claimed to be marked by raised eyebrows, with other oft-cited NMM including wide-opened eyes, addressee eye contact, and a body and/or head forward position (Zeshan 2004). However, some studies have attested rather more variation in NMM use than is typically acknowledged (e.g., for NGT, Coerts 1992, de Vos et al. 2009). We hypothesize that at least part of this variation can be accounted for by taking bias into account. That is, a signer’s original speaker bias (cf. Ladd 1981) about a topic before the current situational and conversational context, and the contextual evidence (cf. Büring and Gunlogson 2000) directly provided within that context,
may affect the way in which polar questions are asked. In spoken languages, speaker bias may be reflected in sentence structure, e.g., by adding specific words ("Does he really have a car?") or tags ("He has a car, doesn’t he?"), or through high or low negation ("Doesn’t he have a car?"; "Does he not have a car?"). Prosody also plays an important role (Reese and Asher 2009). For sign languages, we expect bias to be reflected, to a great extent, in NMM use, although we are also investigating (and annotating) sentence structure and manual bias marking strategies. In this paper, we discuss only the annotation procedure for NMM.

The study design was inspired by a sentence selection task designed by Domaneschi et al. (2017) for a study on biased polar questions in English and German, which in turn builds on Roelofsen et al. (2013). However, we had to substantially modify the task to turn it into a production experiment. In a role-play setting, participants were prompted to ask questions to two confederates, both native signers of NGT, whose responses introduced different original speaker expectations and contextual evidence (positive, negative, neutral). These exchanges triggered a target question – with potential bias – directed toward confederate B at the end of each role play.

Data were elicited from seven deaf NGT signers in a controlled production experiment. Data from one signer had to be excluded because the signer’s productions differed from those of the other participants to such an extent that they could not be meaningfully analyzed along with the data from the other participants. From each participant, we elicited 35 target items across 7 conditions (different combinations of positive/neutral/negative speaker bias and contextual evidence), for a total of 205 items. Along with baseline declarative and interrogative sentences, the full data set includes 260 sentences. A full description of the experimental design and set-up, including experimental stimuli, can be found at https://doi.org/10.21942/uva.21701954. All elicited video data are available at https://doi.org/10.21942/uva.21666203.

All participant utterances were video-recorded and prepared for annotation using Adobe Premiere Pro. Video files were created such that each contained five target questions elicited from the same participant in the same experimental condition (e.g., PosNeut: positive original speaker bias and neutral contextual evidence). Video files were subsequently loaded into ELAN (2022), along with the tier template created for this study (see Section 4). A generalized version of this template, with corresponding Controlled Vocabulary, can be downloaded at https://doi.org/10.21942/uva.22732616.

We then prepared the files for further annotation. On the main tier (‘Item_ID’ in published template; ‘Question’ in study template), codes were added reflecting the participant number, experimental condition, and question number, e.g., 05-PosNeut-02. The scope of the annotations made on this tier corresponds to the scope of every target question. On the next two tiers, ‘Glosses_EN’ and ‘Glosses_NL’ (latter not included in published template), glosses corresponding to the ID glosses listed in Global Signbank for NGT (https://signbank.cls.ru.nl/) were added in English and in Dutch. Signs for which no ID gloss could be found in Signbank, such as fictional name signs or the sign VEGETARIAN, were prefixed with ‘%’.

After these steps, the transcription files were ready for NMM annotation.
4. Creating annotation guidelines for NMM

The annotation guidelines are based on guidelines initially developed by Gaasbeek (2022) for an exploratory study on polar questions in naturalistic data from the Corpus NGT (Crasborn et al. 2008, Crasborn and Zwitserlood 2008), in the context of the larger project that the present study is also a part of. Since the video data collected for our experimental study are of higher definition than the corpus data, they allow for much finer-grained annotation of non-manuals. We therefore added and changed various NMM features and values included in Gaasbeek’s (2022) guidelines, and we also made an effort to align the annotation values with Action Units from the Facial Action Coding Scheme (FACS; Ekman et al. 2002[1978]) whenever possible; see Section 4.2. Below, we describe the steps we took in the initial development, subsequent refinement, and application of the annotation guidelines.

4.1 Development of initial annotation guidelines

We aimed to be as comprehensive as possible in the analysis of NMM in our data. We therefore aspired to enable annotation of all (potentially) relevant facial and body features, creating individual tiers in ELAN for each of them. Tiers were named according to the format ‘NMM-[non-manual feature]’, e.g., ‘NMM.eye-shape’. Based on Gaasbeek’s (2022) annotation scheme as well as careful initial observation of a subset of the video data, we created preliminary inventories of annotation values in the form of descriptive labels (e.g., ‘raised’, ‘tilt’) for each tier. These values were listed in Controlled Vocabularies (an ELAN function). For all tiers, we also included the options ‘neutral’ and ‘other’. In the latter case, annotators had to add an explanation on the comment tier. Our original coding scheme contained an inventory of twelve NMM tiers and three to nine possible values per tier.

4.2 Refinement of initial guidelines

In a second step, we evaluated how the drafted annotation guidelines worked in practice. Two coders, one L2 signer with ten years of signing experience in primarily professional contexts (first author) and one native signer with a background as an NGT teacher (third author) annotated a small portion of the data (18 items) in parallel. After every item, the coders compared their annotations and discussed cases of disagreement to evaluate whether certain parts of the annotation guidelines needed clarification, improvement, or revision. This led to several changes, the most notable one concerning head position. In the initial coding scheme, head position was annotated on a single tier, with possible values including ‘tilt’, ‘chin-up’, ‘chin-down’, ‘head-forward’, and ‘head-backward’. This proved insufficient, as we frequently observed combinations of these values. The new annotation scheme therefore contains three separate tiers for head position (‘NMM.head-x/y/z’). Another significant change was the removal of the tier ‘NMM.chin’ with possible values ‘raised’ and ‘neutral’, since chin raise is strongly conflated with mouth configuration (e.g., pressed lips and chin raise systematically co-occur) and therefore need not be annotated separately. The revised coding scheme contains twelve NMM tiers and three to nine values per tier.
Towards a procedure for annotating non-manual markers

These updated guidelines served as the basis for the publicly available annotation manual that can be downloaded here: https://doi.org/10.21942/uva.24080868. This document is similar to the annotation manual used in the described study, with two exceptions: (i) the published manual has been translated from Dutch into English; (ii) it includes images (screenshots from the study data) to illustrate NMM features.

The annotation manual lists all possible annotation values per tier, and includes descriptions and images for each NMM. It also shows, where applicable, how the annotation values in our coding scheme map onto Action Units from the Facial Action Coding Scheme, which has been extensively used in research on affective facial expressions, but also by Pendzich (2020) in her work on lexical NMM in German Sign Language. Motivated by the specific (linguistic) purposes of our study, our coding scheme does differ from FACS in several respects. For instance, annotation for repeated head movements, such as headshaking, is relevant for our study, but this is not part of FACS. We therefore introduced a separate tier ‘NMM.head-move’ to represent such dynamic features. For the tiers ‘NMM-lip-corners’ and ‘NMM-lips’, we added the option ‘mouth-action’ to be used in cases of mouthing or other linguistic mouth patterns. For ‘NMM.eye-gaze’, we did not use the FACS Action Units for right, left, upward, and downward directed eye gaze, but rather included the conversation-setting oriented labels addressee, researcher, and space. We also added tiers for body and shoulder position, which are not part of FACS. The annotation manual also includes a list of basic annotation rules.

4.3 Annotation of the data set

Next, 20% of the items in the data set were randomly selected for independent coding by the same two coders as in the previous iteration, using the revised guidelines resulting from that phase (see annotation manual). These two sets of annotations were used to assess the reliability of the annotation procedure (see Section 5). The remaining 80% of the data were then annotated by one master coder (the first author of this paper). For an example of a question fully annotated for NMM, see figure 1.

![Figure 1: Screenshot of an annotated video in ELAN; video still aligns with red line.](image-url)
The data annotation files (.eaf extension) are publicly available at https://doi.org/10.21942/uva.22737074. Note that the annotations include a number of additional tiers not included in the description above. The tiers NMM.mouthing, MM.PU, and MM.sign target potential manual markers of question sentences, as well as possibly relevant mouthings of Dutch spoken words accompanying manual material. The tiers ‘Structure’, ‘Structure-components’, and ‘Structure-elements’ represent information about sentence structure.

5. Assessing the reliability of the annotation procedure

Sign language studies are often based on annotated video data. However, the reliability of the annotation procedure is rarely, if ever, systematically assessed. For instance, six out of the twelve research articles published in Sign Language & Linguistics in 2021-2022 investigate linguistic properties of sign languages based on annotated video data, but none of them report inter-annotator agreement indices. It is important to carry out such an assessment, for at least the following two reasons. First, only when we know how reliable the annotation procedure was, can we weigh how solid the conclusions are that are drawn from the data. And second, when we do not only assess the overall reliability of the annotation procedure but also the extent to which multiple annotators agreed on the different labels that they applied in the annotation process, we learn which labels were easier to agree on and which ones were harder, making it possible to improve the annotation guidelines in future iterations. This is particularly relevant for our current purpose, namely, to develop a reliable annotation procedure for NMM.

5.1 Two approaches to assess inter-annotator agreement for timed-event sequential data

The type of data that sign language linguists work with is a particular kind of so-called timed-event sequential data (Bakeman et al. 2009, Bakeman and Quera 2011). In general, such data involve recordings of sequences of events, each with a particular time duration. Besides sign linguists, researchers in other domains (e.g., speech, multimodal communication, or animal behavior) also work with this kind of data, make similar use of annotations, and have devised several methods to assess inter-annotator agreement for this type of data. Broadly, two approaches can be distinguished: frame-based approaches and event-based approaches (Bakeman et al. 2009).\footnote{Frame-based approaches are also referred to as time-based approaches.} For reasons of space, we only present a frame-based approach here, and restrict the scope of the discussion to the eyebrow tier. We intend to discuss the event-based approach and comprehensively present the results for all tiers in a future extension of the present paper. Scripts for determining inter-annotator agreement under both approaches are available at https://doi.org/10.21942/uva.24080724.

5.2 The frame-based approach

On the frame-based approach, we simply consider each individual frame in all videos that were annotated by both coders, C1 and C2, and compare the labels applied to that frame.
We do this separately for each tier. For the eyebrows tier, the findings are summarized in the so-called confusion matrix in the table in (1). We see, for instance, that C1 applied the label ‘raised’ to 1570 frames in total. Of these, 1111 were also labeled as ‘raised’ by C2, but 7 were labeled as ‘inner-raise’, 7 as ‘lowered’, 90 as ‘neutral’, and 355 as ‘raised-low’. We can also present the confusion matrix in terms of percentages. The table on the left in (2) does this from the perspective of C1 (all rows add up to 100%), while the table on the right does this from the perspective of C2 (all columns add up to 100%).

(1)  **Confusion matrix for the eyebrow tier.**

<table>
<thead>
<tr>
<th></th>
<th>C1/C2 inner-raise</th>
<th>lowered</th>
<th>neutral</th>
<th>raised</th>
<th>raised-low</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>inner-raise</td>
<td>416</td>
<td>69</td>
<td>35</td>
<td>179</td>
<td>415</td>
<td>1114</td>
</tr>
<tr>
<td>lowered</td>
<td>411</td>
<td>2068</td>
<td>74</td>
<td>5</td>
<td>659</td>
<td>3217</td>
</tr>
<tr>
<td>neutral</td>
<td>34</td>
<td>0</td>
<td>817</td>
<td>19</td>
<td>133</td>
<td>1003</td>
</tr>
<tr>
<td>raised</td>
<td>7</td>
<td>7</td>
<td>90</td>
<td>1111</td>
<td>355</td>
<td>1570</td>
</tr>
<tr>
<td>raised-low</td>
<td>14</td>
<td>262</td>
<td>233</td>
<td>4</td>
<td>478</td>
<td>991</td>
</tr>
<tr>
<td>Total</td>
<td>882</td>
<td>2406</td>
<td>1249</td>
<td>1318</td>
<td>2040</td>
<td>7895</td>
</tr>
</tbody>
</table>

(2)  **Percentage-wise confusion matrices from the perspective of (a) C1 and (b) C2.**

(a) *From the perspective of C1:*

<table>
<thead>
<tr>
<th></th>
<th>C1/C2 in-ra</th>
<th>lo</th>
<th>neu</th>
<th>ra</th>
<th>ra-lo</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>in-ra</td>
<td>38</td>
<td>6</td>
<td>3</td>
<td>16</td>
<td>37</td>
<td>100</td>
</tr>
<tr>
<td>lo</td>
<td>13</td>
<td>64</td>
<td>2</td>
<td>0</td>
<td>21</td>
<td>100</td>
</tr>
<tr>
<td>neu</td>
<td>3</td>
<td>0</td>
<td>82</td>
<td>2</td>
<td>13</td>
<td>100</td>
</tr>
<tr>
<td>ra</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>71</td>
<td>23</td>
<td>100</td>
</tr>
<tr>
<td>ra-lo</td>
<td>1</td>
<td>27</td>
<td>24</td>
<td>0</td>
<td>48</td>
<td>100</td>
</tr>
</tbody>
</table>

(b) *From the perspective of C2:*

<table>
<thead>
<tr>
<th></th>
<th>C1/C2 in-ra</th>
<th>lo</th>
<th>neu</th>
<th>ra</th>
<th>ra-lo</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>in-ra</td>
<td>47</td>
<td>3</td>
<td>3</td>
<td>14</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>lo</td>
<td>47</td>
<td>86</td>
<td>6</td>
<td>0</td>
<td>32</td>
<td>100</td>
</tr>
<tr>
<td>neu</td>
<td>4</td>
<td>0</td>
<td>65</td>
<td>2</td>
<td>7</td>
<td>100</td>
</tr>
<tr>
<td>ra</td>
<td>1</td>
<td>0</td>
<td>7</td>
<td>84</td>
<td>17</td>
<td>100</td>
</tr>
<tr>
<td>ra-lo</td>
<td>1</td>
<td>11</td>
<td>19</td>
<td>0</td>
<td>24</td>
<td>100</td>
</tr>
</tbody>
</table>

These tables lend insight into which labels were particularly difficult to agree on, namely, ‘inner-raise’ and ‘raised-low’. For instance, when C2 applied the label ‘raised-low’, C1 agreed only 24% of the time, and instead applied ‘inner-raise’ 20% of the time, ‘lowered’ 32% of the time, ‘neutral’ 7% of the time, and ‘raised’ 17% of the time. This indicates that, when it comes to describing when the label ‘raised-low’ should be applied, the current annotation guidelines need considerable further improvement.

On a more positive note, C1 and C2 agreed relatively often on the labels ‘raised’ and ‘lowered’. Moreover, whenever one of the coders applied one of these labels and the other coder did not agree, the label that they applied instead was nearly always one of the ambiguous labels ‘inner-raise’ and ‘raised-low’. There were no frames which one coder labeled as ‘raised’ and the other as ‘lowered’.

Besides confusion matrices, another way to quantify inter-annotator agreement is to compute *agreement indices* for each label. Here it is important to note that so-called *raw* agreement indices are insufficient. To illustrate this, suppose that two annotators x and y
label 100 items. To 50 items they both apply label A, to 20 items only x applies label A, to 20 items only y applies label A, and to the final 10 items they both apply another label. Then, x and y agree in 50 + 10 = 60 of the cases as to whether label A applies or not. The raw agreement index for label A, then, is 0.6. However, this does not take into account the possibility that, at least in some cases, x and y may have agreed on the application of label A by mere chance. Both x and y applied label A to 70% of the items, and other labels to 30% of the items. If they would randomly assign label A to 70% and other labels to 30% of the items, they would agree 58% of the time as to whether A applies or not (because \((0.7 \times 0.7) + (0.3 \times 0.3) = 0.58\)). So the raw agreement index, \(i_{\text{raw}} = 0.6\), is just slightly higher in this case than the chance agreement index, \(i_{\text{chance}} = 0.58\).

Chance-corrected agreement indices take this factor into account. One widely used chance-corrected index is Cohen’s kappa index (Cohen 1960). It is computed by dividing the difference between \(i_{\text{raw}}\) and \(i_{\text{chance}}\) by the difference between \(i_{\text{chance}}\) and the index for perfect agreement, which is 1.

\[
\kappa := \frac{i_{\text{raw}} - i_{\text{chance}}}{1 - i_{\text{chance}}}
\]

In the example above, \(\kappa\) would amount to \(0.02/0.42 = 0.05\). To give some other examples, if \(i_{\text{raw}} = 0.7\) and \(i_{\text{chance}} = 0.5\) then \(\kappa = 0.4\), and if \(i_{\text{raw}} = 0.9\) and \(i_{\text{chance}} = 0.6\) then \(\kappa = 0.75\).

Now let us return to our own annotation procedure. Figure 2 displays the raw, chance, and \(\kappa\) agreement indices for all possible labels on the eyebrows tier. We see that the \(\kappa\) indices for ‘raised’ (0.72) and ‘lowered’ (0.59) are reasonably high, but those for ‘inner-raise’ (0.33) and ‘raised-low’ (0.18) are much lower. Again, these are clear indications of where the annotation guidelines need further improvement. Moreover, if, in the future, we would assess the reliability of a new version of the guidelines computing the same \(\kappa\) indices, we would obtain a concrete measure of the extent to which those new guidelines improve on the current guidelines.

### 6. Upshot and outlook

In this paper, we have presented initial work towards establishing an annotation procedure primarily intended for the investigation of NMM in sign languages, but potentially also useful for the investigation of facial expressions and body poses in multimodal communication. We have also presented methods to assess the reliability of annotation procedures, something that is not yet commonly done in sign language research. Applying these methods to our own annotation procedure for NMM revealed that several aspects of it need to be further improved. We intend to undertake this in future work.
Resources

1. Annotation template: https://doi.org/10.21942/uva.22732616
2. Annotation manual: https://doi.org/10.21942/uva.24080868
3. Inter-annotator agreement scripts: https://doi.org/10.21942/uva.24080724
4. Details experimental design case study: https://doi.org/10.21942/uva.21701954
5. Video data from the case study: https://doi.org/10.21942/uva.21666203
6. Annotation files for the case study: https://doi.org/10.21942/uva.22737074
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