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Abstract: This paper presents measurements of charged-hadron spectra obtained in \( p\bar{p} \), \( p+Pb \), and \( Pb+Pb \) collisions at \( \sqrt{s} \) or \( \sqrt{s_{NN}} = 5.02 \) TeV, and in \( Xe+Xe \) collisions at \( \sqrt{s_{NN}} = 5.44 \) TeV. The data recorded by the ATLAS detector at the LHC have total integrated luminosities of 25 pb\(^{-1}\), 28 nb\(^{-1}\), 0.50 nb\(^{-1}\), and 3 \( \mu \)b\(^{-1}\), respectively. The nuclear modification factors \( R_{pPb} \) and \( R_{AA} \) are obtained by comparing the spectra in heavy-ion and \( p\bar{p} \) collisions in a wide range of charged-particle transverse momenta and pseudorapidity. The nuclear modification factor \( R_{pPb} \) shows a moderate enhancement above unity with a maximum at \( p_T \approx 3 \) GeV; the enhancement is stronger in the Pb-going direction. The nuclear modification factors in both \( Pb+Pb \) and \( Xe+Xe \) collisions feature a significant, centrality-dependent suppression. They show a similar distinct \( p_T \)-dependence with a local maximum at \( p_T \approx 2 \) GeV and a local minimum at \( p_T \approx 7 \) GeV. This dependence is more distinguishable in more central collisions. No significant \( |\eta| \)-dependence is found. A comprehensive comparison with several theoretical predictions is also provided. They typically describe \( R_{AA} \) better in central collisions and in the \( p_T \) range from about 10 to 100 GeV.
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1 Introduction

Collisions of heavy nuclei at high centre-of-mass energy produce a hot and dense state of matter in which quarks and gluons are no longer confined, the quark–gluon plasma (QGP) [1, 2]. In these collisions, soft (low-energy) particles are produced mainly by the thermalizing QGP [3], while hard (high-energy) particles are mostly found in jets. Jets originating from high transverse momentum ($p_T$) partons are modified because of interactions with the QGP medium [4, 5]. Previous measurements of jets performed by the ATLAS, ALICE, and CMS Collaborations in Pb+Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV revealed that the energy loss of high-$p_T$ partons results in a lower jet yield at a fixed $p_T$ [6–8]. The jet yield is about one half to three quarters of what it would have been in the absence of the medium’s effects. The medium’s effects also modify the jet fragmentation functions [9]. The measurements show an enhancement of the charged-hadron yield inside jets at $p_T \lesssim 4$ GeV, suppression at $4 \lesssim p_T \lesssim 30$ GeV, and a small enhancement at $p_T \gtrsim 30$ GeV independent of jet $p_T$ for jets up to $p_T^{jet} \approx 400$ GeV.
Jet $p_T$ spectra, jet fragmentation functions, and (inclusive) charged-hadron $p_T$ spectra are three complementary observables and it is thus expected that the production of charged hadrons will be modified by the presence of the QGP as well. The results from the LHC experiments show that hadron production in Pb+Pb and Xe+Xe (hereinafter collectively referred to as A+A) collisions is suppressed by a factor of about seven at $p_T \approx 7$ GeV [10–14] in the most central collisions. The suppression diminishes towards higher $p_T$. The results can test models of jet quenching in fine detail. The models often incorporate radial flow [15, 16] as well.

The observed modifications in A+A collisions are interpreted as arising mainly from the modifications of the parton showering processes in the final stages of the collisions because of the presence of QGP. However, initial-state effects arising from the presence of a large nucleus may also play a role. For example, nucleons bound in a nucleus are expected to have a somewhat different structure than free nucleons [17], or partons may lose energy in the nuclear environment before hard scattering [18]. Proton–ion collisions are used to distinguish between the initial- and final-state effects. The results from the LHC experiments show no more than a mild enhancement of hadron production at $p_T \gtrsim 2$ GeV in $p+$Pb collisions [11, 12, 19], indicating that initial-state effects do not influence hadron production to any large extent. The significant suppression of charged-hadron yields in A+A collisions is thus a result of the final-state effects.

The suppression of hadron production in heavy-ion (HI) collisions, encompassing both A+A and p+Pb collisions, can be quantified using the nuclear modification factor, $R_{AB}$. It is a ratio of the measured charged-particle production yield in HI collisions to the appropriately scaled yield in nucleon–nucleon collisions:

$$R_{AB} = \frac{1}{\langle T_{AB} \rangle} \frac{(1/N_{evt}) \frac{d^2 N_{ch}}{dp_T d\eta}}{\frac{d^2 \sigma_{pp}}{dp_T d\eta}},$$

(1.1)

where $N_{evt}$ is the number of HI events, $d^2 N_{ch}/dp_T d\eta$ is the differential yield of charged hadrons in HI collisions, $d^2 \sigma_{pp}/dp_T d\eta$ is the differential charged-hadron production cross-section measured in inelastic $pp$ collisions, and $\langle T_{AB} \rangle$ is the mean nuclear thickness function. The nuclear modification factor also refers to quantities integrated over $p_T$ or $\eta$ variables,\textsuperscript{1} or both. The mean nuclear thickness function $\langle T_{AB} \rangle$ is estimated as the number of nucleon–nucleon collisions divided by their cross-section [20]. The nucleon–nucleon hadron-production cross-section can be approximated by the corresponding $pp$ cross-section if isospin effects are neglected [21]. To eliminate any centre-of-mass energy dependence of the charged-hadron cross-section, both the HI and $pp$ collisions are measured at the same $\sqrt{s_{NN}}$.

\textsuperscript{1}ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates ($r, \phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$ and the rapidity of the components of the beam, $y$, are defined in terms of their energy, $E$, and longitudinal momentum, $p_z$, as $y = 0.5 \ln[(E + p_z)/(E - p_z)]$. Angular distance is measured in units of $\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$.
The HI colliding systems considered in this study are \( p+\text{Pb}, \text{Pb}+\text{Pb}, \) and \( \text{Xe}+\text{Xe} \). The nuclear modification factors measured for \( p+\text{Pb} \) collisions are denoted by \( R_{p\text{Pb}} \) and they use \( \langle T_{p\text{Pb}} \rangle \); the nuclear modification factors measured for \( \text{Pb}+\text{Pb} \) and \( \text{Xe}+\text{Xe} \) collisions are collectively denoted by \( R_{\text{AA}} \) and they use their respective \( \langle T_{\text{AA}} \rangle \). It is expected that in the absence of initial- and final-state effects, the nuclear modification factor will be unity in the region of \( p_T \) where hadron production is dominated by hard scattering processes. All three nuclear modification factors are estimated as functions of \( p_T \) and \( \eta \), and in intervals of collision centrality. In \( p+\text{Pb} \) collisions, the rapidity in the nucleon–nucleon centre-of-mass frame, \( y^* \), is used instead of \( \eta \) [19]; the same applies for its \( pp \) baseline in \( R_{p\text{Pb}} \). Collision centrality is further discussed in section 4.

This analysis uses \( pp, p+\text{Pb}, \text{Pb}+\text{Pb}, \) and \( \text{Xe}+\text{Xe} \) data recorded by the ATLAS detector to measure charged-hadron spectra and nuclear modification factors. The \( pp, p+\text{Pb}, \) and \( \text{Pb}+\text{Pb} \) collisions have nucleon–nucleon centre-of-mass energy \( \sqrt{s} = \sqrt{s_{\text{NN}}} = 5.02 \) TeV while the \( \text{Xe}+\text{Xe} \) collisions have \( \sqrt{s_{\text{NN}}} = 5.44 \) TeV. The \( pp \) reference for \( \text{Xe}+\text{Xe} \) collisions is obtained by an extrapolation of the existing \( pp \) data at lower \( \sqrt{s} \). The \( pp \) data were recorded in 2015 with an integrated luminosity of 25 pb\(^{-1}\); the \( p+\text{Pb} \) collisions were recorded in 2013 and they have an integrated luminosity of 28 nb\(^{-1}\); the \( \text{Pb}+\text{Pb} \) collisions recorded in 2015 have 0.50 nb\(^{-1}\) of data; and the \( \text{Xe}+\text{Xe} \) collisions were recorded in 2017 with an integrated luminosity of 3 \( \mu \)b\(^{-1}\). The measurements use tracks with \( p_T > 0.3 \) GeV for all samples except for the \( \text{Pb}+\text{Pb} \) sample, where the \( p_T \) threshold is increased to 0.5 GeV. The measurements cover \( |\eta| < 2.5 \) for all samples, apart from \( p+\text{Pb} \), which uses \( -2.5 < y^* < 2.0 \). Unlike the others, the \( p+\text{Pb} \) collisions are asymmetric; protons with \( E = 4 \) TeV collide with lead nuclei of energy \( E = 82 \times 4 \) TeV. The resulting \( p+\text{Pb} \) centre-of-mass reference frame is boosted relative to the laboratory frame with a rapidity shift of \( \Delta y = \pm 0.465 \).

This paper is organized in nine sections: section 2 reviews the ATLAS detector; section 3 introduces the data and simulation samples; section 4 provides a brief overview of the centrality definition; section 5 outlines the event and track selection; section 6 describes all the corrections applied to the data; section 7 summarizes the systematic uncertainties of this measurement; section 8 presents the results; and finally section 9 contains the conclusions.

## 2 ATLAS detector

The ATLAS detector [22] at the LHC is a multipurpose particle detector with a forward/backward symmetric cylindrical geometry that covers nearly the entire solid angle around the collision point. It consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting toroid magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged particle tracking in the range \( |\eta| < 2.5 \). The high-granularity silicon pixel detector (Pixel) covers the vertex region and typically provides three or four measurements per track; the original three layers have been augmented by the insertable B-layer [23, 24], a new innermost layer operating as a part of the pixel detector since 2015. It is surrounded by the
silicon microstrip tracker (SCT) which usually provides four two-dimensional measurement points per track. These silicon detectors are complemented by the transition radiation tracker, which enables radially extended track reconstruction up to $|\eta| = 2.0$.

The calorimeter system covers the pseudorapidity range $|\eta| < 4.9$. In the region $|\eta| < 3.2$, electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr) electromagnetic calorimeters, with an additional thin LAr presampler covering $|\eta| < 1.8$ to correct for energy loss in material upstream of the calorimeters. Hadronic calorimetry is provided by the steel/scintillator-tile calorimeter, segmented into three barrel structures within $|\eta| < 1.7$, and two copper/LAr hadronic endcap calorimeters. The system is completed with forward copper/LAr and tungsten/LAr calorimeter modules (FCal) covering $3.1 < |\eta| < 4.9$, optimized for electromagnetic and hadronic measurements respectively.

The muon spectrometer comprises separate trigger and high-precision tracking chambers. A set of precision chambers covers the pseudorapidity range $|\eta| < 2.7$ with three layers of monitored drift tubes, complemented by cathode-strip chambers in the forward region. The muon trigger system covers the range $|\eta| < 2.4$ with resistive-plate chambers in the barrel, and thin-gap chambers in the endcap regions.

The minimum-bias trigger scintillator (MBTS) counters are located at $z = \pm 3.56\text{ m}$ along the beamline from the centre of the ATLAS detector and cover $2.1 < |\eta| < 3.9$ on each side. The number of scintillator pads forming each MBTS counter was reduced from the original 16 to 12 in 2015 [25].

The zero-degree calorimeter (ZDC) consists of two arms, positioned at $z = \pm 140\text{ m}$ from the centre of the ATLAS detector, and detects neutrons and photons with $|\eta| > 8.3$. Signals from the ZDC are used by the trigger systems. The ZDC thresholds were set to select events with even a single neutron reaching the ZDC. The ZDC was installed only during the Pb+Pb data-taking.

An extensive software suite [26] is used in data simulation, in the reconstruction and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment. A two-level trigger system was used to select events [25], with a first-level (L1) trigger implemented in hardware followed by a software-based high-level trigger (HLT) that reconstructs the event in a manner similar to the final offline reconstruction, accessing information from all ATLAS subdetectors. Events used for the analysis were selected using several carefully designed triggers.

### Data and Monte Carlo simulation samples

#### 3.1 Data samples

A summary of all data samples used in the measurement, including triggers, luminosities, and years of data-taking is given in table 1.

The $pp$ events were required to either satisfy a minimum-bias (MB) trigger or one of several jet triggers with different $E_T$ thresholds. The MB trigger required an event to be randomly selected at L1, requiring only filled bunch crossings, and a track to be reconstructed in the ID at the HLT. Jet triggers used an anti-$k_T$ jet algorithm [27–29] with
a radius parameter of $R = 0.4$ and one of seven different $E_T$ thresholds at the HLT; the events were preselected in different ways at L1. The jet trigger with an HLT threshold of $E_T = 20$ GeV required an event to be randomly selected at L1. The jet triggers with thresholds of $E_T = 30$ GeV and 40 GeV required at L1 the total transverse energy (TE) measured in the calorimeter system to be greater than 5 GeV and 10 GeV, respectively. The jet triggers with thresholds of $E_T = 50$ GeV, 60 GeV, 75 GeV, and 85 GeV required the identification of a jet by the L1 jet trigger algorithm with thresholds of 12 GeV, 15 GeV, 20 GeV, and again 20 GeV, respectively.

The $p+Pb$ events were recorded in two data-taking periods with proton and lead beam directions swapped in the LHC rings: period A with ‘Pb+p’ geometry and period B with ‘p+Pb’ geometry. Regardless of the period, the physics results of $p+Pb$ collisions are presented such that the $p$-going direction is towards positive rapidity; this is the convention used in previous ATLAS publications as well as in publications of other LHC experiments [30–32]. The events were required to either satisfy an MB trigger or one of several jet triggers with different thresholds. The MB trigger required an event to have signals on both sides of the MBTS. Jet triggers used an anti-$k_t$ jet algorithm with a radius parameter of $R = 0.4$ and six different thresholds at the HLT, while the events were preselected in different ways at L1 [29]. The jet triggers with HLT thresholds of $E_T = 20$ GeV, 30 GeV, and 40 GeV required signals at L1 in both sides of the MBTS. The jet trigger with the $E_T = 50$ GeV threshold required the identification of a jet by the L1 jet trigger algorithm with a threshold of 10 GeV, and the triggers with 60 and 75 GeV thresholds required identification by the L1 jet trigger algorithm with a threshold of 15 GeV.

The Pb+Pb events were required to either satisfy one of the MB triggers or one of several jet triggers with different thresholds. The first MB trigger required an event to have TE below 50 GeV, signals in both sides of the ZDC, and a track in the ID. The second MB trigger was complementary and it required TE above 50 GeV. Jet triggers used an anti-$k_t$ jet algorithm with a radius parameter of $R = 0.4$ and three different thresholds at the HLT, while the events were preselected in the same way at L1 [9]. The jet triggers had thresholds of $E_T = 60$ GeV, 75 GeV, and 100 GeV. They required the identification of a jet by the L1 jet trigger algorithm with a threshold of 50 GeV.

The Xe+Xe events were required to satisfy one of the MB triggers. The first MB trigger required an event to have TE smaller than 4 GeV and have a track in the ID. The second MB trigger was complementary and it required TE greater than 4 GeV. No jet triggers were used for Xe+Xe collisions.

### 3.2 Monte Carlo simulation samples

Several Monte Carlo (MC) simulation samples are used to evaluate the impact of the detector performance on the obtained data and to estimate necessary corrections to derive particle-level results.

For $pp$ data, MC samples were generated at leading order using Pythia 8.2 [33] with NNPDF2.3lo [34] parton distribution functions (PDFs), the A14 set of tuned parameters [35], and the same $\sqrt{s}$ as in the data. Since the production of the MC samples requires significant resources, a special effort was made to optimize it. The event production was
split into 12 subsamples according to the $p_T$ of the leading charged particle in the range of $|\eta| < 2.6$. The samples used $p_T$ ranges of 0–3 GeV, 3–7 GeV, 7–10 GeV, 10–15 GeV, 15–20 GeV, 20–30 GeV, 30–45 GeV, 45–65 GeV, 65–90 GeV, 90–140 GeV, 140–200 GeV, and above 200 GeV. For each subsample, PYTHIA was set up with high momentum transfer\(^2\) that still covered the production of all tracks within the given range; if PYTHIA produced an event with the leading charged-particle $p_T$ too high for the given range, the event was discarded. This procedure ensures the statistical significance of the MC sample is approximately uniform in the $p_T$ range studied. There are $4.8 \cdot 10^6$ simulated events in total.

Another three sets of PYTHIA samples are required for the $pp$ data extrapolation as described in section 6. Each set is also split into 12 subsamples with the same $p_T$ ranges as those described above. There are $3 \times 19.2 \cdot 10^6$ events in total. The sets have $\sqrt{s} = 5.44$ TeV, 5.02 TeV, and 2.76 TeV. The first two sets are used for extrapolation of data with $\sqrt{s} = 5.02$ TeV to $\sqrt{s} = 5.44$ TeV as required for the calculation of $R_{AA}$ for Xe+Xe collisions. The last two sets are used to estimate the systematic uncertainty in this extrapolation. For these three sets of PYTHIA samples, only the generation was performed. The simulation of the detector response and consequent reconstruction, described later in this section, were not performed.

For $p+Pb$ data, separate HIJING (version 1.38b)\([36]\) and ‘data overlay’ MC samples\([37]\) were used. There are separate MC samples for each data-taking period. The samples using the HIJING event generator consist of $9.7 \cdot 10^6$ minimum-bias events in total. For the overlay samples, the PYTHIA hard-scattering events, using the same parameter tune and PDFs as for $pp$ simulation, were embedded in real $p+Pb$ data events specifically recorded for this purpose with dedicated triggers. Thus, data overlay events contain an underlying-event contribution identical to that in data. Only one hard-scattering event is embedded in each $p+Pb$ event. The events are split into five subsamples according to the generated jet $p_T$: 0–20 GeV, 20–80 GeV, 80–200 GeV, 200–500 GeV, and 500–1000 GeV. The data overlay samples consist of $33.9 \cdot 10^6$ events in total.

The samples for Pb+Pb data also use HIJING and ‘data overlay’. The HIJING sample has $1.5 \cdot 10^6$ events. The PYTHIA events, split into 12 subsamples analogous to those of

\(^2\) Denoted by “PhaseSpace:pTHatMin” in PYTHIA.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Year</th>
<th>MB triggers</th>
<th>Jet trigger thresholds [GeV]</th>
<th>Luminosity $\sqrt{s}$, $\sqrt{s_{NN}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$pp$</td>
<td>2015</td>
<td>track</td>
<td>20, 30, 40, 50, 60, 75, 85</td>
<td>25.0 pb$^{-1}$ 5.02 TeV</td>
</tr>
<tr>
<td>$p+Pb$</td>
<td>2013</td>
<td>MBTS</td>
<td>20, 30, 40, 50, 60, 75</td>
<td>28.1 nb$^{-1}$ 5.02 TeV</td>
</tr>
<tr>
<td>Pb+Pb</td>
<td>2015</td>
<td>TE50, VTE50+ZDC+track</td>
<td>60, 75, 100</td>
<td>0.50 nb$^{-1}$ 5.02 TeV</td>
</tr>
<tr>
<td>Xe+Xe</td>
<td>2017</td>
<td>TE4, VTE4+track</td>
<td>—</td>
<td>3 $\mu$b$^{-1}$ 5.44 TeV</td>
</tr>
</tbody>
</table>

Table 1. Summary of the data samples used in the analysis. The entire luminosity is sampled only by the triggers indicated in bold font. For the MB triggers, ‘track’ means a track must be reconstructed in the ID; ‘MBTS’ means a signal is required in both sides of the MBTS; ‘ZDC’ means a signal is required in both sides of the ZDC; ‘TE50’ and ‘TE4’ means the total energy deposited in the calorimeter must be above 50 GeV and 4 GeV, respectively; ‘VTE50’ and ‘VTE4’ means a veto of the complementary trigger. More details are provided in the text.
were embedded in real Pb+Pb data events, recorded for this purpose with dedicated triggers. The data overlay sample has $16 \cdot 10^6$ events in total. For Xe+Xe data, ‘HIJING overlay’ and ‘data overlay’ MC samples are used. The PYTHIA events, split into 12 sub-samples analogous to those of pp, were embedded either in HIJING events or in real Xe+Xe data events, recorded for this purpose with dedicated triggers. There are $2.9 \cdot 10^6$ HIJING overlay events and $16 \cdot 10^6$ data overlay events in total.

Once the MC events were generated, GEANT4 [38] simulated the detector response. It was configured with geometry and digitization parameters matching those of the data [37]. The MC events were reconstructed using the same configuration as the corresponding data [39].

To achieve precise correspondence between data and MC samples, a reweighting of the MC samples is necessary. This is done on an event-by-event basis as well as on a particle-by-particle basis. Events in the data overlay MC samples are reweighted on an event-by-event basis such that they have the same distributions of total transverse energy deposited in the FCal ($\text{FCal } E_T$) as in data. Events in the HIJING and HIJING overlay MC samples are reweighted on an event-by-event basis such that they have the same charged-particle multiplicity distributions as those in data; HIJING does not reproduce the correlation between FCal $E_T$ and multiplicity reliably. No reweighting on an event-by-event basis is applied to PYTHIA MC samples. Particles in all MC samples are reweighted on a particle-by-particle basis such that the relative abundances of particle types match those measured in data by the ALICE Collaboration [40, 41]. The abundances in Xe+Xe collisions are approximated by those measured in Pb+Pb collisions in centrality intervals with the same $\langle dN/d\eta \rangle$ [14]. Since ALICE measured only pions, kaons, and protons in sufficiently wide $p_T$ ranges in all systems (except Xe+Xe), abundances of strange baryons are estimated with another procedure. It is assumed that the number of particles follows the dependency described in ref. [42]. The unknown parameters that are independent of the particle species are calculated using known ratios of kaons to pions and protons to pions [40, 41], while also accounting for differences between the model and the data [43]. The estimate yields about 15% strange baryons in the most central Pb+Pb collisions at around 3 GeV and less elsewhere. This is significantly higher than the 6% expected from PYTHIA. Their contribution is a result of the combination of several effects: the particle production cross-sections, kinematics and phase spaces of the decay modes, and momentum distributions of parent and child particles.

4 Centrality

In HI collisions, the event centrality reflects the overlap of the two colliding nuclei. The description of the centrality is based on the Monte Carlo Glauber model [20]. ATLAS analyses determine centrality by a measurement of the event activity in the FCal. In the case of $p+$Pb collisions, only the Pb-going side of the FCal is used [30], whereas in the case of Pb+Pb and Xe+Xe collisions, the sum of energies measured on both sides is used [44, 45]. The centrality intervals used in this analysis are defined according to successive percentiles of the FCal $E_T$ distribution obtained from MB-triggered HI events ordered from the most
central (highest FCal $E_T$, smallest impact parameter, centrality interval 0–5%) to the most peripheral collisions (lowest FCal $E_T$, larger impact parameter, centrality intervals 60–90% or 60–80%). The hard-scattering rate is higher in more central collisions. Such an enhancement is expected because the number of binary nucleon–nucleon collisions is greater in central than in peripheral collisions. The bias in FCal $E_T$ from activity related to the triggering jet is negligible.

A Glauber model analysis of the FCal $E_T$ distribution is used to evaluate geometric quantities together with their systematic uncertainties [30, 44, 45]; they are summarized in table 2. The number of participants, $N_{\text{part}}$, corresponds to the number of nucleons that interacted inelastically at least once. The number of nucleon–nucleon collisions, $N_{\text{coll}}$, can be derived from their total inelastic cross-section and the nuclear thickness function:

$$N_{\text{coll}} = \langle T_{\text{AB}} \rangle \sigma_{\text{NN}}$$

### 5 Event and track selection

#### 5.1 Event selection

Offline event selection always requires a vertex to be reconstructed less than 150 nm from the centre of the detector in the $z$ direction [10]. In Pb+Pb and Xe+Xe data-taking the instantaneous luminosities resulted in less than $2 \times 10^{-4}$ interactions per bunch crossing, and reconstruction of only one vertex is attempted because the probability of having pile-up vertices is very small. In $pp$ and $p+Pb$ data, with instantaneous luminosity reaching 1.5 interactions and $2 \times 10^{-3}$ interactions per bunch crossing, respectively, multiple collision vertices are possible.

In $pp$ collisions, pile-up events are not rejected, as the measured observable is the total inelastic cross-section. On the other hand, the measured observable in HI collisions is the
per-event yield, and thus the pile-up events are rejected. This is achieved by multiple means: by requiring correlations between $\text{FCal } E_T$ and the number of reconstructed tracks (in the case of Pb+Pb and Xe+Xe collisions), by requiring signals in both sides of the ZDC (in Pb+Pb collisions), by requiring energy deposits in both the positive and negative intervals of $2.9 < |\eta| < 5.0$ (in $p+$Pb, Pb+Pb, and Xe+Xe collisions) and by requiring that there is only one reconstructed vertex (in $p+$Pb collisions). Beam–gas events are also rejected by this procedure.

5.2 Track selection

This analysis of the charged-particle spectra refers to primary charged particles with a mean lifetime greater than $0.3 \times 10^{-10}$ s, directly produced in the nucleus–nucleus interactions or long-lived charged particles created by subsequent decays of particles with shorter lifetimes [48]. All other particles are considered secondary. Tracks produced by primary and secondary particles are referred to as primary and secondary tracks, respectively. Reconstructed tracks arising from spuriously associated detector-layer hits that originate from different particles are considered to be fake tracks. Tracks are reconstructed in the pseudorapidity region $|\eta| < 2.5$ and over the full azimuth [39, 49]. Tracks with $p_T > 0.3$ GeV from $pp$, $p+$Pb, and Xe+Xe collisions are reconstructed; tracks with $p_T > 0.5$ GeV from Pb+Pb collisions are reconstructed.

In the MC simulation, the categorization of tracks relies on their matching to generated particles. This is based on the hits produced in the detector layers by the generated particles. A reconstructed track is matched to a generated particle that contributed the most to the hits used to build this track. The matching procedure is explained in more detail in ref. [50].

To enhance the fraction of primary tracks and suppress secondary and fake tracks, all reconstructed tracks are required to satisfy quality criteria. These criteria are the same for tracks in both the data and MC samples. In $pp$ collisions, tracks are required not to miss any hits in the Pixel detector and no more than two hits in the SCT detector if such hits are expected from the track trajectory. Tracks are allowed to share either one hit in the Pixel detector or two hits in the SCT detector with other tracks. Tracks are also required to have at least one hit in one of the two innermost layers of the Pixel detector if the reconstructed track passed through an active sensor. Tracks with $|\eta| < 1.65$ ($|\eta| > 1.65$) are required to have at least 9 (11) hits in the Pixel and the SCT detectors combined. Since primary tracks are more likely than secondary or fake tracks to originate from the collision vertex, a $p_T$-dependent requirement on $d_0$, the distance of the closest approach to the vertex in the transverse direction, is imposed on tracks. There is no requirement on $z_0$, the longitudinal separation between the vertex and the point where $d_0$ is measured.

In $p+$Pb collisions, tracks must have at least two hits in the Pixel detector and at least six hits in the SCT detector. Tracks are not allowed to have a missing hit in the innermost layer of the Pixel detector if such a hit is expected from the track trajectory. Tracks must not to share any hits with other tracks. To ensure a good match to the vertex, the significances $|d_0|/\sigma_{d_0}$ and $|z_0 \sin \theta|/\sigma_{z_0 \sin \theta}$ may not exceed 3 where $\sigma_{d_0}$ and $\sigma_{z_0 \sin \theta}$ are the uncertainties in $d_0$ and $z_0 \sin \theta$, respectively, and $\theta$ is the polar angle of the track.
In Pb+Pb and Xe+Xe collisions, requirements on tracks are similar to those in pp collisions but a match to the vertex is required as for p+Pb collisions. Tracks are required not to miss any hits in the Pixel or SCT detectors if such hits are expected from the track trajectory; no restrictions on shared hits are imposed.

These track selection requirements produce a sufficiently clean track sample up to $p_T \lesssim 50$ GeV. Above that, a significant number of tracks originate from lower-momentum primary particles whose track $p_T$ is mismeasured. The probability for this to occur increases with $p_T$, rapidity, and the detector occupancy and was studied in the simulated samples in detail. To eliminate the problem, high-$p_T$ tracks are counted only in the vicinity of jets, within an angular distance $\Delta R = 0.4$. The jets are reconstructed in the calorimeter with the anti-$k_t$ algorithm using a radius parameter of $R = 0.4$; the jet reconstruction and underlying-event subtraction is further described in refs. [6, 30]. The relative difference of track $p_T$ and $p_{T, \text{jet}}$ may not exceed three times their measurement uncertainties combined. The limitation arising from a low jet reconstruction efficiency at low $p_{T, \text{jet}}$ is also taken into account. The described requirement is not imposed if the track may originate from a jet whose reconstruction efficiency is less than 99%.

Leptons are excluded from the measured charged-hadron spectra. Tracks forming part of reconstructed muons are identified, and their contribution is subtracted with a weight that also accounts for tracks of electrons. The probability of missing a track from a muon is very small ($\lesssim 1\%$).

### 6 Analysis procedure

Events in pp, p+Pb, and Pb+Pb collisions are recorded by MB and jet triggers. The spectra obtained with different triggers are combined to construct the spectra equivalent to the MB spectra, which extend to the highest $p_T$ reachable with their luminosities [10].

With $N$ denoting the number of jet triggers used in the data-taking for each analyzed system as listed in table 1, the jet triggers are numbered $n = 0, \ldots, N − 1$ and to each one an interval of full efficiency $[p_{T,n}\text{jet}, p_{T,n+1}\text{jet}]$ is assigned. The values of $p_{T,n}\text{jet}$ are defined as the momentum at which the $n$-th jet trigger is fully efficient. Due to differences between the online and offline estimates of $p_{T,\text{jet}}$, they are somewhat higher than the nominal momenta of the jet triggers listed in table 1. These values form an incremental sequence: $p_{T,0}\text{jet}, p_{T,1}\text{jet}, \ldots, p_{T,N-1}\text{jet}$. The interval $[0, p_{T,0}\text{jet}]$ is assigned to the MB trigger. The highest-threshold triggers have no upper limit, i.e. $p_{T,N}\text{jet} = \infty$.

In events acquired with the MB trigger, tracks that do not match to any jet are also selected. In events acquired with the jet triggers, tracks are required to be matched only to the jets whose $p_T\text{jet}$ fall in the interval of full efficiency corresponding to the given jet trigger.

After scaling the spectrum of each trigger by its appropriate effective integrated luminosity, spectra from all triggers are summed. The procedure is illustrated in figure 1. The low-$p_T$ part of the combined spectrum is covered by the MB trigger with negligible contributions from other triggers. With increasing $p_T$, the importance of the MB trigger
diminishes and that of jet triggers increases. At the highest $p_T$ measured, all tracks are taken from the jet trigger with the highest $p_T^{jet}$.

After the summation, several subsequent corrections are applied in this order: for fake and secondary tracks, for $p_T$ resolution, for $\eta$ (or $y^*$) resolution, and for track reconstruction efficiency. Moreover, an extrapolation to $\sqrt{s} = 5.44$ TeV is applied as a final correction to the $pp$ distributions used as a baseline for the $R_{AA}$ values measured in Xe + Xe collisions. Corrections accounting for the generated distribution of particle masses are applied to $p$+Pb distributions and their $pp$ baseline. All corrections together modify the measured distributions by several tens of percent.

The corrections are estimated by using MC samples. In the case of $pp$ collisions, all corrections use Pythia samples. In the case of HI collisions, the corrections for fake and secondary tracks are derived using Hijing samples, while the other corrections are derived using data overlay samples.

The first applied correction is for fake and secondary tracks. The merged spectra are multiplied by the fraction of primary tracks, which is defined as the number of primary tracks divided by the total number of tracks, i.e. including fake and secondary tracks. The fractions are estimated in the MC simulation as a function of $p_T$, $\eta$ (or $y^*$), collision system, and centrality.
Figure 2. The fraction of reconstructed tracks matched to primary particles as a function of reconstructed $p_T$ for (a) $pp$, (b) $p+Pb$, (c) $Pb+Pb$, and (d) $Xe+Xe$ collisions and for four ranges of (pseudo)rapidity. The widths of the bands represent the systematic uncertainties; see section 7 for further details. The values are vertically offset for clarity.

Figure 2 shows examples of the fraction of primary tracks in several $\eta$ (or $y^*$) ranges. For HI collisions, only the most central collisions are shown. The decrease at low $p_T$ is a feature common to all centrality intervals, although it is milder for more peripheral collisions.

To correct for the $p_T$ resolution, iterative Bayesian unfolding [51] is used with migration matrices describing the relationship of the reconstructed $p_T$ of the tracks ($p_T^{\text{rec}}$) to the generated $p_T$ of the matched particles.

The unfolding accuracy is limited by the number of MC events through statistical fluctuations within the migration matrices. Therefore, a procedure to ‘smooth’ the migration matrices via fitting is implemented.

First, the response $r$ defined as:

$$r = p_T/p_T^{\text{rec}} - 1,$$

is estimated for each collision system and centrality interval, and in small ranges of generated $p_T$ and $|\eta|$ (or $y^*$) that coincide with the binning of the final distributions. Every response distribution is fitted; the central part ($|r| \lesssim 0.2$) is described by two Gaussian distributions, while the positive ($r \gtrsim 0.2$) and negative ($r \lesssim -0.2$) tails are described by two independent exponential functions.
The efficiency is fitted by a polynomial of the sixth order in $p_T$ of number of primary particles matched to reconstructed tracks divided by the total number of generated primary particles. The reconstruction efficiency is calculated as a function of $p_T$, $\eta$ (or $y^*$), collision system, and centrality. To remove statistical fluctuations, the efficiency is fitted by a polynomial of the sixth order in $\log(p_T)$. 

Iterative Bayesian unfolding is also used to correct for the $\eta$ (or $y^*$) resolution. In contrast to the $p_T$ resolution, the $\eta$ (and $y^*$) resolution is better, the migration matrices are more diagonal, and therefore no smoothing procedure is required for the migration matrices used in unfolding. Migration matrices are estimated separately for each collision system and centrality interval, and in small $p_T$ ranges. The procedure converges within two iterations.

The unfolded spectra are corrected for the reconstruction efficiency, defined as the number of primary particles matched to reconstructed tracks divided by the total number of generated primary particles. The reconstruction efficiency is calculated as a function of $p_T$, $\eta$ (or $y^*$), collision system, and centrality. To remove statistical fluctuations, the efficiency is fitted by a polynomial of the sixth order in $\log(p_T)$.
Figure 5 shows examples of the track reconstruction efficiency in several $\eta$ (or $y^*$) ranges. For HI collisions, only the most central collisions are shown. The efficiency is typically higher for more peripheral collisions. The efficiencies for different collision systems also reflect changing detector conditions and reconstruction software, which are implemented in the simulation. The decrease at low $p_T$ is a feature common to all centrality intervals. The decrease in reconstruction efficiency around $p_T$ of 3 GeV is due to a large number of strange baryons, which according to the definition in section 5.2 are considered primary particles. At this $p_T$, they are still unlikely to fully traverse the ID – with the probability growing at higher momentum. The reconstruction efficiency is expected to deteriorate at high $p_T$ due to the higher likelihood of mismeasuring tracks in the dense core of high-$p_T$ jets \cite{9}.

To construct the charged-hadron $R_{AA}$ in the Xe+Xe system at $\sqrt{s} = 5.44$ TeV the reference $pp$ spectrum is extrapolated from the measured $pp$ spectrum at $\sqrt{s} = 5.02$ TeV. A multiplicative extrapolation factor is estimated as a ratio of the generated spectrum at $\sqrt{s} = 5.44$ TeV to that at $\sqrt{s} = 5.02$ TeV. To remove statistical fluctuations, the extrapolation factor is fitted by a polynomial of the third order in $\log(p_T)$. The extrapolation factor is estimated as a function of $p_T$ and $\eta$.

Figure 6 shows the extrapolation factor in several $\eta$ ranges. At low $p_T$, the factor is almost independent of $|\eta|$. At high $p_T$, the factor is higher for high $|\eta|$ ranges.

For the measurements of $p+$Pb collisions as well as of the corresponding $pp$ baseline, all the corrections are estimated as a function of $y^*$, assuming the pion mass for all particles.
Figure 5. Track reconstruction efficiency as a function of \( p_T \) for (a) \( pp \), (b) \( p+\text{Pb} \), (c) \( \text{Pb}+\text{Pb} \), and (d) \( \text{Xe}+\text{Xe} \) collisions and for four ranges of (pseudo)rapidity. The widths of the bands represent the systematic uncertainties; see section 7 for further details.

Figure 6. Extrapolation factors as a function of \( p_T \) for four ranges of pseudorapidity. The widths of the bands represent the systematic uncertainties; see section 7 for further details. The values are vertically offset for clarity.

The same assumption is made for the tracks from the data samples. To account for the generated mass of the particles, a correction similar to the one in ref. [19] is applied. It is defined as a ratio of the generated particle spectrum using the correct mass to the spectrum using the mass of the pion. It is estimated as a function of \( p_T \), \( y^* \), and centrality. It has an effect only at low \( p_T \) and high \( |y^*| \), where it corrects for migration in \( y^* \); there the correction factor can fall to about 0.85, from values closer to unity elsewhere.
7 Systematic uncertainties

The systematic uncertainties of the measurements arise from several independent sources. The contribution of each source is estimated by varying the corresponding parameters of the analysis and propagating the impact of the source to the final result by performing the full analysis chain.

The total systematic uncertainties are determined by adding the contributions from all relevant sources in quadrature. All systematic uncertainties are summarized in table 3.

Track selection. In addition to the track selection requirements explained in section 5.2, two other sets of requirements are considered. The more restrictive criteria, with more required hits per track and stricter pointing-to-vertex requirements, provide a higher fraction of primary tracks but with lower efficiency. On the other hand, the relaxed criteria, with fewer required hits per track and looser pointing-to-vertex requirements, offer higher track reconstruction efficiency at the expense of more fake and secondary tracks. The average of the absolute values of the deviations from the default selection defines the systematic uncertainty. The uncertainty is higher in more central collisions and at higher $p_T$.

Momentum bias. A residual detector misalignment present in Pb+Pb data causes a momentum bias that is absent in the MC simulations. An additional correction is introduced to compensate for this effect. Its uncertainty is propagated to the measured distributions. No such misalignment is present in other data samples. The uncertainty is higher at high $p_T$ and in more peripheral collisions.

Track-to-particle matching quality. The efficiency corrections used in the analysis rely on matching the reconstructed tracks to generated particles. To account for ambiguities in the matching procedure, the matching probability, defined in ref. [50], is varied to assess the systematic uncertainty. This uncertainty is most pronounced at low $p_T$ in the most central collisions.

Particle composition. The systematic uncertainty of the measurements of particle compositions [40, 41], as well as the full difference between the model and the data [43, 52], are taken into account when estimating particle weights for the analysis as described in section 3. The resulting systematic uncertainty reaches its maximum at $3 \lesssim p_T \lesssim 5$ GeV.

Correction for fake and secondary tracks. The systematic uncertainty due to the fake and secondary tracks is estimated to be 100% of the secondary and fake rate. This is independent of the track selection criteria.

Resolution correction procedures in $p_T$ and $\eta$. To test the stability of $p_T$ and $\eta$ resolution corrections, the content of each bin in the $p_T$ resolution distributions or in the $\eta$ migration matrices is individually changed following a Poisson distribution, reflecting the statistical uncertainties of a bin. The statistical uncertainties for $p_T$ resolutions are shown in figure 3.
Unfolding procedure. In the analysis, the measured spectra are first unfolded to correct for $p_T$ resolution and then to correct for $\eta$ (or $y^*$) resolution. To check the impact of this arbitrary choice, the order of these two steps is swapped.

Track reconstruction efficiency. The track reconstruction efficiency is fitted to produce a smooth correction. The difference between the fit and the data points is used to estimate an uncertainty in the track reconstruction efficiency; the difference is driven by the limited number of events in the MC samples.

Detector material. This systematic uncertainty is associated with possible mis-modelling of the detector material [50], effectively lowering the track reconstruction efficiency.

Luminosity, $\langle T_{pPb} \rangle$, and $\langle T_{AA} \rangle$. The integrated luminosity determined for the $pp$ data is calibrated using data from dedicated beam separation scans, using procedures described in ref. [53]. The systematic uncertainties in the mean nuclear thickness functions arise from the geometric modelling uncertainties and from the uncertainties in the fraction of selected inelastic HI collisions. The uncertainties are adapted from refs. [30, 44, 45] and are listed in table 2.

Extrapolation of the $pp$ baseline to $\sqrt{s} = 5.44$ TeV. The measured $pp$ spectrum at $\sqrt{s} = 2.76$ TeV [10] is extrapolated to $\sqrt{s} = 5.02$ TeV in a way analogous to that described in section 6, using generated spectra at $\sqrt{s} = 2.76$ TeV and 5.02 TeV. The extrapolated spectrum at $\sqrt{s} = 5.02$ TeV is compared with the $pp$ spectrum at $\sqrt{s} = 5.02$ TeV measured by this analysis. At $p_T \approx 100$ GeV, the cross-section increase in the extrapolation is about 40% less than it should be; it is more accurate at lower $p_T$. It is assumed that the cross-section increase is underestimated by the same percentage, with its associated uncertainty, when extrapolating the $pp$ spectrum measured at $\sqrt{s} = 5.02$ TeV to $\sqrt{s} = 5.44$ TeV.

Some sources of systematic uncertainty are considered correlated between the HI and $pp$ systems and their variations can lead to their impacts partially cancelling out when the ratios $R_{pPb}$ and $R_{AA}$ are calculated. This is the case for the uncertainties in track selection, track-to-particle matching quality, particle composition, the correction for fake and secondary tracks, and the unfolding procedure. In these cases, the parameters are varied simultaneously for the HI and $pp$ collisions, so that the contributions properly reflect the correlated changes in the numerator and denominator of the ratio.

On the other hand, some sources are considered uncorrelated; this is the case for the uncertainties in resolution correction procedures in $p_T$ and $\eta$, and the track reconstruction efficiency.

The uncertainties in detector material are considered correlated when comparing two samples from Run 2, which is the case for Pb+Pb/$pp$ and Xe+Xe/$pp$. The uncertainties from Run 1 and Run 2 are not correlated by more than half of their combined values. Since it is not feasible to work out the exact fractions, uncertainties are taken as uncorrelated
Table 3. The summary of systematic uncertainties. The first listed numbers are typical values and the second numbers are maximum values of the uncertainties. All values are in percent. More details are given in the text.

when comparing a sample from Run 1 with a sample from Run 2, which is the case for $p+\text{Pb}/pp$.

The rest of the sources contribute only to either the numerator or the denominator.

The systematic uncertainties in the track quality selection, the momentum bias in Pb+Pb collisions, the extrapolation of the $pp$ baseline, and $\langle T_{p\text{Pb}} \rangle$ or $\langle T_{\text{AA}} \rangle$ are the largest contributions to the total systematic uncertainty. The uncertainties associated with other individual sources typically do not exceed 3%.

### 8 Results

This section presents the results for all observables measured in this analysis. It also compares them between centralities and different collision systems as well as with theoretical models and other experiments.

The corrected charged-hadron spectra from $p+\text{Pb}$ collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV measured as a function of $p_T$ for the rapidity range $-2.5 < y^* < 2.0$ and for four centrality intervals are shown in figure 7. The $p+\text{Pb}$ spectra are divided by the $\langle T_{p\text{Pb}} \rangle$ of the corresponding centrality intervals and are compared with the charged-hadron production cross-section measured in the $pp$ collisions at the same nucleon–nucleon centre-of-mass energy and in the same rapidity range.

The corrected charged-hadron spectra from Pb+Pb and Xe+Xe collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV and 5.44 TeV, respectively, measured as a function of $p_T$ for the pseudorapidity range $|\eta| < 2.5$ and for five centrality intervals are shown in figures 8 and 9, respectively. Both sets of A+A spectra are divided by the $\langle T_{\text{AA}} \rangle$ of the corresponding cen-
Figure 7. Charged-hadron spectra divided by the nuclear thickness function in \( p+\text{Pb} \) collisions and the cross-section in \( pp \) collisions measured in the rapidity range \(-2.5 < y^* < 2.0\) at \( \sqrt{s_{\text{NN}}} = 5.02 \text{ TeV} \). Measurements in centrality intervals are scaled by powers of ten for clarity in the plot. Systematic uncertainties are shown with boxes; statistical uncertainties are smaller than the marker size. All the lines represent the same \( pp \) data, scaled by the same factor as the corresponding centrality interval.

The nuclear modification factor, defined by eq. (1.1), quantifies the difference between HI and \( pp \) collisions. The difference is visible in all centrality intervals. Figure 10 shows the nuclear modification factor \( R_{p\text{Pb}} \) in the centrality interval 0–90%. The \( R_{p\text{Pb}} \) values exhibit only weak \( p_T \) dependence at \( p_T > 4 \text{ GeV} \) and level off at a value \( R_{p\text{Pb}} = 1.14^{+0.06}_{-0.08} \) (syst.); this is obtained by fitting a constant to the data points in this \( p_T \) range. Figure 11 shows the nuclear modification factors \( R_{p\text{Pb}} \) for the same centrality intervals and \( y^* \) ranges as in the case of the charged-hadron spectra. In the central collisions, \( R_{p\text{Pb}} \) rises up to \( p_T \approx 3 \text{ GeV} \) where it has a local maximum. In the more peripheral collisions, the maximum vanishes. Above 3 GeV, the values of \( R_{p\text{Pb}} \) in different centrality intervals converge and have very similar values at \( p_T \approx 40 \text{ GeV} \). At higher momenta, \( R_{p\text{Pb}} \) values from different centrality intervals follow different trends, but their values are consistent within the uncertainties.
Figure 8. Charged-hadron spectra divided by the nuclear thickness function in Pb+Pb collisions and the cross-section in $pp$ collisions measured in the pseudorapidity range $|\eta| < 2.5$ at $\sqrt{s_{NN}} = 5.02$ TeV. Measurements in centrality intervals are scaled by powers of ten for clarity in the plot. Systematic uncertainties are shown with boxes; statistical uncertainties are smaller than the marker size. Any data point with more than 30% statistical uncertainty is not shown. All the lines represent the same $pp$ data, scaled by the same factor as the corresponding centrality interval.

Figures 12 and 13 show the nuclear modification factors $R_{AA}$ in Pb+Pb and Xe+Xe collisions, respectively, for the same centrality intervals and $|\eta|$ ranges as in the case of the charged-hadron spectra. In both cases, the $R_{AA}$ distributions have a characteristic shape seen previously [11–14, 19, 54, 55]; the modification is stronger in central collisions. First, $R_{AA}$ increases to a local maximum at around 2 GeV, then it decreases to a local minimum at around 7 GeV, and then rises again. In Pb+Pb collisions at $p_T \approx 100$ GeV, the slope of the distributions becomes smaller. At higher $p_T$, $R_{AA}$ is consistent with a plateau with a magnitude between 0.6 for central collisions and 0.8 for peripheral collisions. No similar conclusion can be drawn for the Xe+Xe data above $p_T \approx 100$ GeV due to their lower integrated luminosity and, therefore, higher statistical uncertainty.

Figure 14 shows $R_{pPb}$ as a function of rapidity in four $p_T$ ranges. They correspond to low $p_T$ where $R_{pPb}$ is below unity ($0.66 < p_T < 0.76$ GeV), the local maximum for central collisions ($3.0 < p_T < 3.4$ GeV), and two ranges where $R_{pPb}$ decreases towards...
unity ($7.7 < p_T < 8.8 \text{ GeV}$ and $15 < p_T < 17 \text{ GeV}$). The asymmetry is present in the central collisions even for lower $p_T$ ranges, but it only reveals its full magnitude at about $3 \text{ GeV}$. On the proton-going side, it is consistent with, or close to, unity; it shows an excess of up to a factor of $\sim 2$ on the Pb-going side, with fragmentation of Pb nuclei. With increasing centrality percentile and increasing $p_T$, the asymmetry diminishes. This is in agreement with previous observations [19].

Figures 15 and 16 show $R_{AA}$ in Pb+Pb and Xe+Xe collisions, respectively, as a function of pseudorapidity in several $p_T$ ranges corresponding to the local maximum ($1.7 < p_T < 2.0 \text{ GeV}$), the minimum ($6.7 < p_T < 7.7 \text{ GeV}$), the region of increasing $R_{AA}$ ($20 < p_T < 23 \text{ GeV}$), and the plateau ($60 < p_T < 95 \text{ GeV}$; only for Pb+Pb). The values of $R_{AA}$ show no strong dependence on $\eta$. 

Figure 9. Charged-hadron spectra divided by the nuclear thickness function in Xe+Xe collisions measured in the pseudorapidity range $|\eta| < 2.5$ at $\sqrt{s_{\text{NN}}} = 5.44 \text{ TeV}$. Measurements in centrality intervals are scaled by powers of ten for clarity in the plot. Also shown is the cross-section measured in $pp$ collisions in the same pseudorapidity range and extrapolated to the same nucleon–nucleon centre-of-mass energy. Systematic uncertainties are shown with boxes; statistical uncertainties are smaller than the marker size. Any data point with more than 30% statistical uncertainty is not shown. All the lines represent the same $pp$ data, scaled by the same factor as the corresponding centrality interval.
The nuclear modification factor $R_{AA}$ measured in Pb+Pb and Xe+Xe collisions as a function of the mean number of participants $\langle N_{\text{part}} \rangle$ and the mean number of collisions $\langle N_{\text{coll}} \rangle$ in two momentum intervals is shown in figures 17 and 18, respectively. These $p_T$ intervals correspond to the local minimum in the region $6.7 < p_T < 7.7$ GeV, and to the interval where $R_{AA}$ has an intermediate value, in the region $26 < p_T < 30$ GeV. In both momentum intervals, $R_{AA}$ decreases in more central collisions; this decrease is stronger for the $p_T$ range corresponding to the local minimum. Neither of the comparisons remove the dependency of $R_{AA}$ on the collision system.

Comparisons of measurements from this analysis with the measurements of CMS [11, 13] and ALICE [12, 14] for $p+$Pb, Pb+Pb, and Xe+Xe collisions are shown in figures 19, 20,
Figure 12. Charged-hadron nuclear modification factor $R_{AA}$ for Pb+Pb collisions in the pseudorapidity region $|\eta| < 2.5$. Full markers with different shapes show $R_{AA}$ for five different centralities. Systematic uncertainties are shown with brackets; statistical uncertainties are shown with vertical lines. Any data point with more than 30% statistical uncertainty is not shown.

Figure 13. Charged-hadron nuclear modification factor $R_{AA}$ for Xe+Xe collisions in the pseudorapidity region $|\eta| < 2.5$. Full markers with different shapes show $R_{AA}$ for five different centralities. Systematic uncertainties are shown with brackets; statistical uncertainties are shown with vertical lines. Any data point with more than 30% statistical uncertainty is not shown.

and 21, respectively. For $R_{pPb}$, the results of all three experiments generally agree with each other at lower $p_T$, within their uncertainties. The ALICE result is lower than ATLAS and CMS results at $p_T \gtrsim 10$ GeV. Nevertheless, the experiments do not report results in the same ranges of $y^*$. Considering the asymmetry of $R_{pPb}$ in $y^*$, as seen in figure 14, ALICE results would be expected to be somewhat lower than CMS results, and CMS results somewhat lower than ATLAS results. The differences should diminish at $p_T \approx 10$ GeV. The $R_{AA}$ measured in Pb+Pb collisions by CMS at $p_T \gtrsim 60$ GeV is above the one measured by
Figure 14. Charged-hadron nuclear modification factor $R_{p\text{Pb}}$ for $p+\text{Pb}$ collisions in four $p_T$ regions. Full markers with different shapes show $R_{p\text{Pb}}$ for four different centralities. Systematic uncertainties are shown with brackets; statistical uncertainties are shown with vertical lines.

ATLAS. The discrepancy becomes larger at higher $p_T$. The ALICE results are consistent with ATLAS results within the range of the ALICE measurement. For Xe+Xe collisions, all three experiments are consistent. The systematic uncertainty in $\langle T_{\text{AA}} \rangle$ is often the largest among all systematic uncertainties. Although estimated independently by each collaboration, it is always fully correlated across the whole $p_T$ region.

The measured distributions are also compared with several theoretical calculations. The models cover different dynamical ranges; the comparison is performed in the ranges provided by the authors of the models.

The Linear Boltzmann Transport (LBT) model [56, 57] uses linear Boltzmann equations to describe parton transport in the QGP while considering $2\to2$ parton scattering. The rates of scattering in a medium follow relativistic hydrodynamic equations. A comparison of charged-hadron nuclear modification factors $R_{AA}$ measured by ATLAS in Pb+Pb and Xe+Xe collisions with the LBT model predictions is shown in figure 22. The model correctly describes the trends measured in the data, but has a somewhat shorter variational range, it overestimates the $R_{AA}$ in the most central collisions in both the Pb+Pb and Xe+Xe systems, and underestimates it in the most peripheral Xe+Xe collisions.
Figure 15. Charged-hadron nuclear modification factor $R_{AA}$ for Pb+Pb collisions in four $p_T$ regions. Full markers with different shapes show $R_{AA}$ for five different centralities. Systematic uncertainties are shown with brackets; statistical uncertainties are shown with vertical lines.

The DREENA-B framework [58, 59] is based on Bjorken 1+1D medium evolution [60] that introduces different evolution scenarios before thermalization of the QGP and the same evolution after thermalization. It is also capable of describing charged-hadron $R_{AA}$ and elliptic flow $v_2$ [61] at the same time. The model is compared with data in figure 23. The model correctly describes Pb+Pb data for $p_T \gtrsim 8$ GeV, but predicts stronger suppression in peripheral Xe+Xe collisions than is measured in the data.

The CIBJET framework [62, 63] combines the bulk evolution calculated by the viscous hydrodynamic simulation VISHNU [64] with the high-$p_T$ jet energy loss calculated in the CUJET model, which is a non-perturbative model integrating the suppression of chromo-electric degrees of freedom and emergence of the chromo-magnetic degrees of freedom. A comparison with the measured ATLAS data is shown in figure 24. The CUJET model successfully describes $R_{AA}$ in the entire Pb+Pb range of centrality intervals as well as in central Xe+Xe collisions, but it underestimates $R_{AA}$ in peripheral Xe+Xe collisions. The VISHNU model correctly reproduces the $R_{AA}$ distribution shape, but calculates values lower than the data at $p_T \gtrsim 2$ GeV.
Figure 16. Charged-hadron nuclear modification factor $R_{AA}$ for Xe+Xe collisions in three $p_T$ regions. Full markers with different shapes show $R_{AA}$ for five different centralities. Systematic uncertainties are shown with brackets; statistical uncertainties are shown with vertical lines.

The SCET$_G$ model [65–67] uses soft-collinear effective theory, extends it to also include jet propagation in the QGP, and effectively describes in-medium parton shower formation. A comparison of the model predictions with data is shown in figure 25. The model describes the $R_{AA}$ values well in both collision systems and in almost the entire range of $p_T$. At very high $p_T$, the trend calculated by the model in the Pb+Pb system is different from the data.

The Higher Twist (HT) results [68, 69] obtained using the next-to-leading-order (NLO) parton model with higher-twist energy loss are shown in figure 26. The HT model captures the shape of the $R_{AA}$ distribution well in both systems across almost the entire $p_T$ range of the prediction. In peripheral Pb+Pb collisions it predicts less suppression than is measured in data.

The model developed by Feal et al. [70] extracts the medium’s parameter values with full resummation of scattering centres including the expected perturbative tails. The density of scattering centres qualitatively agrees with the QGP equation of state computed in lattice QCD. The predictions of the model are shown in figure 27. It is not expected to describe $R_{AA}$ distributions at lower $p_T$. At $8 \lesssim p_T \lesssim 80$ GeV, the model describes the data fairly accurately, although no predictions are available for peripheral collisions.
Figure 17. Nuclear modification factor $R_{AA}$ as a function of $\langle N_{\text{part}} \rangle$ for selected ranges of $p_T$ measured in Xe+Xe collisions (full markers) and in Pb+Pb collisions (open markers). Systematic uncertainties are shown with brackets; statistical uncertainties are shown with vertical lines. The horizontal widths of the brackets represent the systematic uncertainties in $\langle N_{\text{part}} \rangle$. The lines are to help guide the eye.

Figure 18. Nuclear modification factor $R_{AA}$ as a function of $\langle N_{\text{coll}} \rangle$ for selected ranges of $p_T$ measured in Xe+Xe collisions (full markers) and in Pb+Pb collisions (open markers). Systematic uncertainties are shown with brackets; statistical uncertainties are shown with vertical lines. The horizontal widths of the brackets represent the systematic uncertainties in $\langle N_{\text{coll}} \rangle$. The lines are to help guide the eye.
**Figure 19.** Charged-hadron nuclear modification factor $R_{pPb}$ for $p+Pb$ collisions in the rapidity region $-2.5 < y^* < 2.0$ measured by ATLAS compared with results from CMS [11] and ALICE [12]. The centrality and (pseudo)rapidity intervals for CMS and ALICE data are different. Systematic uncertainties are shown with brackets; statistical uncertainties are shown with vertical lines.

**Figure 20.** Charged-hadron nuclear modification factor $R_{AA}$ for Pb+Pb collisions in the pseudorapidity region $|\eta| < 2.5$ measured by ATLAS compared with results from CMS [11] and ALICE [12]. Systematic uncertainties are shown with brackets; statistical uncertainties are shown with vertical lines.

The HKMPSW model [71] has the BDMPS-Z formalism [72–74] as a starting point from which the probability distribution of parton energy loss in QGP is derived. A comparison with Pb+Pb, Xe+Xe, and $p+Pb$ data is shown in figure 28. For Pb+Pb and Xe+Xe collisions, the model describes the $R_{AA}$ values in central and mid-central collisions in both systems well. In peripheral Pb+Pb collisions, the model predictions are above the $R_{AA}$ values for the data. This model’s prediction for $R_{pPb}$ is also available. The shape appears nearly flat above 10 GeV, which is similar to the data, although lower than it.
Figure 21. Charged-hadron nuclear modification factor $R_{AA}$ for Xe+Xe collisions in the pseudorapidity region $|\eta| < 2.5$ measured by ATLAS compared with results from CMS [13] and ALICE [14]. Systematic uncertainties are shown with brackets; statistical uncertainties are shown with vertical lines.

Figure 22. Charged-hadron nuclear modification factor $R_{AA}$ for (a) Pb+Pb and (b) Xe+Xe collisions in the pseudorapidity region $|\eta| < 2.5$ measured by ATLAS compared with predictions of the LBT model [56, 57]. The width of the lines representing the model is chosen only for visibility; the model was not provided with any uncertainty.

In summary, the models generally describe the data between about 10 and 100 GeV well. Some difficulties arise in the most peripheral collisions, where agreement is worse for several models, although the data also has larger systematic uncertainties, driven by uncertainty associated with $\langle T_{AA} \rangle$. Above 100 GeV the ATLAS data show saturation in Pb+Pb collisions at values of about 0.6–0.8, depending on the centrality interval. Some models show the same trend, but others keep rising, approaching unity. At high $p_T$, the accuracy of the measurements suffers from high systematic uncertainty and thus it is difficult to draw a definite conclusion.
Figure 23. Charged-hadron nuclear modification factor $R_{AA}$ for (a) Pb+Pb and (b) Xe+Xe collisions in the pseudorapidity region $|\eta| < 2.5$ measured by ATLAS compared with predictions of the DREENA-B model [58, 59]. The width of the model band represents the theoretical systematic uncertainty.

Figure 24. Charged-hadron nuclear modification factor $R_{AA}$ for (a) Pb+Pb and (b) Xe+Xe collisions in the pseudorapidity region $|\eta| < 2.5$ measured by ATLAS compared with predictions of the CUJET [62, 63] and VISHNU [64] models. The width of the CUJET band represents the theoretical systematic uncertainty while the width of the VISHNU line is chosen only for visibility; the VISHNU model was not provided with any uncertainty.
Figure 25. Charged-hadron nuclear modification factor $R_{AA}$ for (a) Pb+Pb and (b) Xe+Xe collisions in the pseudorapidity region $|\eta| < 2.5$ measured by ATLAS compared with predictions of the SCET$_G$ model [65–67]. The width of the model band represents the theoretical systematic uncertainty.

Figure 26. Charged-hadron nuclear modification factor $R_{AA}$ for (a) Pb+Pb and (b) Xe+Xe collisions in the pseudorapidity region $|\eta| < 2.5$ measured by ATLAS compared with predictions of the HT model [68, 69]. The width of the model band represents the theoretical systematic uncertainty.
Figure 27. Charged-hadron nuclear modification factor $R_{AA}$ for (a) Pb+Pb and (b) Xe+Xe collisions in the pseudorapidity region $|\eta| < 2.5$ measured by ATLAS compared with predictions of the model developed by Feal et al. [70]. The width of the model band represents the theoretical systematic uncertainty.

Figure 28. Charged-hadron nuclear modification factor $R_{AA}$ for (a) Pb+Pb, (b) Xe+Xe, and (c) $p+Pb$ collisions in the pseudorapidity region $|\eta| < 2.5$ measured by ATLAS compared with predictions of the HKMPSW model [71]. The width of the model band represents the theoretical systematic uncertainty.
9 Conclusions

A precise measurement of inclusive charged-hadron production in all collision systems produced by the LHC at $\sqrt{s_{NN}} = 5.02$ or $5.44$ TeV is presented by the ATLAS experiment in wide ranges of centrality, $p_T$ and $\eta$ (or $y^*$). The $pp$ data at $\sqrt{s} = 5.02$ TeV correspond to $28\,\text{pb}^{-1}$, the $p+\text{Pb}$ data at $\sqrt{s_{NN}} = 5.02$ TeV correspond to $25\,\text{nb}^{-1}$, and the $\text{Xe}+\text{Xe}$ data at $\sqrt{s_{NN}} = 5.44$ TeV correspond to $3\,\mu\text{b}^{-1}$. These results extend similar ATLAS analyses of $\text{Pb}+\text{Pb}$ data at $\sqrt{s_{NN}} = 2.76$ TeV [10], and of $p+\text{Pb}$ data at $\sqrt{s_{NN}} = 5.02$ TeV [19].

In $p+\text{Pb}$ collisions, the nuclear modification factor $R_{p\text{Pb}}$ is not symmetric in rapidity, with more particles emitted in the Pb-going direction. This effect is most pronounced at low $p_T$ and flattens out above 15 GeV. In the central collisions, a sharp local maximum at $p_T \approx 3$ GeV is followed by a decrease. As the collisions become more peripheral, the local maximum becomes less pronounced and wider. Above $p_T \approx 40$ GeV, the $R_{p\text{Pb}}$ values in different centrality intervals are consistent within their systematic uncertainties.

In $\text{Pb}+\text{Pb}$ and $\text{Xe}+\text{Xe}$ collisions, the nuclear modification factors, $R_{AA}$, show a characteristic shape observed previously: a local maximum at $p_T \approx 2$ GeV is followed by a decrease to a local minimum at $p_T \approx 7$ GeV and then a rise towards higher $p_T$. In $\text{Pb}+\text{Pb}$ collisions at around 100 GeV, the slope becomes smaller; no such conclusion is drawn for $\text{Xe}+\text{Xe}$ collisions because of the limited number of events. This shape is observed in all centrality intervals, but has its highest maximum-to-minimum ratio in the most central collisions. The suppression of charged-hadron production is also strongest in the most central collisions. At fixed $p_T$, the $R_{AA}$ values have a very weak dependence on $|\eta|$.

The data presented here can provide comprehensive constraints on theoretical descriptions of soft and hard processes in the QGP in a variety of collision systems. Theoretical models typically describe $R_{AA}$ better in central collisions and in the $p_T$ range from 7–10 GeV to about 100 GeV. They tend to deviate from the data at higher $p_T$ or in more peripheral collisions. Most of them do not attempt to describe low-$p_T$ data.
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