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Using Conditional Association to Identify Local Dependence

The Unidimensional Monotone Latent Variable Model (UMLVM; Holland & Rosenbaum, 1986) is a nonparametric Item Response Theory (IRT) model. Let j index items, Xj be a polytomous item-score variable having scores x = 0, ..., m, J be the test length, and θ be the latent variable. Expectation E(Xj|θ) is the item response function. The three assumptions of the UMLVM are:

1. Unidimensionality: one latent variable θ explains the data;
2. Local independence: item scores are independent given θ:
   \[ P(X_1 = x_1, \ldots, X_J = x_J | \theta) = \prod_{j=1}^{J} P(X_j = x_j | \theta); \]  
3. Monotonicity:
   \[ E(X_j | \theta) \text{ is nondecreasing in } \theta. \]

Item response functions are monotone nondecreasing but not parametrically defined, such as by means of the logistic function. This means that one cannot estimate latent variable θ numerically. However, for dichotomous items, scored x = 0, 1, Grayson (1988) proved that total score X+ = \sum_{j=1}^{J} X_j (x_+ = 0, \ldots, J) can be used to stochastically order persons on θ, thus providing an ordinal scale for θ. Hence, the X+ scale can be used to compare people with respect to their θ levels. For polytomous items, a weaker form of the stochastic ordering of persons holds (Van der Ark & Bergsma, 2010).

The UMLVM implies an ordinal person scale. Sijtsma and Molenaar (2002) discussed methods for goodness-of-fit research for the UMLVM. The methods either aim at identifying unidimensional item sets or estimating the item response functions for assessing the monotonicity assumption. Methods assessing local independence are rare (Douglas, Kim, Habing, & Gao, 1998; Zhang & Stout, 1999). In this study, we explore the UMLVM property of conditional association (CA; Holland & Rosenbaum, 1986; Rosenbaum, 1984, 1988) for assessing local independence in a set of items.

In what follows, first we discuss three special CA cases for investigating UMLVM data fit. A computational study showed how the three cases may be used to assess UMLVM fit. Second, we discuss a procedure for identifying locally independent sets of items. Third, a simulation study shed light on the specificity and the sensitivity of the new
procedure. Fourth, the new procedure was applied to real data.

**Conditional Association**

Vector \( \mathbf{X} \) contains the \( J \) item scores \( X_j \) and is divided in two mutually exclusive but not necessarily exhaustive sets \( \mathbf{Y} \) and \( \mathbf{Z} \). Let \( f_1 \) and \( f_2 \) be nondecreasing functions, \( h \) be any function, and let \( a \) and \( s \) denote the population and sample covariances, respectively. Holland and Rosenbaum (1986, Theorem 6) proved that the UMLVM implies CA, which is defined as

\[
\sigma[f_1(Y), f_2(Y)|h(Z) = z] \geq 0.
\]

Let subscripts \( a, b, c, d \) and \( i, j, k \) identify items. Items in \( \mathbf{Y} \) have subscript \( a \) or \( b \) (i.e., \( X_a \) or \( X_b \)); items in \( \mathbf{Z} \) have subscript \( c \); items neither in \( \mathbf{Y} \) nor in \( \mathbf{Z} \) have subscript \( d \); and for generic use subscripts \( i, j, k \) and \( l \) are used. We discuss three special cases of CA that illustrate its potential for assessing UMLVM fit (Sijtsma, 2003). We choose \( \mathbf{Y} = (X_a, X_b) \) and \( f_1(Y) = X_a \) and \( f_2(Y) = X_b \), and \( \mathbf{Z} \) a third item \( X_c \) (Case 2), the sum score on the other \( J - 2 \) items excluding \( a \) and \( b \) (Case 3), while Case 1 starts ignoring \( \mathbf{Z} \), thus refraining from conditioning. Hence, correlations between items \( a \) and \( b \) must be nonnegative in the whole group (Case 1), in each subgroup having a particular score on third item \( c \) (Case 2), and in each subgroup having a particular sum score on the other \( J - 2 \) item (Case 3). Formally, the three cases are:

1. Case 1: Ignore \( h(Z) \) (Rosenbaum, 1984), then Equation 3 reduces to

\[
\sigma(X_a, X_b) = \sigma_{ab} \geq 0.
\]

2. Case 2: Let \( h(Z) = X_c \), then

\[
\sigma(X_a, X_b|X_c = x) = \sigma_{ab|x} \geq 0.
\]

3. Case 3: Let \( R_{ab} \) be the sum score on \( J - 2 \) items, also known as the rest score; that is, \( h(Z) = R_{ab} = \sum_{c \neq a, b} X_c \), then

\[
\sigma(X_a, X_b|R_{ab} = r) = \sigma_{ab|r} \geq 0.
\]

Positive inter-item covariances in Equations 4–6 support UMLVM fit, but negative values are inconsistent with the UMLVM. A practical problem is the huge number of covariances one has to inspect. For example, for \( J = 20 \) Likert items with \( m + 1 = 5 \) ordered answer categories, there are \( \binom{5}{2} = 190 \) covariances, \( \sigma_{ab} \) (Equation 4); \( (m + 1) \binom{J}{3} = 5,700 \) covariances conditional on an item score, \( \sigma_{ab|c} \) (Equation 5); and \( m(J - 2) \binom{J}{2} = 13,680 \) covariances conditional on the rest score, \( \sigma_{ab|r} \) (Equation 6). The large number of covariances together build a strong case for or against the UMLVM but also raise the question how to combine all the information into one conclusion about UMLVM fit. The problem increases if one also considers other choices for \( \mathbf{Y} \), \( \mathbf{Z} \), \( f_1(Y) \), \( f_2(Y) \) and \( h(Z) \), such as \( \mathbf{Y} = (X_a, X_b, X_{a'}, X_{b'}) \), \( f_1(Y) = X_a + X_b \), \( f_2(Y) = X_{a'} + X_{b'} \), and defines \( h \) on the set of remaining items or a subset thereof. We ignore such complicating cases.

How do Equations 4–6 relate to model violations of unidimensionality and local independence (Equation 1) and monotonicity (Equation 2)? We distinguish two violations of local independence: positive local dependence (PLD; \( \sigma_{ab|g} > 0 \)) and negative local dependence (NLD; \( \sigma_{ab|g} < 0 \)) (Chen & Thissen, 1997; Rosenbaum, 1988). One needs to know the underlying cause of, for example, \( \sigma_{ab|c} < 0 \). The cause may be items \( a \) and \( b \) being PLD, items \( a \) and \( c \) being PLD, two items being NLD, item \( a \) being non-monotone (NM), and so on. We investigated questions like this to be able to decide which conditional covariances can be used for assessing particular model violations.

**Computational Study: Detecting Violations of UMLVM Assumptions**

We distinguished 11 true scenarios involving model violations of the ULVM (Table 1). Four types of true scenarios involved PLD item pairs: Type 1: Both PLD items are in \( \mathbf{Y} \); Type 2: one PLD item is in \( \mathbf{Y} \) and the other is in \( \mathbf{Z} \); Type 3: one PLD item is in \( \mathbf{Y} \) and the other is neither in \( \mathbf{Y} \) nor in \( \mathbf{Z} \); and Type 4: one PLD item is in \( \mathbf{Z} \) and the other is neither in \( \mathbf{Y} \) nor in \( \mathbf{Z} \). Four similar types of true scenarios involved NLD item pairs (types 5–8). Finally, two true scenario types involved a non-monotone item: Type 9: The NM-item is in \( \mathbf{Y} \); Type 10: the NM-item is in \( \mathbf{Z} \); and Type 11: the NM-item is neither in \( \mathbf{Y} \) nor in \( \mathbf{Z} \).

The use of (conditional) covariances in Equations 4–6 to detect model violations requires caution, because Rosenbaum (1988, Theorem 4; superscript 1 in Table 1), Rosenbaum (1988, Theorem 1; superscript 2), and Holland and Rosenbaum (1986, Equation 5; superscript 3) proved analytically that several of these covariances are also positive when the UMLVM fails, thus providing misleading information about model fit. For example, if \( \sigma_{ab|b} > 0 \) (Table 1, row 1), which is inconsistent with the UMLVM, then \( \sigma_{ab} > 0 \), incorrectly suggesting UMLVM support. Such covariances are useless for misfit detection. Results like this also raise the question whether negative covariances of the types in Equation 4–6 have enough power to detect model fit.
covariances were derived from a two-dimensional graded
$\delta$ (conditional) covariance to detect a model violation.

$\sigma = \text{Power estimated by averaging}$
$\mu = \text{Power equals 0 by definition (Rosenbaum, 1988, Theorem 1);}$
$\nu = \text{Case is impossible under the true scenario type;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\phi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\theta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\zeta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\omega = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\xi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\tau = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\kappa = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\lambda = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\sigma = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\rho = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\theta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\phi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\psi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\chi = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\eta = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
$\nu = \text{Power estimated by averaging } P(\sigma_{12j} < 0) \text{ across all levels of discrimination;}$
Negative Local Dependence

The true scenarios involving an NLD item pair differed from the PLD scenarios only because \( \alpha_{ij} < 0 \), so that \( \sigma^2_{ij} < 0 \).

Non-Monotonicity

Only item 3 violated monotonicity (Table 1, third panel). Item response function \( E(X_j|\theta) \) decreased between \((-0.5; 0.5) \) and \((0.5; 1.5) \). The independent variables were true scenario (three levels: item 3 in \( Y \) [NM(a)]; item 3 in \( Z \) [NM(c)]; and item 3 neither in \( Y \), nor in \( Z \) [NM(d)] and the values of parameters \( \alpha_i, \alpha_2, \) and \( \alpha_3 \) each parameter having 13 values (Table 2). Variation of \( \alpha_4 \) and \( \alpha_5 \) had negligible effect on the signs of the covariances, hence they were fixed to \( \alpha_4 = \alpha_5 = 1.5 \).

Results and Conclusions

Cells in Table 1 that result from the computational study show the proportions of negative values for covariances \( \sigma_{ab} \) \( \sigma_{ab(c)} \) and \( \sigma_{ab(R)} \) (columns) attained for the 11 true scenario types. Higher proportions represent higher power to identify PLD, NLD, or NM. We found that design choices have little effect on the proportions and thus on the identification of particular powerful covariances. Table 1 shows that conditional covariances can detect model violations only in true scenario types 2 (PLD) and 5 (NLD). NM could not be detected. Three results from Table 1 best identify UMLVM violations:

Result 1 for PLD: \( \sigma_{ab(c)} < 0 \) identifies PLD in true scenario Type 2 (Table 1: PLD item pair, one item in \( Y \), and one item in \( Z \)). The estimated power equals .314.

Result 2 for PLD: \( \sigma_{ab(R)}, < 0 \) also identifies PLD in true scenario Type 2. The estimated power equals .318 (Table 1).

Result 3 for NLD: \( \sigma_{ab(R)} < 0 \) identifies NLD in true scenario Type 5 (NLD item pairs, both items in \( Y \)). The estimated power equals .774. Although \( \sigma_{ab} \) and \( \sigma_{ab(c)} \) also have power to detect NLD in true scenario Type 5, their estimated power is lower.

Identifying Locally Independent Item Sets

Procedure CA uses results 1, 2, and 3 for flagging items suspected to be locally dependent. The results may be used for removing items from the J-item set to obtain a locally independent item subset. For different conditional covariances, indices \( W^{(1)} \), \( W^{(2)} \), and \( W^{(3)} \) quantify the degree to which an item is suspected. An index adds probabilities that particular conditional covariances such as \( s_{ij(k)} \) are negative. Let \( N_{k(x)} \) be the size of the subsample for which \( X_k = x \). Then, \( N_{k(x)} \) is used to compute \( s_{ij(k)} \). Using the Fisher-Z transformation (e.g., Hays, 1994, p. 649), we approximated the sampling distribution of \( s_{ij(k)} \) by a normal distribution with mean

\[
\mu_{ij(k)} = \frac{1}{2} \ln \left( \frac{1 + \frac{\sigma_{ij(k)}}{\sigma_{ij)}}}{1 - \frac{\sigma_{ij(k)}}{\sigma_{ij)}} \right),
\]

and variance \( \sigma^2_{ij(k)} = 1/(N_{k(x)} - 3) \). Furthermore, let \( Z \) be \( \mathcal{N}(0, 1) \). The probability of a negative sample covariance equals \( P(Z < \frac{-\mu_{ij(k)}}{\sigma_{ij(k)}}) \) and is estimated by means of \( P(Z < \frac{-\mu_{ij(k)}}{\sigma_{ij(k)}}) \). The three indices are defined as follows.

Index \( W^{(1)} \) uses Result 1 and adds probabilities based on inter-item covariances \( s_{ij(k)} \). For item pair \((a, c)\),

\[
W^{(1)}_{ac} = \sum_{\substack{j \neq a, c \\forall x}} P \left( Z < \frac{-\mu_{ij(k)}}{\sigma_{ij(k)}} \right).
\]

It may be noted that indices \( W^{(1)}_{ac} \) and \( W^{(1)}_{ca} \) usually produce different values because \( W^{(1)}_{ac} \) conditions on item \( c \) and \( W^{(1)}_{ca} \) conditions on item \( a \). Hence, \( J(J - 1) \) values of \( W^{(1)} \) are considered. If \( W^{(1)}_{ac} \) is large, then item pair \((a, c)\) likely is PLD.

Index \( W^{(2)} \) uses Result 2, and for item \( a \) adds probabilities based on covariances \( s_{ij(R)} \) so that

\[
W^{(2)}_{ac} = \sum_{\substack{j \neq a \\forall r}} \sum_{\substack{x \forall z < \frac{-\mu_{ij(R)}}{\sigma_{ij(R)}}}} \left( Z < \frac{-\mu_{ij(R)}}{\sigma_{ij(R)}} \right).
\]

If \( W^{(2)}_{ac} \) is large, then item \( a \) likely is in a PLD item pair.

Index \( W^{(3)} \) uses Result 3, and for item pair \((a, b)\) adds probabilities based on covariances \( s_{ij(R)} \) in which item pair \((a, b)\) is involved, so that

\[
W^{(3)}_{ab} = \sum_{\substack{x \forall z < \frac{-\mu_{ij(R)}}{\sigma_{ij(R)}}}} \left( Z < \frac{-\mu_{ij(R)}}{\sigma_{ij(R)}} \right).
\]

If \( W^{(3)} \) is large, then item pair \((a, b)\) likely is NLD.
(Tukey, 1977; also Hubert & Vandervieren, 2008) and is used when distributions are skew. Items for which one or more $W$ values are flagged were considered outliers.

For each item, $2(J - 1)$ indices $W^{(1)}$, 1 index $W^{(2)}$, and $J - 1$ indices $W^{(3)}$ were computed; hence, the number of flags ran from 0 to $3J - 2$. Removal of an item may affect the number of flags for the other items. For example, if only index $W^{(1)}$ flags item pair $(a, b)$, removal of item $b$ clears the flags for item $a$ which then is UMLVM consistent. Hence, flagged items are removed one by one; also, see Ligtvoet, Van der Ark, Te Marvelde, and Sijtsma (2010). In each next selection step, the item with the largest number of $W$ flags was removed until only items remained that had no flags. If items had the same number of flags, the item having the smallest item-scalability coefficient $H_j$ (Mokken, 1971, pp. 151-152) was removed.

### Specificity and Sensitivity of Procedure CA

#### Method

Procedure CA identifies and removes items from PLD and NLD item pairs to obtain a locally independent item set. We investigated the specificity and the sensitivity of procedure CA. We used the multidimensional graded response model to simulate data sets also containing PLD and NLD item pairs. Vector $\theta = (\theta_1, \theta_2, \ldots, \theta_Q)$ contains $Q$ latent variables, $\alpha_{jq}$ is the discrimination parameter of item $j$ with respect to trait $q$, and $\beta_{jx}$ is the location parameter of category $x$ of item $j$. The model is defined as

$$P(X_j \geq x|\theta) = \frac{\exp\sum_{q} \alpha_{jq}(\theta_q - \beta_{jx})}{1 + \exp\sum_{q} \alpha_{jq}(\theta_q - \beta_{jx})}. \quad (12)$$

Local dependence was defined as follows. All items load on $\theta_1$; that is, $\alpha_{jq} > 0$, all $j$. If the UMLVM holds, all other discrimination parameters equal 0. If two items are locally dependent, both load on another latent variable; Ip (2010) discusses equivalence of local dependence and multidimensionality. Based on this model, we sampled 1,000 data sets, each data set containing scores $x = 0, \ldots, 4$ for 1,000 persons on 16 items. For each person, five $\theta$ values were sampled from $\mathcal{N}(0, 1)$. Table 3 shows the values of the $\alpha_{jq}$s. All $\beta_{jx}$s were drawn from $\mathcal{N}(0, 1)$; and for each item $\beta$s were ordered from smallest to largest and numbered accordingly. Items 1 and 2 were weak PLD because they were loaded weakly on $\theta_2$ (Table 3); similarly, items 3 and 4 were strong PLD, items 5 and 6 were weak NLD, and items 7 and 8 were strong NLD. Items 9 to 16 were locally independent.

Specificity was the percentage from 1,000 replications in which procedure CA correctly identified a locally independent item (i.e., items 9-16). Sensitivity had two definitions: Type I: percentage from 1,000 replications in which procedure CA correctly removed one item from a locally dependent item pair. Using this definition one strives to retain as many items as possible; Type II: percentage from 1,000 replications in which procedure CA correctly removed both items from a locally dependent item pair. Type-II sensitivity is always higher than Type-I sensitivity. Procedure CA has been implemented in version 2.8.2 of the R package mokken (Van der Ark, 2007, 2012).

#### Results

Specificity was 89.5%. Type-I sensitivity was highest for weak NLD item pairs (66.3%) but low in general (Table 4). Type-II sensitivity was high for NLD and strong PLD; at least one item was removed from at least 90% of the locally dependent item pairs. Type-II sensitivity was lower for weak PLD; A violation was detected in 41.9% of the cases.

#### Real-Data Example: Type D Scale 14

Procedure CA was used to analyze real data from 3,111 persons who responded to the Type D Scale-14 (DS14) questionnaire (Table 5; Denollet, 2005). DS14 measures distressed personality – Type D, for short – and contains two 7-item scales measuring negative affectivity (NA) and social inhibition (SI). Three subtraits called feelings of dysphoria (items NA1, NA2, and NA3), anxious apprehension (items NA4 and NA5), and irritability (items NA6 and...
Table 4. Sensitivity of the CA procedure (%)

<table>
<thead>
<tr>
<th>Type of sensitivity</th>
<th>Violation</th>
<th>Weak PLD</th>
<th>Strong PLD</th>
<th>Weak NLD</th>
<th>Strong NLD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type I (one item removed)</td>
<td>26.2</td>
<td>24.0</td>
<td>66.3</td>
<td>33.8</td>
<td></td>
</tr>
<tr>
<td>Type II (at least one item removed)</td>
<td>41.9</td>
<td>89.9</td>
<td>97.6</td>
<td>99.9</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Hj coefficients for the negative affectivity scale and the social inhibition scale

<table>
<thead>
<tr>
<th>Item</th>
<th>Content</th>
<th>Hj</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA1</td>
<td>Often feels unhappy</td>
<td>.493</td>
</tr>
<tr>
<td>NA2</td>
<td>Takes gloomy view of things</td>
<td>.570</td>
</tr>
<tr>
<td>NA3</td>
<td>Is often down in the dumps</td>
<td>.606</td>
</tr>
<tr>
<td>NA4</td>
<td>Worries about unimportant things</td>
<td>.442</td>
</tr>
<tr>
<td>NA5</td>
<td>Often worries about something</td>
<td>.548</td>
</tr>
<tr>
<td>NA6</td>
<td>Is easily irritated</td>
<td>.486</td>
</tr>
<tr>
<td>NA7</td>
<td>Is often in a bad mood</td>
<td>.484</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>SI1</td>
<td>Inhibited in social interactions</td>
</tr>
<tr>
<td>SI2</td>
<td>Difficulties starting a conversation</td>
</tr>
<tr>
<td>SI3</td>
<td>Does not find things to talk about</td>
</tr>
<tr>
<td>SI4</td>
<td>Closed kind of person</td>
</tr>
<tr>
<td>SI5</td>
<td>Keeps others at a distance</td>
</tr>
<tr>
<td>SI6</td>
<td>Makes contact easily</td>
</tr>
<tr>
<td>SI7</td>
<td>Often talks to strangers</td>
</tr>
</tbody>
</table>

NA7) drive NA, and three subtraits called discomfort in social situations (items SI1, SI2, and SI3), reticence (items SI4 and SI5), and lack of social poise (items SI6 and SI7) drive SI (Table 5). We expected sets of items measuring the same subtrait to be PLD. Next, for the DS14 data we discuss the results of procedure CA analysis.

Table 5 shows the item-scalability Hj values for the complete NA and SI scales. Table 6 (upper panel) shows the W indices for the entire NA scale. The upper fences for the box plots of the W indices were 3.235, 54.905, and 16.727, respectively. Item NA3 had two two flags and was removed first. Repetition of the procedure produced new W values and new upper fences, but none of the remaining items was flagged. Table 6 (lower panel) shows the W indices for the entire SI scale. W indices had upper fences equal to 0.270, 51.780, and 19.221, respectively. All flags pertained to W(3): Item SI6 had six flags, item SI2 three, items SI2 and SI7 two, and items SI3 and SI5 one. Without item SI6, new weights and upper fences were computed: Item SI2 had two W(1) flags (not tabulated), and was removed. For the five remaining items, W(3) exceeded the upper fence. HSI7 = .41 and HSISI1 = .45, hence item SI7 having the lowest value was removed. Procedure CA proved to be effective producing locally independent six-item NA and four-item SI scales. This data set is available from the R package mokken as of version 2.8.2.

Table 6. W indices for the negative affectivity (top) and social inhibition (bottom) scales. Flagged values in boldface

<table>
<thead>
<tr>
<th>Index</th>
<th>Item</th>
<th>NA1</th>
<th>NA2</th>
<th>NA3</th>
<th>NA4</th>
<th>NA5</th>
<th>NA6</th>
<th>NA7</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1 NA1</td>
<td>1.701</td>
<td>2.945</td>
<td>0.000</td>
<td>0.294</td>
<td>0.024</td>
<td>1.492</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W2 NA2</td>
<td>0.000</td>
<td>2.877</td>
<td>0.000</td>
<td>0.094</td>
<td>0.063</td>
<td>4.216</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W3 NA3</td>
<td>0.000</td>
<td>0.775</td>
<td>0.013</td>
<td>0.118</td>
<td>0.142</td>
<td>1.636</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W4 NA4</td>
<td>0.017</td>
<td>2.481</td>
<td>4.830</td>
<td>1.048</td>
<td>0.574</td>
<td>2.956</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W5 NA5</td>
<td>0.017</td>
<td>0.682</td>
<td>3.134</td>
<td>0.001</td>
<td>0.004</td>
<td>2.108</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W6 NA6</td>
<td>0.018</td>
<td>0.363</td>
<td>2.099</td>
<td>0.013</td>
<td>0.002</td>
<td>1.925</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W7 NA7</td>
<td>0.017</td>
<td>2.545</td>
<td>4.241</td>
<td>0.000</td>
<td>0.545</td>
<td>0.354</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Index</th>
<th>Item</th>
<th>SI1</th>
<th>SI2</th>
<th>SI3</th>
<th>SI4</th>
<th>SI5</th>
<th>SI6</th>
<th>SI7</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1 SI1</td>
<td>0.295</td>
<td>0.009</td>
<td>0.028</td>
<td>0.484</td>
<td><strong>1.682</strong></td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W2 SI2</td>
<td>0.005</td>
<td>0.021</td>
<td>0.014</td>
<td>0.104</td>
<td>0.873</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W3 SI3</td>
<td>0.000</td>
<td>0.209</td>
<td>0.003</td>
<td>0.018</td>
<td>0.314</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W4 SI4</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
<td>0.325</td>
<td>0.281</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W5 SI5</td>
<td>0.004</td>
<td>0.004</td>
<td>0.009</td>
<td>0.043</td>
<td>0.240</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W6 SI6</td>
<td>0.000</td>
<td>0.007</td>
<td>0.000</td>
<td>0.008</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W7 SI7</td>
<td>0.000</td>
<td>0.425</td>
<td>0.021</td>
<td>0.010</td>
<td>0.406</td>
<td><strong>3.377</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Procedure CA has good specificity, thus tends to keep UMLVM-consistent items in the scale. When attributes are measured by means of few items, procedure CA has the effect of retaining items that only deviate little from the other items and keeping reliability and trait coverage at an acceptable level. Procedure CA has sensitivity equal to 89.5%, and suggests removing only one item in a locally dependent item pair, again avoiding removing items all too easily. Other methods are greedier, removing pairs of items (e.g., Sijtsma & Molenaar, 2002, chap. 5; Zhang & Stout, 1999).
Investigation of local independence concerns only one model assumption and the question is how to embed this aspect in a complete scale analysis in which unidimensionality and item response function monotonicity also have to be assessed. This is a complex methodological issue that should be addressed in future studies. Another topic for future research is joining small adjacent rest-score groups and compute conditional covariances on the joint groups. Joining groups is expected to increase precision of covariance estimates but may also have a positive effect on the reliability of conclusions about CA and local dependence and possibly on the specificity and the sensitivity of the procedure (e.g., Sijtsma & Molenaar, 2002).
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