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1 Introduction

The perturbative approach to quantum field theory provides the basis of our understanding of the fundamental laws governing high-energy processes. Experimental observables are computed in an asymptotic formalism as a power series in a coupling whose value should be small. The coefficients of this perturbative series are represented in terms of Feynman diagrams. The practical computation of such observables is most often performed within a covariant approach in momentum space, in which each diagram is manifestly invariant under the action of the Poincaré group. Nevertheless, since the early days of quantum electrodynamics, other, non manifestly covariant approaches have been used, such as the venerable time-ordered perturbation theory (TOPT), which can be derived analogously to quantum mechanical perturbation theory (see refs. [1, 2] for a review).

TOPT involves three-dimensional momentum space loop integrals, with time-ordered vertices, and is well-suited for a local singularity analysis. Similarly, more recent formulations as loop-tree duality [3–8] and manifestly-causal loop-tree duality [9–14], have led to an advance in the understanding of the large distance singularity structure of Feynman integrals. In particular the denominator structures that arise therein are usually more directly identified with formal graph-theoretic constructs [15–18], which makes the generalization of the singularity analysis considerably easier.

Parametric Feynman integration is still the present-day standard for the numerical evaluation of multi-loop integrals [19–22], especially in Euclidean kinematic regimes. In this context practically all relevant Feynman diagrams can be integrated readily [23]. However, numerical methods based on four-dimensional [24–31] and especially three-dimensional representations [14, 15, 32–36] offer a promising alternative due to their manifest IR singularity cancellation features, and their native adaption to Minkowski space kinematics. Moreover, these three-dimensional representations allow for more efficient and robust treatment of integrals near thresholds.

In contrast to the momentum space formulation, coordinate space methods have received considerably less attention. Indeed, while field theories are almost always phrased in terms of coordinate space Lagrangians, scattering theory is naturally formulated in momentum space. Nevertheless, many fundamental physical principles find a beautiful and revealing formulation in coordinate space. Unitarity, for example, can be concisely encoded through the largest time equation [37, 38]. Coordinate space methods also have a prominent role in axiomatic formulations of Quantum Field Theory [39]. In the context of renormalization group invariants at higher loop coordinate space methods are more powerful than their momentum space counterpart [40–44]. Recently, cutting rules for eikonal diagrams [45, 46] have also been generalized using coordinate space Green’s functions, showing that these rules express and emphasize causality. Other interesting developments include light-cone ordered perturbation theory and work on the coordinate space analysis of infrared divergences of Feynman diagrams [47–50].

In this paper we develop a new representation of coordinate space Green’s functions based on the concept of energy flow: flow-oriented perturbation theory (FOPT). Much like TOPT, FOPT is canonical, in the sense that there is a well-defined Feynman integral for
each energy-flow-oriented graph, without ambiguity. We derive the FOPT representation in section 2 from four dimensional covariant coordinate space rules, starting with the derivation of the FOPT representation for the scalar triangle diagram, followed by the general treatment, which holds for any massless scalar diagram, independent of the number of edges incident to each internal vertex. We then summarise the FOPT representation in a concise set of Feynman rules and show that it has the UV behaviour which is expected from covariant analyses.

However, the FOPT representation comes with two inherent caveats: the external data is given in coordinate space, but, ultimately, a momentum space encoding of such data is needed for the computation of scattering cross-sections. Additionally, as we will explain in section 3, finite distance singularities play a quite intricate role in the FOPT representation and the presence of IR singularities is not manifest. Motivated by this, we adjust perspective in section 4: we (partially) transform the FOPT representation back to momentum space. We call the resulting hybrid representation, which effectively describes S-matrix elements, the $p$-x S-matrix representation. It is hybrid in the sense that external kinematics are given in momentum space while internal integrations are performed in three-dimensional coordinate space. These internal coordinate space integrals are covariant three-dimensional Feynman integrals, modulated by the Fourier transform of a certain polytope associated to the underlying flow-oriented Feynman diagram.

This polytope turns out to be an instance of the well-studied flow polytope. This type of polytope has close connections to the representation theory of arithmetic groups, diagonal harmonics, to Schubert polynomials and other mathematical structures [51–56]. Here, we add a new application of the flow polytope to this list: the study of Feynman integrals. This paper is hence an addition to the growing literature on the use of polytopes in the study of analyticity properties and evaluation techniques in quantum field theory [23, 57–65]. The inherent finiteness of such polytopes’ Fourier transforms gives a concise explanation for the cancellation of spurious singularities in our new $p$-x S-matrix representation. In general, the cancellation of such spurious singularities is a not a well-understood phenomenon as we will discuss in section 4.7. Additionally, the Fourier transform of the flow polytope expresses the oscillating behaviour of the S-matrix integrand which, especially at large distances, becomes crucial for determining the singular structure of the S-matrix itself.

Equipped with the necessary knowledge of the flow polytope’s properties, we discuss IR singularities in the $p$-x representation of the S-matrix in section 5 and identify a coordinate space analogue of collinear and soft singularities. Subsequently, we detail the factorization properties of these singular regions for diagrams contributing to the S-matrix. Our observation is that, in the $p$-x S-matrix representation, IR factorization, which is expected from physical amplitudes [66], is in fact already present at the diagram level. The general discussion is again supported by the pedagogical treatment of the triangle diagram.

Finally, we observe that the original FOPT representation has some interesting features in the context of unitarity-cut integrals and Cutkosky’s theorem and the largest time equation [37, 67]. For instance, virtual and real contributions to cross sections can readily be put under the same integration measure. We leave an in-depth analysis of these observations for a future work, hence we relegate these aspects to appx. A, where we sketch some of these ideas for the interested reader.
2 Flow-oriented perturbation theory

We start by introducing flow-oriented perturbation theory (FOPT) for a massless scalar quantum field theory, and derive the FOPT Feynman rules. To motivate them, we discuss the one-loop triangle diagram in some detail. A number of useful concepts for FOPT graphs, such as their completion, cycles and routes are introduced and explained.

2.1 Scalar QFT in coordinate space

The massless coordinate-space Feynman propagator for a scalar field in $D = 4$ dimensional space time (with the mostly-minus metric) reads

$$\Delta_F(z) = \int \frac{d^4p}{(2\pi)^4} e^{-ip \cdot z} \frac{i}{p^2 + i\varepsilon} = \frac{1}{(2\pi)^2} \frac{1}{-z^2 + i\varepsilon}. \quad (2.1)$$

As usual, the Feynman rules provide a recipe to translate a graph $G$ with sets of edges $E$, internal vertices $V^\text{int}$ and external vertices $V^\text{ext}$ into an integral. Recall that external vertices are defined by the requirement that there is only one adjacent vertex to each of them. The usual coordinate-space Feynman rules (see for instance [68, Ch. 10.1] or [69, Ch. 6.1]) read

1. Associate a coordinate vector to each internal or external vertex. We label the location of external vertices with $x_a, a \in V^\text{ext}$, and that of internal vertices with $y_v, v \in V^\text{int}$.

2. For each internal edge $e = \{v, v'\}$ multiply by a Feynman propagator $\Delta_F(z_e) = \Delta_F(-z_e)$, where $z_e$ is the difference of the coordinates of the vertices to which the edge $e$ is incident. For example, if $e$ is an internal edge (none of the two vertices defining it is external), then $z_e = y_v - y_{v'}$. If $v$ is instead an external vertex, then $z_e = x_v - y_{v'}$.

3. For each interaction vertex multiply by a factor $-ig$.

4. For each internal vertex $v \in V^\text{int}$ integrate over all values of the components of $y_v$, i.e. over all possible locations of the internal vertex in 4-dimensional Minkowski space.

The resulting expression is a function of the external coordinates $\{x_a\}_{a \in V^\text{ext}}$. To be explicit, the application of the coordinate-space Feynman rules to a generic graph $G$ contributing to a Green’s function of a massless scalar theory gives

$$A_G(x_1, \ldots, x_{|V^\text{ext}|}) = (-i g)^{|V^\text{int}|} \prod_{v \in V^\text{int}} \int d^4 y_v \prod_{e \in E} \frac{1}{-z_e^2 + i\varepsilon}. \quad (2.2)$$

One integrates over the four dimensional Minkowski space location of each internal vertex. Accounting for symmetry factors results in an expression for the scalar $n$-point correlation function,

$$\Gamma(x_1, \ldots, x_{|V^\text{ext}|}) = \langle 0 | T(\varphi(x_1) \cdots \varphi(x_{|V^\text{ext}|})) | 0 \rangle = \sum_{G} \frac{1}{\text{Sym} G} A_G(x_1, \ldots, x_{|V^\text{ext}|}), \quad (2.3)$$

where we sum over all graphs $G$ from a given scalar QFT with the given, fixed external vertices $V^\text{ext}$. 


2.2 The triangle diagram in FOPT

In this section we treat the FOPT representation of the triangle. It will serve as a prototype for later derivations in this paper, because it is simple enough to show all details, while also exhibiting most of the subtleties associated with the general arguments. In coordinate space the triangle diagram can be drawn as

\[ e_1 \quad e_2 \quad e_3 \quad e_4 \quad e_5 \quad e_6 \]

We labelled the external vertex locations with the variables \( x_1, x_2 \) and \( x_3 \) and their adjacent internal vertices’ locations with \( y_1, y_2 \) and \( y_3 \) respectively. To each edge we associate a label \( e_i, i = 1, \ldots, 6 \). Given this labelling, the coordinate-space triangle diagram, according to the Feynman rules presented in section 2.1, reads

\[
A_G(x_1, x_2, x_3) = \frac{(-ig)^3}{(2\pi)^{12}} \int \prod_{v \in V^{\text{int}}} d^4 y_v \frac{1}{(x_1 - y_1)^2(x_2 - y_2)^2(x_3 - y_3)^2(y_1 - y_2)^2(y_2 - y_3)^2(y_1 - y_3)^2},
\]

(2.4)

where a negative \( i\epsilon \) prescription is assumed for all propagators. The expression \( A_G \) is a function of the three external coordinates \( x_1, x_2, x_3 \).

Our first aim is to perform the time integrations \( \int d^4 y_v \) in eq. (2.4) explicitly. We will do so by employing the residue theorem together with a series of distributional identities, which will allow us to cast the result in an especially elegant form. This approach works analogous to TOPT, and results in an expression that is entirely combinatorial and canonical, i.e. we can read off the expression from modified, flow-oriented Feynman graphs, and there is a unique canonical expression for each such Feynman graph. The main result of this section will then be the associated flow-oriented Feynman rules.

We aim for an expression for the following partially integrated version of \( A_G \), which we denote by \( a_G \):

\[
a_G(x_1, x_2, x_3, \vec{y}_1, \vec{y}_2, \vec{y}_3) = \frac{(-ig)^3}{(2\pi)^{12}} \int \prod_{v \in V^{\text{int}}} d^4 y_v \frac{1}{(x_1 - y_1)^2(x_2 - y_2)^2(x_3 - y_3)^2(y_1 - y_2)^2(y_2 - y_3)^2(y_1 - y_3)^2}.
\]

(2.5)

Henceforth, we omit the variable dependence of \( a_G \), but emphasize that it depends on the 4-vector coordinates of the external vertices and the 3-vector coordinates of the internal
vertices. To evaluate eq. (2.5) using the residue theorem it is convenient to introduce auxiliary variables \( z_i^0 \), for each \( e \in E \), set equal to the time-difference between the vertices connected through \( e \) via a delta function. These variables will be integrated from \(-\infty\) to \(\infty\). Thus we have the representation

\[
a_G = \frac{(-ig)^3}{(2\pi)^{12}} \int \left[ \prod_{e \in V \text{int}} dy_e^0 \right] \left[ \prod_{e \in E} \frac{dz_e^0}{-z_e^2 + i\epsilon} \right] \times \left[ \prod_{i=1}^3 \delta(z_i^0 - x_i^0 + y_i^0) \delta(z_i^0 - y_{12}^0) \delta(z_i^0 - y_{13}^0) \delta(z_i^0 - y_{23}^0) \right],
\]

where we reintroduced the \( i\epsilon \) prescription and uses the shorthand notation \( y_{ab}^0 = y_a^0 - y_b^0 \). Note that we implicitly broke a symmetry of the original integrand; by fixing for instance \( z_1^0 < 0 \) if \( y_1^0 > x_1^0 \) we implicitly chose an orientation of the edge \( e_1 \). The reintroduction of this symmetry will be important for the statement of the FOPT Feynman rules.

For each edge, we can use the integral representation of the delta function, \( \delta(z) = \int_{-\infty}^{\infty} \frac{dz}{2\pi} e^{izEz} \), to write \( a_G \) as integrals of oscillating exponentials

\[
a_G = \frac{(-ig)^3}{(2\pi)^{12}} \int \left[ \prod_{e \in E} \frac{dE_e}{2\pi} \right] \left[ \prod_{i=1}^3 \frac{dy_i^0 e^{iE(z_i^0 - x_i^0 + y_i^0)}}{-z_e^2 + i\epsilon} \right] \times e^{iE_1(z_1^0 - y_{12}^0) + iE_2(z_2^0 - y_{13}^0) + iE_3(z_3^0 - y_{23}^0)}. \tag{2.7}
\]

Eventually, we will interpret the auxiliary variables \( E_e \) as the amount of energy that flows through the edge \( e \) in the chosen orientation (notice the mass dimension of the \( E_e \)). We are now ready to carry out the integration in the auxiliary variables \( z_e^0 \) of eq. (2.7). Reordering eq. (2.7) gives

\[
a_G = \frac{(-ig)^3}{(2\pi)^{12}} \int \left[ \prod_{e \in E} \frac{dE_e}{2\pi} \right] \left[ \prod_{i=1}^3 \frac{dy_i^0 e^{iE_i(-z_i^0+y_i^0)}}{-z_e^2 + i\epsilon} \right] e^{-iE_1y_{12}^0 - iE_2y_{13}^0 - iE_3y_{23}^0} \prod_{e \in E} \int \frac{dz_e^0 e^{iz_e^0 E_e}}{-z_e^2 + i\epsilon}. \tag{2.8}
\]

The integrals over \( z_e^0 \) can be performed using the residue theorem. As the denominators read \(-z_e^2 + i\epsilon = -(z_e^0)^2 + |z_e|^2 + i\epsilon\), the integrand has two poles, located at \( z_e^0 = \pm\sqrt{|z_e|^2 + i\epsilon} \).

For \( E_e > 0 \), we close the contour of integration in the upper-half of complex plane, while for \( E_e < 0 \), we close it in the lower half. In the former case, the pole contained in the integration contour is \( z_e^0 = \sqrt{|z_e|^2 + i\epsilon} \), while in the latter case it is \( z_e^0 = -\sqrt{|z_e|^2 + i\epsilon} \). Therefore, we have

\[
\int \frac{dz_e^0 e^{iz_e^0 E_e}}{-z_e^2 + i\epsilon} = \frac{-2\pi i}{2|z_e|} \left( e^{i|z_e| + i\epsilon} \Theta(E_e) + e^{-i|z_e| + i\epsilon} \Theta(-E_e) \right), \tag{2.9}
\]

where we respected the \( i\epsilon \)-prescription by adding a small imaginary part to \( |z_e| \). The above expression means that we should treat negative and positive-energy flows through an edge differently. This is the first key step in the flow-oriented perturbation theory formalism. We will make this aspect explicit by writing the product of the sums of two terms as a sum over \( 2|E| \) terms. Each resulting term can be interpreted as an assignment of flow directions.
to each edge of the graph. We will denote such an assignment as $\sigma$ that assigns $\sigma_e = \pm 1$ to an edge $e$ to indicate a positive or negative energy flow. Hence, we write the product as,

$$\prod_{e \in E} \int \frac{dz_e}{z_e^0 - z_e^0 + i\varepsilon} = \sum_{\sigma \in \{\pm 1\}^6} \prod_{e \in E} \frac{2\pi i}{2|z_e^0|} e^{i\sigma_e(|z_e^0| + i\varepsilon)E_e} \Theta(\sigma_e E_e),$$

(2.10)

where $\sigma$ runs over all vectors of length 6 with $\pm 1$ entries. Inserting this in the expression for $a_G$ gives

$$a_G = \frac{(-ig)^3}{(2\pi)^6} \sum_{\sigma \in \{\pm 1\}^6} \int \left[ \prod_{e \in E} \frac{dE_e}{2|z_e^0|} e^{i\sigma_e(|z_e^0| + i\varepsilon)E_e} \Theta(\sigma_e E_e) \right] \left[ \prod_{i=1}^3 e^{-iE_ex_i^0} \right]$$

$$\times \delta(E_1 - E_4 - E_5)\delta(E_2 + E_4 - E_6)\delta(E_3 + E_5 + E_6).$$

(2.11)

Note that the $i\varepsilon$ ensures convergence of the $E_e$ integrals. We can rearrange the exponentials and resolve the integration over the $y_i^0$ variables by using the integral representation of the delta function, but in reverse:

$$a_G = \frac{(-ig)^3}{i^6(2\pi)^6} \sum_{\sigma \in \{\pm 1\}^6} \int \left[ \prod_{e \in E} \frac{dE_e}{2|z_e^0|} e^{i\sigma_e(|z_e^0| + i\varepsilon)E_e} \Theta(\sigma_e E_e) \right] \left[ \prod_{i=1}^3 e^{-iE_ex_i^0} \right]$$

$$\times \delta(E_1 - E_4 - E_5)\delta(E_2 + E_4 - E_6)\delta(E_3 + E_5 + E_6).$$

(2.12)

We observe that each of the delta functions is associated to an internal vertex $y_i^0$ and that they enforce energy conservation at each internal vertex. Performing the change of variables $E_e \to \sigma_e E_e$, and resolving the theta functions gives

$$a_G = \frac{(-ig)^3}{i^6(2\pi)^6} \sum_{\sigma \in \{\pm 1\}^6} \left[ \prod_{e \in E} \int_0^\infty \frac{dE_e}{2|z_e^0|} e^{i(|z_e^0| + i\varepsilon)E_e} \right] \left[ \prod_{i=1}^3 e^{-i\sigma_e E_ex_i^0} \right]$$

$$\times \delta(\sigma_1 E_1 - \sigma_4 E_4 - \sigma_5 E_5)\delta(\sigma_2 E_2 + \sigma_4 E_4 - \sigma_6 E_6)\delta(\sigma_3 E_3 + \sigma_5 E_5 + \sigma_6 E_6).$$

(2.13)

Whenever the sign vector $\sigma$ is such that the argument of a delta function is either a strictly negative or positive sum of energies, then the integral is zero, as such sums cannot vanish under the constraint $E_e > 0$. This implies that only a subset of the vectors $\sigma$ contribute. We will make heavy use of a diagrammatic interpretation of this integral in order to correctly understand which such vectors lead to a non-zero contribution. When we introduced in eq. (2.6) the auxiliary variables that correspond to time differences, we implicitly chose an orientation for the graph. If $z_i^0 = y_j^0 - y_i^0$, then we choose the orientation of the $j$-th edge such that energy flows from the vertex $y_j$ to the vertex $x_j$. Analogously, if $z_i^0 = y_i^0 - y_0^0$, then the 4-th edge orientation flows from $y_2$ to $y_1$. We can depict this chosen
orientation as a directed graph, or *digraph*.

![Diagram of a directed graph](image)

The sign vector $\sigma$ can now be interpreted as flipping the orientations of edges in this digraph. For example, if $\sigma = (-1, \ldots, -1)$, then the corresponding digraph would have all edge orientations flipped. If instead $\sigma = (1, -1, -1, 1, 1, -1)$, then the corresponding digraph is

![Diagram of a different orientation](image)

As we can see from this example, the sum over all vectors $\sigma$ is actually equal to the sum over all possible orientations of the triangle graph. The energy-conservation conditions imposed by the delta functions in eq. (2.13) can then be interpreted as enforcing the conservation of energies at any internal vertex. As an example, let us look at the contribution of the sign vector $\sigma = (1, \ldots, 1)$ orientation to eq. (2.14),

\begin{align}
E_1 - E_4 - E_5 &= 0 \\
-E_6 + E_2 + E_4 &= 0 \\
E_3 + E_5 + E_6 &= 0
\end{align}

(2.16)

where we included the conditions imposed by the delta functions into the graphical representation. The energy conservation condition in orange of the bottom right vertex is a sum of positive energies. Such an energy conservation condition can never be satisfied. It follows that this orientation gives no contribution to the FOPT representation of the triangle. It is actually quite easy to see that the solution to the delta function constraint coincides with the physically intuitive picture of a realizable energy flow through the diagram along the indicated directions. A digraph gives a non-zero contribution if edges are followed in the positive orientation, and two conditions are fulfilled: (i) we must be able to reach each vertex by starting from some external vertex, and (ii) we must be able to reach some external vertex if we start form any vertex. Even though the $y_3$ vertex in the digraph in eq. (2.16) can be reached from many external vertices by following a positive route, we
cannot reach any external vertex if we start from it. Hence, there is no proper energy-flow possible with the assigned orientation. The orientation of eq. (2.15) can be depicted with its associated delta function arguments as

\[ E_1 - E_4 - E_5 = 0 \]

\[ E_6 - E_2 + E_4 = 0 \]

\[ -E_3 + E_5 - E_6 = 0 \]

(2.17)

In this case, the combinatorial condition is fulfilled and we can comply with the previously problematic condition imposed by the delta function from the bottom right vertex. Hence, this orientation provides a non-zero contribution.

This utility of the graphical representation suggests a definition of the Feynman integral \( a_{G,\sigma} \) associated to a single digraph (i.e. a graph \( G \) with an orientation \( \sigma \)). We define

\[
a_{G,\sigma}(x_1, x_2, x_3, \vec{y}_1, \vec{y}_2, \vec{y}_3) = \frac{(-ig)^3}{i^6(2\pi)^9} \int_0^\infty \frac{dE_e}{2|z_e|} e^{i(z_e + i\epsilon)E_e} \prod_{i=1}^3 e^{-i\sigma_iE_i x_i^0} \times \delta(\sigma_1E_1 - \sigma_4E_4 - \sigma_5E_5) \delta(\sigma_2E_2 + \sigma_4E_4 - \sigma_6E_6) \delta(\sigma_3E_3 + \sigma_5E_5 + \sigma_6E_6),
\]

(2.18)

such that

\[
a_G(x_1, x_2, x_3, \vec{y}_1, \vec{y}_2, \vec{y}_3) = \sum_{\sigma} a_{G,\sigma}(x_1, x_2, x_3, \vec{y}_1, \vec{y}_2, \vec{y}_3),
\]

(2.19)

where the sum runs over all possible orientations of the graph \( G \). Each such orientation gives rise to a digraph \((G, \sigma)\).

We will derive a compact representation for the functions \( a_{G,\sigma}(x_1, x_2, x_3, \vec{y}_1, \vec{y}_2, \vec{y}_3) \), and illustrate the derivation for this compact representation with an example. Take the orientation from eq. (2.15) and set \( \sigma = (1, -1, -1, 1, 1, -1) \). In this case we have

\[
a_{G,\sigma} = \frac{(-ig)^3}{i^6(2\pi)^9} \int_0^\infty \frac{dE_e}{2|z_e|} e^{i(z_e + i\epsilon)E_e} \prod_{i=1}^3 e^{-i\sigma_iE_i x_i^0} \times \delta(E_1 - E_4 - E_5) \delta(-E_2 + E_4 + E_6) \delta(-E_3 + E_5 - E_6).
\]

(2.20)

To resolve the delta functions we need to choose a set of linearly independent energies. We choose \( E_3, E_4, E_6 \), which gives as linearly dependent energies

\[
E_1 = E_3 + E_4 + E_6, \quad E_2 = E_4 + E_6, \quad E_5 = E_3 + E_6.
\]

(2.21)

We see that our choice has the property of expressing the dependent energies \( E_1, E_2, E_5 \) as strictly positive sums of independent energies \( E_3, E_4, E_6 \). This is an important property that shall feature prominently in our derivation. In order to achieve a diagrammatic understanding of this property, let us look at the completed graph for this orientation. Graph completion plays an important role within the theory of (dual)-conformal four-point Feynman integrals and graphical functions (see e.g. [44]). The completed graph is obtained from...
the original one by gathering all external vertices into one special vertex \( \circ \). For a graph \( G \) with an orientation \( \sigma \), i.e. \( (G, \sigma) \), we denote the associated completed digraph as \( (G, \sigma)^\circ \). For our present triangle example from eq. (2.17), the completed graph looks as follows:

\[
\text{(2.22)}
\]

The condition that a proper energy-conserving flow exists on the original graph translates to a graph-theoretical property of the completed graph, viz. the requirement that the completed graph is strongly connected (see e.g. [70, Ch. 10]). A digraph is strongly connected if we can reach each vertex from any other vertex by taking some positively oriented route. The contribution of a digraph in FOPT will only be non-zero if the associated completed graph is strongly connected. Furthermore, a strongly connected digraph has a unique set of cycles. A cycle is defined as a subset of edges of an oriented graph that compose a positive-energy oriented path starting at a vertex and coming back to that same vertex.

In the running example of the triangle, this graph has exactly three oriented cycles \( \{p_1, p_2, p_3\} \) (depicted with coloured edges):

\[
\text{(2.23)}
\]

Each of these three cycles has exactly one edge that is not contained in any other cycle. For \( p_1 \), using the original labels, it is \( e_4 \). For \( p_2 \), it is \( e_3 \) and for \( p_3 \), it is \( e_6 \). This choice of edges gives exactly the basis of energies that we used to write eq. (2.21), namely \( E_3, E_4, E_6 \). It turns out that for any strongly connected orientation such a choice can be made. Furthermore, the three cycles above are canonical. We can only find exactly these three cycles of the graph if we insist on the property of positive-energy flow. This is in contrast to the usual covariant momentum representation, where we have many choices to route the momenta through the diagram. In more mathematical terms, there is (up to permutation) a unique basis of the first homology\(^1\) of \( G^\circ \) in which each basis vector is a simple, positively oriented cycle. Opening up the \( \circ \)-vertex leads to an interpretation of \( p_1, p_2, p_3 \) as three paths through the diagram that connect different external vertices,

\[
\text{(2.24)}
\]

\(^1\)The first homology of a graph is the vector space spanned by all its loops.
With our chosen basis, we are now ready to solve the delta functions in eq. (2.20). Carrying out the $E_1, E_2, E_3$ integrals we obtain

$$a_{G, \sigma} = \frac{(-ig)^3}{i^6(2\pi)^9} \left[ \int_0^\infty \frac{dE_3 dE_4 dE_5}{\prod_{e \in E} 2|z_e^i|} \right] \times$$

$$\times e^{iE_4(|z_1| + |z_2| + z_4| + x_0 - x_1^0 + i\epsilon)} e^{iE_3(|z_1| + |z_2| + x_3 + x_3^0 + x_3^0 - x_1^0 + i\epsilon)} e^{iE_6(|z_1| + |z_2| + |z_6| + x_2^0 - x_1^0 + i\epsilon)}.$$

(2.25)

The remaining integrations are readily performed, which gives

$$a_{G, \sigma} = \frac{(-ig)^3}{i^6(2\pi)^9} \prod_{e \in E} 2|z_e^i| \left( \prod_{e \in E} \gamma_{p_1} + x_{12}^0 + i\epsilon \right) \left( \prod_{e \in E} \gamma_{p_2} + x_{13}^0 + i\epsilon \right) \left( \prod_{e \in E} \gamma_{p_3} + x_{12}^0 + i\epsilon \right)$$

(2.26)

where $\gamma_{p_1}, \gamma_{p_2}, \gamma_{p_3}$ are the path lengths associated to the cycles $p_1, p_2, p_3$.

$$\gamma_{p_1} = |z_1| + |z_2|,$$

$$\gamma_{p_2} = |z_1| + |z_3| + |z_3|,$$

$$\gamma_{p_3} = |z_1| + |z_3| + |z_6| + |z_2|.$$

(2.27)

Eq. (2.26) is the full FOPT expression associated to the digraph (2.15).

### 2.3 Derivation of the general FOPT Feynman rules

Having discussed the triangle diagram in detail, we can proceed to the general derivation of the FOPT Feynman rules.

#### 2.3.1 Cauchy integrations

We will perform the integrals over the time components $y_0^0$ of eq. (2.2) analytically via the residue theorem. In fact, we are only interested in the partially integrated version $a_G$ of $A_G$ which we already discussed in the triangle example:

$$a_G(x_1, \ldots, x_{|V^{int}|}, \tilde{y}_1, \ldots, \tilde{y}_{|V^{int}|}) = \frac{(-ig)|V^{int}|}{(2\pi)^2|E|} \left[ \prod_{v \in V^{int}} \int dy_0^0 \prod_{e \in E} \frac{1}{-z_e^2 + i\epsilon} \right],$$

(2.28)

with the relation $A_G(x_1, \ldots, x_{|V^{ext}|}) = \left[ \prod_{v \in V^{int}} \int d^3\tilde{y}_v \right] a_G(x_1, \ldots, x_{|V^{ext}|}, \tilde{y}_1, \ldots, \tilde{y}_{|V^{int}|}).$

To perform the integration in eq. (2.28) in full generality, it is convenient to introduce some additional notation. The edge displacement four-vectors $z_e^\mu$ can be written as

$$z_e^\mu = \sum_{v \in V^{int}} E_{e,v} y_v^\mu + \sum_{a \in V^{ext}} R_{e,a} x_a^\mu,$$

(2.29)

where $E_{e,v}$ and $R_{e,a}$ are incidence matrices of the graph $G$. To calculate these matrices, we have to pick some arbitrary orientation of the edges of the underlying graph and set $E_{e,v} = +1$ ($-1$) if the edge $e$ is directed away from (towards) the internal vertex $v$. A matrix entry $E_{e,v}$ is 0 if the edge $e$ is not incident to the vertex $v$. The matrix $R_{e,a}$ is defined analogously, but only for external vertices labeled by the $a$ index. The initial
choice of an orientation of the edges, which is necessary to define these matrices, is arbitrary and the value of the integral does not depend on this choice.

Slightly abusing the previous notation, we can introduce one auxiliary integration variable $z^0_e$ for each edge, fixed to be the time difference between its incident vertices,

$$a_G = \frac{(-ig)^{|V_{\text{int}}|}}{(2\pi)^{|E|}} \left( \prod_{v \in V_{\text{int}}} \int d y^0_v \right) \left( \prod_{e \in E} \int_{-\infty}^{\infty} d z^0_e \frac{\delta(z^0_e - \mathcal{E}_{e,v} y^0_v - \mathcal{R}_{e,a} x^0_a)}{-z^0_e^2 + z^2_e + i \varepsilon} \right), \quad (2.30)$$

where we implicitly sum over the indices $v$ and $a$ in the argument of the delta function. We then again use the integral representation of the $\delta$ function, $\delta(z) = \int_{-\infty}^{\infty} \frac{d E}{2\pi} e^{iEz}$ (where $E$ is an auxiliary variable with dimensions of energy), to arrive at

$$a_G = \frac{(-ig)^{|V_{\text{int}}|}(-i)^{|E|}}{(2\pi)^{|E|}} \left( \prod_{v \in V_{\text{int}}} \int d y^0_v \right) \left( \prod_{e \in E} \int_{-\infty}^{\infty} d z^0_e \int_{-\infty}^{\infty} \frac{d E}{2\pi} e^{iEe(x^0_e - \mathcal{E}_{e,v} y^0_v - \mathcal{R}_{e,a} x^0_a)} \right). \quad (2.31)$$

Carrying out the $z^0_e$ integrations using Cauchy’s theorem is now straightforward (see eq. (2.9)). It gives rise to the sum of two terms that we will interpret as a positive (closing the contour in the upper half-plane) and a negative energy contribution (closing the contour in the lower half-plane):

$$a_G = \frac{(-ig)^{|V_{\text{int}}}|(-i)^{|E|}}{(2\pi)^{|E|}} \left( \prod_{v \in V_{\text{int}}} \int d y^0_v \right) \times \left[ \prod_{e \in E} \int_{-\infty}^{\infty} \frac{d E}{2|z^0_e|} e^{-iEe(x^0_e - \mathcal{E}_{e,v} y^0_v - \mathcal{R}_{e,a} x^0_a)} \Theta(E e) e^{iEe(|z^0_e| + i \varepsilon)} + \Theta(-E e) e^{-iEe(|z^0_e| + i \varepsilon)} \right], \quad (2.32)$$

where the $i \varepsilon$ can be dropped in the denominators as it only matters if $z^0_e = 0$, which is an end-point singularity.

### 2.3.2 Energy flows and digraphs

We now interpret the terms of the integral in eq. (2.32) as energy flows and split the integral into $2^{|E|}$ terms:

$$a_G(x_1, \ldots, x_{|V_{\text{ext}}|}, \bar{y}_1, \ldots, \bar{y}_{|V_{\text{int}}|}) = \sum_{\sigma \in \{\pm 1\}^{|E|}} a_{G,\sigma}(x_1, \ldots, x_{|V_{\text{ext}}|}, \bar{y}_1, \ldots, \bar{y}_{|V_{\text{int}}|}), \quad (2.33)$$

where (with suppressed dependence on the arguments of $a_{G,\sigma}$),

$$a_{G,\sigma} = \frac{(-ig)^{|V_{\text{int}}}|}{(2\pi)^{|E|}} \int \left[ \prod_{v \in V_{\text{int}}} d y^0_v \right] \left[ \prod_{e \in E} \int_{-\infty}^{\infty} \frac{d E}{2|z^0_e|} e^{iEe(-\mathcal{E}_{e,v} y^0_v - \mathcal{R}_{e,a} x^0_a + \sigma_e(|z^0_e| + i \varepsilon))} \Theta(\sigma_e E e) \right]. \quad (2.34)$$

We can identify the $y^0_v$ integrals with Fourier representations of the $\delta$ function. These $\delta$ functions give rise to energy conservation constraints at each internal vertex and cast $a_{G,\sigma}$ into the form

$$a_{G,\sigma} = \frac{(-2\pi i g)^{|V_{\text{int}}}|}{(2\pi)^{|E|}} \int \left[ \prod_{e \in E} \frac{d E}{2|z^0_e|} \right] e^{iEe(-\mathcal{R}_{e,a} x^0_a + \sigma_e(|z^0_e| + i \varepsilon))} \Theta(\sigma_e E e) \prod_{v \in V_{\text{int}}} \delta^{(\sum_{e \in E} E e \mathcal{E}_{e,v})}. \quad (2.35)$$
The change of variables $\sigma_E \to E$ resolves the $\Theta$ function, and because $\sigma_E^2 = 1$ we get

$$a_{G,\sigma} = \left(-\frac{2\pi i g}{(2\pi)^{|E|}}\right) \delta \left(\frac{dE_e}{2|z_e|} e^{iE_e(-\sigma_E \mathcal{R}_{e,a} x_0^a + |z_e| + i\epsilon)}\right) \prod_{v \in V_{\text{int}}} \delta \left(\sum_{e \in E} \sigma_E \mathcal{E}_{e,v} \mathcal{E}_{e,v}\right),$$

where we integrate over all positive energies $E_e$. Note that the $\sigma_E$ only appears in front of incidence matrices $\mathcal{E}_{e,v}$ or $\mathcal{R}_{e,a}$. Flipping the sign of some $e$-indexed row in these incidence matrices just changes the previously chosen arbitrary orientation by flipping the direction of the $e$-th edge. It is clear that the starting orientation does not matter, as we eventually sum over all orientations by flipping each edge in all possible ways. Therefore, we can forget about the $\sigma_E$-sums and sum over all different overall orientations of the graph instead by always changing the $\mathcal{E}$ and $\mathcal{R}$-matrices accordingly. Such an orientation of the graph shall be denoted by $\sigma$, in the obvious way. For each orientation $\sigma$, we have different $\mathcal{E}$ and $\mathcal{R}$-matrices. The data of the integrand is therefore combinatorially encoded in the graph $G$ with an assigned orientation $\sigma$. As before we will denote the resulting digraph as $(G, \sigma)$.

We can thus rewrite the integral in eq. (2.36) as

$$a_{G,\sigma} = \left(-\frac{2\pi i g}{(2\pi)^{|E|}}\right) \delta \left(\frac{dE_e}{2|z_e|} e^{iE_e(-\mathcal{R}_{e,a} x_0^a + |z_e| + i\epsilon)}\right) \prod_{v \in V_{\text{int}}} \delta \left(\sum_{e \in E} \mathcal{E}_{e,v} \mathcal{E}_{e,v}\right),$$

where we absorbed the entire dependence on $\sigma$ into the incidence matrices. That means $\mathcal{E}_{e,v}^\sigma$ is $+1$ if under the orientation $\sigma$ the edge $e$ is pointing away from the vertex $v$, $-1$ if it points towards $v$ and $0$ if $e$ is not incident to $v$, $\mathcal{R}_{e,a}^\sigma$ is defined analogously.

Standard symmetry factor arguments (i.e. by the orbit-stabilizer theorem) also allow us to rewrite eq. (2.33) as

$$a_G(x_1,\ldots,x_{|V_{\text{ext}}|},\tilde{y}_1,\ldots,\tilde{y}_{|V_{\text{int}}|}) = \sum_{\langle \sigma \rangle} a_{G,\sigma}(x_1,\ldots,x_{|V_{\text{ext}}|},\tilde{y}_1,\ldots,\tilde{y}_{|V_{\text{int}}|}),$$

where we sum over all nonequivalent orientations $\sigma$ of the graph $G$. $\text{Sym}(G, \sigma)$ is the symmetry factor of the digraph $(G, \sigma)$. The calculation of a digraph symmetry factor is the same as for covariant diagrams if all edges were associated to charged particles. There is a positive-energy flow on each edge of the graph in the dictated direction, which is conserved at each vertex by the $\delta$-functions in eq. (2.37). Due to this conservation law,
not all possible orientations of a graph give a non-trivial contribution as we illustrated in detail in the last section and will expand upon next.

### 2.3.3 Canonical cycle basis and admissible paths

Recall that for each graph $G$ we can form the associated completed graph $G^\circ$ by joining all the external vertices into a new vertex $\circ$. This process is illustrated in figure 1 and works analogously for digraphs. A digraph is *strongly connected* if there is a positively oriented path between any ordered pair of vertices [70, Ch. 10]. Such a strongly connected digraph comes with a *canonical cycle basis*, which we can find as follows: start with some directed edge $e^{(1)}_1$ pointing from some vertex $v_a$ to another vertex $v_b$. If $v_a = v_b$, we have a tadpole cycle, which we take as one of our canonical base cycles. If we assume that $v_a \neq v_b$, then, by strong connectivity, there must be some oriented path in $(G, \sigma)$ that we can follow to go back from $v_b$ to $v_a$ in a full oriented cycle. Moreover, we can require that such a cycle consisting of a set of edges $p = \{e^{(p)}_1, e^{(p)}_2, \ldots\}$ does not visit any vertex twice. We can pick such a path and declare it to be our first independent oriented cycle $p_1$. Next, we pick some edge that was not in this first cycle and construct another closed oriented cycle that contains this edge. For this second cycle $p_2$ we are allowed to revisit edges that have been in $p_1$, but clearly $p_1 \neq p_2$ as $p_2$ contains at least one edge that has not been in $p_1$. Continuing this, we start again with another edge that has neither been visited by the oriented cycle $p_1$, nor $p_2$, to find a third cycle and so on until no edges are left. In each step, we are guaranteed to find a closed oriented cycle by the strong connectivity requirement. The remarkable observation is that the resulting set of cycles $p_1, \ldots, p_L$ is unique up to renumbering of the path labels.

The contribution of the directed graph $(G, \sigma)$ will only be non-zero if the associated completed digraph $(G, \sigma)^\circ$ is strongly connected. We will denote the canonical cycle basis of the completed digraph $(G, \sigma)^\circ$ as $\Gamma = \{p_1, \ldots, p_\Gamma\}$ where we omit the explicit reference to the digraph $(G, \sigma)$ if it is clear from the context. Opening up the completed graph again, gives rise to a set of paths in the (uncompleted) digraph $(G, \sigma)$. In this context we will also call the elements of $\Gamma$ the set of admissible paths of $(G, \sigma)$. Note that every admissible path is either a completely internal and closed cycle in $G$, which does not pass any external vertex, or it is a path that starts and ends at external vertices without passing another external vertex in-between. We will call such open paths *routes* through the graph.

Since the graph $(G, \sigma)^\circ$ has $|V^{\text{int}}| + 1$ vertices including the special vertex $\circ$, and $|E|$ edges, one can conclude, using the graph’s Euler characteristic, that the digraph has at most $|E| - |V^{\text{int}}| - 1 + 1 = |E| - |V^{\text{int}}|$ independent cycles. That means there are $|E| - |V^{\text{int}}|$ admissible paths of the digraph $(G, \sigma)$. The energy integral in eq. (2.37) is effectively $|E| - |V^{\text{int}}|$ dimensional, due to the $|V^{\text{int}}|$ delta functions. This calculation suggests therefore that we can associate each admissible path of $(G, \sigma)$ with an independent energy integration.

It is instructive to compare this to the way usual momentum space Feynman integrals are written as unconstrained integrals over a set of independent loops. In the case of momentum space Feynman integrals it is known that there is a lot of ambiguity in the way the loop momenta can be routed through the graph. In this sense, the momentum Feynman
space integral is thus a highly ‘non-canonical’ object. This can cause a severe problem, as it quickly becomes hard to tell if one integral is equal to another one: there are non-trivial relations between these integrals. Fixing this problem is challenging and is usually done by solving complicated systems of integration by parts (IBP) relations between the integrals. Our observation indicates that this IBP problem could be much milder in our coordinate space framework.

Just as in the momentum space loop integral case, we can resolve the $\delta$ functions in eq. (2.37) by introducing one integration variable $E_p$ for each admissible path $p \in \Gamma$. The delta functions are resolved with the choice of coordinates

$$E_e = \sum_{p \in \Gamma \text{ s.t. } e \in p} E_p,$$

where we sum over all admissible paths of $(G, \sigma)$, that contain the edge $e$. This is still analogous to the loop momentum integral case, except for the fact that we have a dictated orientation that we need to follow in our cycles. Using these energy variables in eq. (2.37) resolves the delta functions and gives

$$a_{G, \sigma} = \frac{1}{|V^{\text{int}}|} \prod_{e \in E} \frac{1}{2|z_e^e|} \prod_{p \in \Gamma} \int_0^\infty dE_p \exp \left( i \sum_{e \in E} \sum_{p \in \Gamma \text{ s.t. } e \in p} E_p \left( -R_{e,a} x_a^0 + |z_e| + i\varepsilon \right) \right).$$

Recall that there is an implicit summation over $a$. Changing the order of summation in the exponential renders integration in the remaining energy variables straightforward, and gives a product of trivial oscillatory integrals

$$a_{G, \sigma} = \prod_{e \in E} \frac{1}{2|z_e^e|} \prod_{p \in \Gamma} \int_0^\infty dE_p \exp \left( iE_p \sum_{e \in p} \left( -R_{e,a} x_a^0 + |z_e| + i\varepsilon \right) \right).$$

We can now perform the $E_p$ integrations. The $\infty$ boundary term is going to vanish by the $\varepsilon > 0$ assumption. The final expression for the FOPT representation of a digraph $(G, \sigma)$ is remarkably simple and amounts to

$$a_{G, \sigma} = \prod_{e \in E} \frac{1}{2|z_e^e|} \prod_{p \in \Gamma} \frac{1}{\sum_{e \in p} \left( -R_{e,a} x_a^0 + |z_e| + i\varepsilon \right)}.$$

The term $R_{e,a} x_a^0$ is only non-zero if the admissible path $p$ goes from external to external vertex. It can be identified with the time difference of the two corresponding vertices. The other term in the denominator is the total Euclidean path length of the admissible path. We will discuss this entirely combinatorial formula in the next section.
2.4 FOPT Feynman rules

The procedure illustrated in the last section generalizes to all Feynman diagrams. It provides an alternative perturbative decomposition of correlation functions:

\[
\Gamma(x_1, \ldots, x_{|V_{\text{ext}}|}) = \langle 0| T(\varphi(x_1) \cdots \varphi(x_{|V_{\text{ext}}|}))|0 \rangle = \sum_{(G, \sigma)} \frac{1}{\text{Sym}(G, \sigma)} A_{G, \sigma}(x_1, \ldots, x_{|V_{\text{ext}}|}),
\]

(2.43)

where we sum over all topologically different digraphs \((G, \sigma)\), i.e. graphs \(G\) from the given scalar QFT with a specified energy flow orientation on the propagators. Note that in contrast to ‘old-fashioned’, or time-ordered perturbation theory, where each covariant integral is replaced by \(|V_{\text{int}}|\) time-ordered integrals, we get at most \(2|E|\) energy-flow-oriented integrals in our coordinate-space focused approach.

By eq. (2.38), the FOPT Feynman rules provide a way of decomposing an individual covariant Feynman integral into its different flow-oriented components:

\[
\frac{1}{\text{Sym} G} A_G(x_1, \ldots, x_{|V_{\text{ext}}|}) = \sum_{(\sigma)} \frac{1}{\text{Sym}(G, \sigma)} A_{G, \sigma}(x_1, \ldots, x_{|V_{\text{ext}}|}),
\]

(2.44)

where we sum over all nonequivalent ways to orient the graph \(G\) via \(\sigma\).

An integral expression for \(A_{G, \sigma}(x_1, \ldots, x_{|V_{\text{ext}}|})\) can be found using the following, entirely combinatorial recipe:

1. \(A_{G, \sigma} = 0\) if the completed directed graph \((G, \sigma)^\circ\) is not strongly connected.
2. Multiply by a factor of \(-ig\) for each interaction vertex.
3. For each edge \(e\) of \(G\) multiply by a factor \(\frac{1}{(8\pi^2)|\vec{z}_e|}\) where \(\vec{z}_e = \vec{y}_v - \vec{y}_u\) and \(\vec{y}_v, \vec{y}_u\) are the coordinates of the internal or external vertices to which the edge \(e\) is incident.
4. For each admissible path \(p\) of \((G, \sigma)\) (i.e. for each cycle in the canonical cycle basis of \((G, \sigma)^\circ\)) multiply by a factor of \(\frac{i}{\gamma_p + \tau_p + i\varepsilon}\), where

\[
\gamma_p = \sum_{e \in p} |\vec{z}_e|
\]

(2.45)

is the sum over all edge lengths that are in the cycle and \(\tau_p\) is either the time passed between the starting and ending external vertices of the path or vanishes if the cycle does not go through the \(\circ\) vertex.

5. For each internal vertex \(v\) of the graph \(G\) integrate over three-dimensional space \(\int d^3\vec{y}_v\) and multiply by \(2\pi\).

Note that the \(i\varepsilon\) can be dropped for cycles that do not go through the special vertex \(\circ\) as the denominator is only positive and the corresponding pole is an end-point singularity.

We can summarize these Feynman rules as follows. For a given digraph \((G, \sigma)\) with cycle basis \(\Gamma\), where all interaction vertices in \(G\) are internal vertices and vice-versa, we have

\[
A_{G, \sigma}(x_1, \ldots, x_{|V_{\text{ext}}|}) = \frac{(2\pi g)^{|V_{\text{int}}|}}{(-4\pi^2)^{|E|}} \left( \prod_{v \in V_{\text{int}}} \int d^3\vec{y}_v \right) \left( \prod_{e \in E} \frac{1}{\frac{1}{2} |\vec{z}_e|} \right) \prod_{p \in \Gamma} \frac{1}{\gamma_p + \tau_p + i\varepsilon}.
\]

(2.46)
2.5 A simple example: the bubble graph

We now treat the simple example of the bubble graph to show the use of the FOPT Feynman rules. It will also show how UV singularities are conveniently isolated in FOPT.

The graph is

\[
\begin{array}{c}
\begin{array}{c}
X_{1} \quad 3 \quad 1 \quad 4 \quad X_{2} \\
Y_{1} \quad 2 \\
\end{array}
\end{array}
\]

(2.47)

The traditional coordinate-space Feynman integral associated to this diagram reads,

\[
A_{G}(x_{1}, x_{2}) = \frac{(-ig)^{2}}{(4\pi)^{4}} \int d^{4}y_{1} d^{4}y_{2} \frac{1}{-z_{1}^{2} + i\epsilon} \frac{1}{-z_{2}^{2} + i\epsilon} \frac{1}{-z_{3}^{2} + i\epsilon} \frac{1}{-z_{4}^{2} + i\epsilon}.
\]

(2.48)

The symmetry factor of the graph is 2, because we can permute both edges of the bubble. Adding the \( \circ \) vertex that joins the external vertices results in

\[
\begin{array}{c}
\begin{array}{c}
X_{1} \quad X_{2} \\
1 \quad 2 \\
\end{array}
\end{array}
\]

(2.49)

There are 12 topologically distinguished ways to give an orientation to the edges of this graph:

(1) (2) (3) (4) (5) (6)
(7) (8) (9) (10) (11) (12)

(2.50)

Note that we are not allowed to permute the edges that are incident to the \( \circ \) vertex as this would correspond to a permutation of the external vertices of the original graph. We can think of the \( \circ \) vertex and the edges that are incident to it as fixed while computing the symmetry factor. The edge-oriented graphs (1), (3), (4), (6), (7), (9), (10), (12) have therefore a symmetry factor of 2 and the other graphs have a trivial symmetry factor of 1. Of these directed graphs only (1), (2), (8) and (9) are strongly connected as one can easily check. In the remaining directed graphs, we can always find a vertex (including \( \circ \)) that has only in-going or out-going incident edges. These graphs are forbidden as a consequence.
of energy conservation and positivity. At this point it is good to remark that there are also non-strongly connected graphs that do not have a vertex with only in- or out-going incident edges. Examples are graphs that consist of two cycles, each with positive cyclic energy flow, which are connected by edges only pointing from cycle 1 to cycle 2.

The completed directed graph (1) has two independent cycles, 314 and 324, with the edge numbering as indicated in (2.47).

For the graph \( G \), we have \( \mathcal{O} \) vertex. We find by the FOPT Feynman rules from section 2.4 that

\[
A_{G,(1)}(x_1, x_2) = \frac{(2\pi g)^2}{(8\pi^2)^4} \int \frac{d^3\tilde{y}_1 d^3\tilde{y}_2}{|\tilde{z}_1||\tilde{z}_2||\tilde{z}_3|+|\tilde{z}_1|+|\tilde{z}_4|+\tau+i\varepsilon|\tilde{z}_3|+|\tilde{z}_2|+\tau+i\varepsilon},
\]

where we defined \( \tau = x^0_1 - x^0_2 \). The graph (2) has the independent cycles 314 and 12. The latter cycle does not pass the \( \mathcal{O} \) vertex. Therefore,

\[
A_{G,(2)}(x_1, x_2) = \frac{(2\pi g)^2}{(8\pi^2)^4} \int \frac{d^3\tilde{y}_1 d^3\tilde{y}_2}{|\tilde{z}_1||\tilde{z}_2||\tilde{z}_3|+|\tilde{z}_1|+|\tilde{z}_4|+\tau+i\varepsilon|\tilde{z}_3|+|\tilde{z}_2|+\tau+i\varepsilon}. \tag{2.52}
\]

For the graph \( G \) we have \( \tilde{z}_1 = \tilde{z}_2 \). By changing integration variables from \( \tilde{y}_1, \tilde{y}_2 \) to \( \tilde{y}_1, \tilde{z}_1 = \tilde{y}_2 - \tilde{y}_1 \), we find that

\[
A_{G,(3)}(x_1, x_2) = \frac{(2\pi g)^2}{(8\pi^2)^4} \int \frac{d^3\tilde{y}_1 d^3\tilde{z}_1}{|\tilde{z}_3||\tilde{z}_4|+|\tilde{z}_3|+|\tilde{z}_4|+\tau+i\varepsilon|\tilde{z}_1|+|\tilde{z}_2|+\tau+i\varepsilon}. \tag{2.53}
\]

Basic power counting reveals that the integrand features a UV singularity for \( \tilde{z}_1 \to 0 \). The cycle that loops between the vertices \( \tilde{y}_1 \) and \( \tilde{y}_2 \) is associated to such a singularity. The intuitive explanation of this in the FOPT formalism is that the energy that flows through this cycle is unbounded and can lead to a UV divergence.\(^2\)

The directed graph (8) has exactly the flipped orientation of (2). Therefore

\[
A_{G,(8)}(x_1, x_2) = \frac{(2\pi g)^2}{(8\pi^2)^4} \int \frac{d^3\tilde{y}_1 d^3\tilde{y}_2}{|\tilde{z}_1||\tilde{z}_2||\tilde{z}_3|+|\tilde{z}_1|+|\tilde{z}_4|+\tau+i\varepsilon|\tilde{z}_3|+|\tilde{z}_2|+\tau+i\varepsilon}. \tag{2.54}
\]

Analogously the graph (9) has the flipped orientation of (1)

\[
A_{G,(9)}(x_1, x_2) = \frac{(2\pi g)^2}{(8\pi^2)^4} \int \frac{d^3\tilde{y}_1 d^3\tilde{y}_2}{|\tilde{z}_1||\tilde{z}_2||\tilde{z}_3|+|\tilde{z}_1|+|\tilde{z}_4|+\tau+i\varepsilon|\tilde{z}_3|+|\tilde{z}_2|+\tau+i\varepsilon}. \tag{2.55}
\]

\(^2\)We do not address the issue of regularization of divergent FOPT graphs in this paper. We comment on possible approaches to UV renormalisation in the conclusions.
Observe that flipping the complete orientation only results in a sign change of all external time differences. By collecting the overall and individual symmetry factors, we have
\[
\frac{1}{2} A(x_1, x_2) = \frac{1}{2} A_{G,\sigma(1)} + A_{G,\sigma(2)} + A_{G,\sigma(8)} + \frac{1}{2} A_{G,\sigma(9)} .
\] (2.57)

The digraphs \((G, \sigma_{(2)})\) and \((G, \sigma_{(8)})\) feature UV singularities, as expected as \(G\) is a UV singular graph in \(D = 4\); the other contributions are finite.

### 2.6 Routes, cycles and UV singularities

As seen in the last section, UV singularities in the FOPT representation follow the intuition expected from momentum space: they can be associated with a set of internal vertices collapsing to a single point. In the FOPT representation, these limits correspond to the vanishing of denominators corresponding to closed cycles in \((G, \sigma)\). These in turn lead to a divergence of the integrand. A basic power counting argument helps decide whether the resulting singularity is integrable or not.

In this section we will briefly explain the general power counting procedure in the FOPT representation. To do so, we first recall that the admissible paths \(\Gamma\) of a digraph \((G, \sigma)\) (having a strongly connected completed digraph \((G, \sigma)^\circ\)) fall into two sets: routes \(\Gamma_{\text{ext}}\) and cycles \(\Gamma_{\text{int}}\), which are closed simple cycles that consist of internal vertices only. We have \(\Gamma = \Gamma_{\text{ext}} \cup \Gamma_{\text{int}}\).

Even though the FOPT representation can also deal with the more general case, we assume from now on that external vertices of our graph are attached to one edge only. Note that in this case we can also separate the external vertices of our digraphs \((G, \sigma)\) into two subsets: the set of in-going external vertices \(V_{\text{in}}\) and the set of out-going external vertices \(V_{\text{out}}\) such that \(V_{\text{in}} \cup V_{\text{out}} = V_{\text{ext}}\). They are defined such that in/out-going external vertices have energy flowing in/out of them.

Because all admissible paths in the canonical cycle basis \(\Gamma\) are oriented, each route in \(\Gamma_{\text{ext}}\) has to connect an in-going external vertex with an out-going external vertex. For a given route \(r \in \Gamma_{\text{ext}},\) we will denote with \(i(r)\) its initial in-going external vertex and with \(f(r)\) its final out-going external vertex. These notions are illustrated in figure 2.

With this notation, we write the FOPT representation as
\[
A_{G,\sigma}(x_1, \ldots, x_{|V_{\text{ext}}|}) = \frac{(-2\pi g)|V_{\text{int}}|}{(-4\pi^2)^{|E|}} \prod_{v \in V_{\text{int}}} d^3 y_v \prod_{e \in E} (2|z_e|) \prod_{c \in \Gamma_{\text{int}}} \gamma_c \prod_{r \in \Gamma_{\text{ext}}} (\gamma_r - x_{i(r)}^0 + x_{f(r)}^0 + i\varepsilon)^{-1} ,
\] (2.58)
where we drop the \(i\varepsilon\) for the cycles, as \(\gamma_c = \sum_{e \in c} |z_e|\) and \(\gamma_c \to 0\) is an end-point singularity, which cannot be regulated via analytic continuation. Only the contribution from the factor
\[
\prod_{v \in V_{\text{int}}} d^3 y_v (\prod_{e \in E} (2|z_e|)) \prod_{c \in \Gamma_{\text{int}}} \gamma_c
\] (2.59)
is relevant for the short distance behaviour of the integrand, since the denominators corresponding to routes in eq. (2.58) will not vanish if the time difference between in-
Figure 2. Admissible paths of different types through a digraph \((G, \sigma)\): a route and a cycle. The illustrated graph has in-going external vertices \(V_{\text{in}}^{\text{ext}} = \{1, 2\}\) and out-going external vertices \(V_{\text{out}}^{\text{ext}} = \{3, 4, 5\}\). The route \(r\) connects the in-going vertex 1 to the out-going vertex 5. Hence, \(i(r) = 1\) and \(f(r) = 5\).

out-vertices is finite. This fact makes the divergent terms in FOPT either having a UV or IR (i.e. long distance) divergent nature, but not both at the same time. This feature allows us to analyze UV and IR divergences separately.

In this section, we are interested in the UV case, i.e. limits in which the coordinates of a collection of internal vertices \(V' \subseteq V^{\text{int}}\), which we can assume to be connected, coincide. We can approach this limit by picking a reference vertex \(w \in V'\) and changing to the relative coordinates \(d^3 \vec{y}_v \rightarrow d^3 \vec{z}_{wv}\) for all \(v \in V'\) with \(v \neq w\), where \(\vec{z}_{wv} = \vec{y}_v - \vec{y}_w\). Rescaling \(\vec{z}_{wv} \rightarrow \lambda \vec{z}_{wv}\) and considering \(\lambda \rightarrow 0\) corresponds to the desired UV limit.

The power counting procedure for the integrand above is now straightforward. The part of the measure with nontrivial scaling behaviour becomes \(\prod_{v \in V', v \neq w} d^3 \vec{z}_{wv}\). Each edge \(e\) that connects any pair of vertices in \(V'\) gives a nontrivial scaling in the denominator, as \(|\vec{z}_e|\) scales like \(\lambda\). Furthermore, \(\gamma_c\) scales as \(\lambda\) if the cycle \(c\) traverses only vertices in \(V'\).

Let \(E'\) be the set of edges between the vertices \(V'\), and \(\Gamma^{\text{int}}'\) the set of cycles that only contain vertices in \(V'\). The relevant part of the integrand scales as \(\lambda^{3(|V'|-1)-|E'|-|\Gamma^{\text{int}}'|}\) and we find that the degree of divergence of the integral reads,

\[
\text{(degree of divergence)} = 3(|V'|-1) - |E'| - |\Gamma^{\text{int}}'|.\tag{2.60}
\]

We will encounter a UV singularity only if the degree of divergence is \(\leq 0\). We find the FOPT version of Weinberg’s theorem [71]: a FOPT Feynman integral is UV-finite, if for each subset of internal vertices \(V' \subseteq V^{\text{int}}\), we have \(3(|V'|-1)-|E'|-|\Gamma^{\text{int}}'| > 0\). Likewise, the degree of divergence of a coordinate-space covariant Feynman integral as in eq. (2.2) is given by \(4(|V'|-1)-2|E'|\) for an induced subgraph given by \(V'\) and \(E'\) (see e.g. [43, Proposition 11] for a more detailed statement).

We can now make a connection between the FOPT and covariant UV divergences. The claim is that if the subgraph of a digraph \((G, \sigma)\) induced by \(V'\) (i.e. the subgraph given by the vertices in \(V'\) and all edges connecting them) is strongly connected, then the degree of divergence coincides with the usual Feynman integral degree of divergence. To see this, observe that for a strongly connected graph we have the maximum number of cycles allowed in it and every edge of the graph is part of some cycle. Strong connectivity implies
connectivity and hence we can apply Euler’s formula to determine the number of its cycles as \(|\Gamma^{\text{int}}| = |E'| - |V'| + 1\). From this we find that \(3(|V'| - 1) - |E'| - |\Gamma^{\text{int}}| = 4(|V'| - 1) - 2|E'|\), coinciding with the covariant power counting of eq. (2.2). Therefore, the full UV scaling of the original Feynman integral is only realized if the subgraph is strongly connected. A non-strongly connected subgraph has less singular UV scaling than a strongly connected orientation of the same subgraph, since it has fewer cycles. Briefly summarized, we find that the fewer cycles a FOPT diagram has, the more moderate its UV behaviour is.

3 Finite and long distance singularity structure of FOPT diagrams

In this section we proceed to discuss the finite and long distance singularities within the FOPT representation. We do so in order to compare with previous studies of the coordinate space singularities of Green’s functions, as well as to provide a motivation for a study of the singular structure at the S-matrix level in the next section. Our findings are as follows:

- The vanishing of denominators corresponding to routes, \(\gamma_r\) with \(r \in \Gamma^{\text{ext}}\), leads to singularities that are located at finite values of the distance between vertices in the graph. They are compatible with the studies performed in refs. [47–49]. However, their relation with momentum space infrared singularities is not direct. We present two examples in which the behaviour of the integrand at these finite distance singularities does not conform to the common expectation based on a momentum space analysis.

- The FOPT expression of the triangle diagram is mostly well-behaved at large values of the distances between vertices. The only non-integrable singularity we find does not have a direct interpretation in terms of the usual collinear and soft singularities of the triangle.

3.1 Finite distance singularities

The finite distance singularity structure of coordinate space diagrams has been extensively studied in refs. [47–49]. In particular, the authors identify pinched singularities that are finite distance in nature (that is, neither short distance nor long distance). The investigation of ref. [49], in particular, is based on a coordinate space analogue of the Landau pinching conditions (a complete proof of the latter conditions can be found in [72]). Consider the integral

\[
I = \int \prod_{i=1}^{n} \text{d}w_i \frac{N(\{w_j\}_{j=1}^{n})}{\prod_{i=1}^{n} D_i(\{w_j\}_{j=1}^{n})},
\]

(3.1)

where \(N\) is an entire function. For the purposes of this discussion, we work with a sufficient condition for pinching: an \(n\)-vector \(\vec{w}^*\) is said to be located on a pinch singularity if, for some index \(i\),

\[
D_i(\{w_j\}_{j=1}^{n})|_{\vec{w}=\vec{w}^*} = 0
\]

(3.2)
Eq. (3.2) implies the impossibility of regulating the singularity through a contour deformation.\footnote{Note that pinching conditions take different forms in different formalisms (i.e. covariant perturbation theory including Feynman parameters, three-dimensional representations, TOPT, etc).} Since the FOPT representation of eq. (2.46) has denominators that are in direct correspondence with oriented paths of the graph, reproducing the result of ref. [49] is rather straightforward. We consider the denominator \( \prod_{r \in \Gamma_{\text{ext}}} (\gamma_r - x_{i(t)}^0 + x_{f(t)}^0 + i\varepsilon) \) so that, using eq. (3.2), we obtain for any route \( r \in \Gamma_{\text{ext}} \)

\[
\gamma_r \left( \{ \bar{y}_v \} \in V_{\text{int}} \right) = -x_{f(t)}^0 + x_{i(t)}^0 \\
\nabla_{\bar{y}_v} \gamma_r \left( \{ \bar{y}_v \} \in V_{\text{int}} \right) = 0, \quad \forall v' \in V_{\text{int}}. \tag{3.3}
\]

Labelling the vertices according to their order of appearance in the path, we have

\[
\gamma_r = |\vec{x}_{i(t)} - \vec{y}_1| + |\vec{x}_{f(t)} - \vec{y}_n| + \sum_{j=1}^{n-1} |\vec{y}_j - \vec{y}_{j+1}|, \tag{3.4}
\]

the solution eq. (3.3) is

\[
\vec{y}_j = \vec{x}_i + \alpha_j (\vec{x}_{f(t)} - \vec{x}_{i(t)}), \quad \alpha_j > \alpha_{j-1}, \quad \alpha_j \in [0, 1], \quad j = 1, \ldots, n.
\]

\[
-x_{f(t)}^0 + x_{i(t)}^0 = |\vec{x}_{f(t)} - \vec{x}_{i(t)}|. \tag{3.5}
\]

The first condition establishes that all the vertices in the route \( r \) must lie on a line, and that their order of appearance on that line must be the same as the order of appearance in the route. The second condition requires the four-distance between an initial vertex \( x_{i(t)} \) and a final vertex \( x_{f(t)} \) to be light-like. Assuming eq. (3.5) holds, we then find that the behaviour of \( \gamma_r \) around its pinch points is quadratic

\[
\gamma_r \left( \{ \vec{y}_j^* + \delta \vec{y}_j \}_{j=1}^n \right) - |\vec{x}_{i(t)} - \vec{x}_{f(t)}| = O(|\delta \vec{y}_j|^2). \tag{3.6}
\]

While this seems a promising candidate for collinear singularity, a few wrinkles in the previous argument give pause:

1. We expect IR singularities of momentum space Feynman integrals to be associated to long distance singularities in coordinate space. The singular location of eq. (3.5) describes a finite distance singularity, as no integration variable is set to be large.

2. There is no reason why \(-x_{f(t)}^0 + x_{i(t)}^0 = |\vec{x}_{f(t)} - \vec{x}_{i(t)}|\) should hold; since we know that, in momentum space, external momenta are localised on their mass-shell, we would expect external vertices not to be localised, since the two are related by a Fourier transform (or equivalently, by the uncertainty principle).

Let us look at two examples which highlight the ambiguous nature of such finite distance singularities:

1. **The hen’s claw.** We consider the FOPT diagram

\[
\int d^3 \vec{y} \frac{1}{\prod_{j=1}^3 2|\vec{y} - \vec{x}_j| \prod_{\ell=2}^3 (|\vec{x}_\ell - \vec{y}| + |\vec{y} - \vec{x}_1| - |\vec{x}_\ell - \vec{x}_1|)}. \tag{3.7}
\]
According to eq. (3.5), there is a pinched singularity when \( \vec{y}^\star = \vec{x}_3 + \alpha(\vec{x}_1 - \vec{x}_3), \) \( \alpha \in [0, 1] \) (and analogously when substituting 2 with 3). Using the parameterization \( \vec{y}^\star = \vec{x}_3 + \alpha(\vec{x}_1 - \vec{x}_3) + \vec{y}^\perp, \) we see that the measure contributes with two powers of the transverse variable \( \vec{y}^\perp, \) while eq. (3.6) makes it clear that the denominator also contributes with two powers. Overall, this gives a logarithmically divergent behaviour in this limit. This finding is odd: in momentum space, such a diagram would be completely finite and, for a cubic scalar theory, it would (after truncation of external propagators) amount to a constant.

2. The triangle: we look specifically at the orientation

\[
\begin{array}{c}
\begin{array}{c}
\text{x}_1 \quad \text{y}_1 \quad \text{x}_2 \quad \text{y}_2 \quad \text{x}_3
\end{array}
\end{array}
\]

and at the pinched singular surface identified by the implicit equation

\[
\gamma_r - |\vec{x}_1 - \vec{x}_2| = |\vec{x}_2 - \vec{y}_2| + |\vec{y}_2 - \vec{y}_1| + |\vec{y}_1 - \vec{x}_1| - |\vec{x}_1 - \vec{x}_2| = 0,
\]

which has the solution

\[
\begin{array}{c}
\begin{array}{c}
\vec{y}_1^\star(\alpha_1) = \vec{x}_1 + \alpha_1(\vec{x}_2 - \vec{x}_1), \quad \vec{y}_2^\star(\alpha_2) = \vec{x}_1 + \alpha_2(\vec{x}_2 - \vec{x}_1), \quad \alpha_1, \alpha_2 \in [0, 1], \ \alpha_2 > \alpha_1.
\end{array}
\end{array}
\]

In order to approach the limit, we consider the parameterization \( \vec{y}_1 = \vec{y}_1^\star(\alpha_1) + \vec{y}_1^\perp, \) \( \vec{y}_2 = \vec{y}_2^\star(\alpha_2) + \vec{y}_2^\perp. \) A simple power-counting procedure leads us to conclude that the integration measure scales as \( d^2\vec{y}_2^\perp d^2\vec{y}_1^\perp \) while the singular surface only gives a contribution of two powers in the denominator. Overall, this gives an integrable degree of divergence. Carrying out the same argument for all other pinched surfaces of all triangle orientations as well as the intersections of pinched surfaces, one finds that the triangle has no finite distance singularity. \(^4\)

The fact that these two diagrams do not reproduce the expectations concerning their IR structure invites us to change our perspective, and shift our attention to the S-matrix. First, we note that the S-matrix is constructed from truncated Green’s functions, while here we considered FOPT expressions for non-truncated Green’s functions. Indeed this is the reason that the hen’s claw has singular denominators in the first place. On top of this, we must set \( x^0_{i(t)} - x^0_{f(t)} = |\vec{x}_{f(t)} - \vec{x}_{i(t)}|, \) which is at odds with localization of momenta on the mass-shell. These two observations lead us to examine the S-matrix to correctly identify IR singularities in the FOPT formalism. The S-matrix is a truncated object and involves integration over the external coordinates \( x^0_a, \) for all \( a \in V^{ext}, \) via the Fourier transform to momentum space.

\(^4\)In contrast, in ref. [49], a logarithmic finite distance singularity is found for the triangle. However, in their derivation, one of the three internal vertices is set to be at the origin, and the corresponding external leg is truncated.
3.2 Long distance singularities

We now briefly discuss long distance singularities of FOPT orientations, which we would expect to map one-to-one to their momentum space analogues. In order to do so, let us look again at the orientation of eq. (3.8) in the triangle diagram, and comment on the absence of such long distance singularities. In particular, consider the following limits

1. Single limits: the limit \( \vec{y}_1 \to \infty \) has the measure scaling as \( |\vec{y}_1|^2 d\vec{y}_1 \) and the denominator scaling as \( |\vec{y}_1|^6 \), giving integrable behaviour. The limit \( \vec{y}_2 \to \infty \) has the measure scaling as \( |\vec{y}_2|^2 d\vec{y}_2 \) and the denominator scaling as \( |\vec{y}_1|^5 \), giving integrable behaviour. Finally, the limit \( \vec{y}_3 \to \infty \) has the measure scaling like \( |\vec{y}_3|^2 d\vec{y}_3 \) and the denominator scaling as \( |\vec{y}_1|^5 \), giving integrable behaviour.

2. Double limits: consider taking the limit \( \vec{y}_1, \vec{y}_2 \to \infty \). The scaling is independent from \( \vec{y}_1 \) and \( \vec{y}_2 \) being collinear, as \( |\vec{y}_1 - \vec{y}_2| \) is finite in the collinear case. But the angle between \( \vec{y}_1 \) and \( \vec{y}_2 \) has to be fixed too, giving an extra suppressing power from the integration measure. Thus, let us study the non-collinear case: we have the measure scaling as \( |\vec{y}_1|^2 |\vec{y}_2|^2 d\vec{y}_1 d\vec{y}_2 \), while the denominator scales as \( |\vec{y}_1 - \vec{y}_2||\vec{y}_1|^5 |\vec{y}_2|^2 \max(|\vec{y}_1|^2, |\vec{y}_2|^2) \), giving integrable behaviour. Analogous integrable behaviour can be found in the remaining two double limits.

The only limit that yields non-integrable behaviour is the one in which all three vertices of the triangle approach infinity in different directions, which has no clear analogue in momentum space.

The observations pointed out above motivate changing focus to the S-matrix in order to correctly analyze IR singularities in FOPT diagrams. We will do this by using the FOPT representation from the last section to construct a hybrid representation for the S-matrix, where external parameters are given in momentum space, while internal integrations are performed in coordinate space.

4 The S-matrix and its \( p-x \) representation

The FOPT representation, derived in section 2.3, gives a canonical representation of QFT correlation functions in terms of three-dimensional integrals. However, its external data is given in coordinate space, which makes it ill-suited for the direct computation of realistic collider observables. This is reflected in the absence of a clear counterpart to IR singularities in the FOPT representation, which in turn has repercussions on how manifestly physical principles such as parton degeneracy and collinear mass factorization are realised within it.

In this section we will address this problem by constructing a new perturbative representation of the S-matrix in momentum space. It is expressed as an integral over spatial coordinates, even though the external data is given in momentum space. We therefore call it the \( p-x \) representation of the S-matrix, as a reference to its hybrid nature.
Recall that the retarded and advanced propagators in momentum space can be written as

$$\tilde{\Delta}_R(p) = \frac{i}{(p_0 \pm i\varepsilon)^2 - p^2} = \frac{1}{2\pi i} \int_{\mathbb{R}^4} d^4 z e^{i p \cdot z} \delta^{(4)}(z) = \frac{1}{2\pi i} \int_{\mathbb{R}^3} \frac{d^3 \tilde{p}}{2|\tilde{z}|} e^{i \tilde{z} p^0 - i \tilde{z} \tilde{p}}. \quad (4.1)$$

To give an expression for the S-matrix, we have to fix in- and out-going momenta. In anticipation of our FOPT treatment of the S-matrix we index the in-going momenta by $V_{\text{in}}$, $\{p_i\}_{i \in V_{\text{in}}}$ and the out-going momenta by $V_{\text{out}}$, $\{p_f\}_{f \in V_{\text{out}}}$. The S-matrix element in terms of the in- and out-going momenta is given by

$$S(\{p_i\}_{i \in V_{\text{in}}}, \{p_f\}_{f \in V_{\text{out}}}) = Z^{\frac{1}{2}} \tilde{\Gamma}_T(\{p_a\}_{a \in V_{\text{ext}}}), \quad (4.2)$$

where $\tilde{\Gamma}_T$ is the truncated Green’s function, with the typical convention that energy directed towards the graph is positive, such that $p^0_i > 0$ and $p^0_f < 0$, and $Z^{\frac{1}{2}}$ is the factor accounting for the truncation of external self-energies, as established by the LSZ formula. The external momenta should be set on-shell eventually, i.e. $p^0_i \rightarrow |\vec{p}_i|$, for $i \in V_{\text{in}}$ and $p^0_f \rightarrow -|\vec{p}_f|$, for $f \in V_{\text{out}}$. The truncated Green’s function can be obtained from the ordinary Green’s function with no external self-energy insertions by the rule

$$\tilde{\Gamma}_T(\{p_a\}_{a \in V_{\text{ext}}}) = \left[ \prod_{i \in V_{\text{in}}} \tilde{\Delta}_R(p_i) \right]^{-1} \left[ \prod_{f \in V_{\text{out}}} \tilde{\Delta}_A(p_f) \right]^{-1} \tilde{\Gamma}(\{p_a\}_{a \in V_{\text{ext}}}). \quad (4.3)$$

Notice that we use advanced and retarded propagators for in- and out-going particles respectively, instead of the Feynman propagator $\Delta_F$. This is justified by the simple equation $\tilde{\Delta}_F(p) = \Theta(p^0)\tilde{\Delta}_R(p) + \Theta(-p^0)\tilde{\Delta}_A(p)$ and the fact that in-coming (out-going) particles are taken to have positive (negative) energy $p^0$. We stress that $\tilde{\Gamma}$ has no external self-energy insertions, but it does have external propagators. $\tilde{\Gamma}$ can then be obtained by Fourier transforming its coordinate space counterpart, which we can express using FOPT. In particular, we have

$$\tilde{\Gamma}(\{p_a\}_{a \in V_{\text{ext}}}) = \int \left[ \prod_{a \in V_{\text{ext}}} d^4 x_a e^{i x_a \cdot p_a} \right] \Gamma(\{x_a\}_{a \in V_{\text{ext}}}), \quad (4.4)$$

where $\Gamma(\{x_a\}_{a \in V_{\text{ext}}})$ is the coordinate space correlation function in eq. (2.3) and, in agreement to the combinatorial notation of section 2.6, $V_{\text{ext}} = V_{\text{in}} \cup V_{\text{out}}$.

### 4.1 Derivation of the $p$-$x$ representation

In this section we derive the $p$-$x$ representation of the S-matrix. It is a representation of eq. (4.3) in terms of coordinate space integrals that are modulated by the Fourier transformation of a certain polytope. We will show that this polytope is a variant of the flow polytope (see e.g. [73]).

We use the FOPT representation of the correlation function in eq. (2.43) to express the Fourier transformed correlation function in eq. (4.4):

$$\tilde{\Gamma}(\{p_a\}_{a \in V_{\text{ext}}}) = \sum_{(G, \sigma)} \frac{1}{\text{Sym}(G, \sigma)} \tilde{A}_{G, \sigma}(\{p_a\}_{a \in V_{\text{ext}}}), \quad (4.5)$$
where the Fourier transform of a FOPT orientation is given by

\[
\tilde{A}_{G,\sigma}(\{p_a\}_{a \in V^{\text{ext}}}) = \int \left[ \prod_{a \in V^{\text{ext}}} \, d^4 x_a \, e^{i x_a \cdot p_a} \right] A_{G,\sigma}(\{x_a\}_{a \in V^{\text{ext}}}).
\] (4.6)

We can use the FOPT representation with explicit separation of external and internal paths, i.e. cycles and routes, in eq. (2.58) to write \( \tilde{A}_{G,\sigma}(\{p_a\}_{a \in V^{\text{ext}}}) \) as

\[
\tilde{A}_{G,\sigma}(\{p_a\}_{a \in V^{\text{ext}}}) = \frac{(2\pi g)^{|V^{\text{int}}|}}{(-4\pi^2)^{E_f}} \int \left( \prod_{a \in V^{\text{ext}}} \, d^3 \pi_a \, e^{-i \pi_a \cdot p_a} \right) \frac{1}{(\prod_{a \in E} (2|z_a|))} \frac{1}{|\prod_{a \in \Gamma^{\text{int}}} \gamma_a|} \tilde{f}_{G,\sigma}(\{p_a\}_{a \in V^{\text{ext}}}, \{\gamma_{\Gamma}\}_{\Gamma \in \Gamma^{\text{ext}}}),
\] (4.7)

where we split off the nontrivial time integration, which we plan on performing analytically, through the definition

\[
\tilde{f}_{G,\sigma}(\{p_a\}_{a \in V^{\text{ext}}}, \{\gamma_{\Gamma}\}_{\Gamma \in \Gamma^{\text{ext}}}) = \int \frac{\prod_{a \in V^{\text{ext}}} \, dx_a \, e^{i x_a \cdot p_a}}{\prod_{\Gamma \in \Gamma^{\text{ext}}} (\gamma_{\Gamma} - x_{\Gamma(i)} + x_{\Gamma(f)} + i \varepsilon)}.
\] (4.8)

Let us perform the energy integrations over the external time variables \( x_a^0 \) analytically. To this end we follow steps analogous to those performed in the derivation of section 2.3. We introduce one auxiliary integration variable \( z_r^0 \) for each route \( r \), parameterizing the time difference between the external vertices \( i(r) \) and \( f(r) \),

\[
f_{G,\sigma} = \int \left[ \prod_{a \in V^{\text{ext}}} \, dx_a \, e^{i x_a \cdot p_a} \right] \prod_{\Gamma \in \Gamma^{\text{ext}}} \frac{d\gamma_{\Gamma}}{2\pi} \int \frac{dE_r \, e^{i E_r \left( \gamma_{\Gamma} - x_{\Gamma(i)} + x_{\Gamma(f)} + i \varepsilon \right)}}{\gamma_{\Gamma} - z_r^0 + i \varepsilon}.
\] (4.9)

We then rewrite the delta functions using their Fourier representation, thus introducing an extra integration in the energy \( E_r \),

\[
f_{G,\sigma} = \int \left[ \prod_{a \in V^{\text{ext}}} \, dx_a \, e^{i x_a \cdot p_a} \right] \prod_{\Gamma \in \Gamma^{\text{ext}}} \frac{d\gamma_{\Gamma}}{2\pi} \int dE_r \, e^{i E_r \left( \gamma_{\Gamma} - x_{\Gamma(i)} + x_{\Gamma(f)} + i \varepsilon \right)}.
\] (4.10)

Integration over \( z_r^0 \) is performed trivially using the residue theorem. For \( E_r > 0 \), we close the contour in the upper-half of complex plane, where the pole \( z_r^0 = \gamma_{\Gamma} + i \varepsilon \) is located. For \( E_r < 0 \), we close the contour in the lower-half of complex plane, where no pole is located. In summary, this gives

\[
f_{G,\sigma} = (-i)^{|V^{\text{ext}}|} \prod_{a \in V^{\text{ext}}} \, dx_a \, e^{i x_a \cdot p_a} \prod_{\Gamma \in \Gamma^{\text{ext}}} \frac{dE_r \, e^{i E_r \left( \gamma_{\Gamma} - x_{\Gamma(i)} + x_{\Gamma(f)} + i \varepsilon \right)}}{2\pi} \Theta(E_r).
\] (4.11)

To perform the integration over \( x_a^0 \), we may write

\[
f_{G,\sigma} = (-i)^{|V^{\text{ext}}|} \int \prod_{\Gamma \in \Gamma^{\text{ext}}} \left[ dE_r e^{i E_r (\gamma_r + i \varepsilon)} \Theta(E_r) \right]
\]

\[
\times \left[ \prod_{i \in V_{\text{int}}^{\text{in}}} \int dx_i \, e^{i x_i \cdot p_i - i \sum_{r \ni i} E_r x_i} \right] \left[ \prod_{f \in V_{\text{ext}}^{\text{out}}} \int dx_f \, e^{i x_f \cdot p_f + i \sum_{r \ni f} E_r x_f} \right],
\] (4.12)
where we sum over all routes that include the indicated in- or out-going vertex in the last two exponentials. Using the Fourier representation of the $\delta$ function, we can resolve the integrals over the $x_a^0$ variables, yielding

$$f_{G,\sigma} = \frac{(-i)^{|\Gamma^{\text{ext}}|}}{(2\pi)^{|V^{\text{ext}}|}} \int \left[ \prod_{r \in \Gamma^{\text{ext}}} dE_r e^{iE_r(\gamma_r + i\varepsilon)} \Theta(E_r) \right] \times \left[ \prod_{i \in V^{\text{ext}}_{\text{in}}} \delta \left( p_i^0 - \sum_{r \ni i} E_r \right) \right] \left[ \prod_{f \in V^{\text{ext}}_{\text{out}}} \delta \left( p_f^0 + \sum_{r \ni f} E_r \right) \right].$$

The $\Theta$ and $\delta$ functions in the above integral describe a polytope in the $|\Gamma^{\text{ext}}|$ dimensional space of the energy integrations. This polytope is a variant of the flow polytope which has various applications in combinatorics. We conclude that $f_{G,\sigma}$ is an evaluation of the Fourier transform of this polytope, as we integrate $\exp \left( i \sum_{r \in \Gamma^{\text{ext}}} E_r (\gamma_r + i\varepsilon) \right)$. The full form of the $p$-x $S$-matrix representation is most conveniently given using this polytope.

For this reason, we will describe this polytope in detail in the next section.

### 4.2 The flow polytope

To every digraph $(G,\sigma)$ with a given set of in- and out-going energies $\{p_i^0\}_{i \in V^{\text{ext}}_{\text{in}}}$ and $\{p_f^0\}_{f \in V^{\text{ext}}_{\text{out}}}$, we associate a polytope, $F_{G,\sigma}^{\{p_i^0\}} \subset \mathbb{R}^{|\Gamma^{\text{ext}}|}$. The polytope is defined by linear equalities and inequalities that are given in the energy coordinates $E_r$ associated to the routes $r \in \Gamma^{\text{ext}}$. For each path, the respective energy represents the amount of energy that flows through the specified path. Accordingly, the delta functions in eq. (4.13) enforce energy conservation at each external vertex. In summary, $F_{G,\sigma}^{\{p_i^0\}}$ is swept out by all tuples $(E_r)_{r \in \Gamma^{\text{ext}}}$ which fulfill

$$E_r \geq 0 \text{ for all } r \in \Gamma^{\text{ext}},$$

$$\sum_{r \ni i} E_r = p_i^0 \text{ for all } i \in V^{\text{ext}}_{\text{in}},$$

$$\sum_{r \ni f} E_r = -p_f^0 \text{ for all } f \in V^{\text{ext}}_{\text{out}}.$$  \hspace{1cm} (4.14)

The inequalities ensure a positive energy flow through each route and the two sets of equalities ensure energy conservation at in- and out-going external vertices. Note that the equations above imply overall energy conservation for the external data: summing all the equalities with $i \in V^{\text{ext}}_{\text{in}}$ and subtracting those with $f \in V^{\text{ext}}_{\text{out}}$, one obtains that $\sum_{a \in V^{\text{ext}}} p_a^0 = 0$, since each path has exactly one in- and one out-going vertex.

The eqs. (4.14) define a convex polytope, obtained from the intersection of the positive orthant $\{(E_r)_{r \in \Gamma^{\text{ext}}} \in \mathbb{R}^{|\Gamma^{\text{ext}}|} : E_r \geq 0\}$ with the $|V^{\text{ext}}|$ hyperplanes given by energy conservation constraints at the external vertices. It is moreover bounded, since the energies are contained in the hypercube, $0 \leq E_r \leq \min \left( p_i^0, -p_f^0 \right)$. We can also find, depending on the value of the external data, configurations of external energies where the eqs. (4.14) cannot be fulfilled. In those cases, the flow polytope has no support and the contribution of the digraph $(G,\sigma)$ to the $S$-matrix is zero.
To simplify the notation, in the following we denote vectors in the route space $\mathbb{R}^{\Gamma_{\text{ext}}}$ with bold letters. The tuples $(E_r)_{r \in \Gamma_{\text{ext}}} \in \mathbb{R}^{\Gamma_{\text{ext}}}$ and tuples of path lengths $(\gamma_r)_{r \in \Gamma_{\text{ext}}} \in \mathbb{R}^{\Gamma_{\text{ext}}}$ as $E \in \mathbb{R}^{\Gamma_{\text{ext}}}$ and $\gamma \in \mathbb{R}^{\Gamma_{\text{ext}}}$. We also can define the standard scalar product $E \cdot \gamma = \sum_{r \in \Gamma_{\text{ext}}} E_r \gamma_r$. We may use the definition of the polytope and the boldface notation to rewrite eq. (4.13) in a more compact form,

$$f_{G,\sigma}(\{p_0^a\}_{a \in V^{\text{ext}}}, \gamma) = \frac{(-i)^{\left|\Gamma^{\text{ext}}\right|}}{(2\pi)^{\left|V^{\text{ext}}\right|}} \delta \left( \sum_{a \in V^{\text{ext}}} p_0^a \right) \hat{F}_{G,\sigma}(\gamma + i\varepsilon 1)$$  \hspace{1cm} (4.15)

where $1 = (1, \ldots, 1)$ is the all-ones-vector in $\mathbb{R}^{\Gamma_{\text{ext}}}$. The Fourier transform, $\hat{F}_{G,\sigma}(\gamma)$ of the polytope $\hat{F}(p_0^a)$ is given by

$$\hat{F}_{G,\sigma}(\gamma + i\varepsilon 1) = \int_{\hat{\mathcal{F}}} \hat{F}(p_0^a) \, dE \, e^{iE(\gamma + i\varepsilon 1)}.$$  \hspace{1cm} (4.16)

The integration over the bounded domain $\hat{\mathcal{F}}$ allows us to drop the $i\varepsilon$ prescription in the generic case. We will however keep it in place now to study singular configurations later on. The Fourier transform of a polytope enjoys many remarkable properties. For instance it is bounded by the volume of the polytope. In our case we have

$$\left| \hat{F}_{G,\sigma}(\gamma + i\varepsilon 1) \right| \leq \text{Vol}(\hat{\mathcal{F}})$$  \hspace{1cm} (4.17)

Equality is only attained for $\gamma = 0$. Fourier transforms of polytopes are always linear combinations of rational functions with phase factors as coefficients. An analytic expression for such Fourier transforms can always be obtained algorithmically by computing a facet presentation of the associated polytope (see e.g. [74]).

### 4.3 Truncated routes

In this section we will relate FOPT integrals to truncated FOPT integrals. This relation is a special case of a general factorization property of the Fourier transform of the flow polytope.

Let $r$ be a route joining the external vertices $i(r) \in V^{\text{ext}}_{\text{in}}$ and $f(r) \in V^{\text{ext}}_{\text{out}}$. Furthermore, let $\overline{i(r)}$ and $\overline{f(r)}$ denote the only vertices adjacent to $i(r)$ and $f(r)$, respectively. The
truncated version of the route \( r \) is given by all edges of \( r \) except for the initial and final one. We will denote the length of the truncated route of a route \( r \) as \( \gamma^t_r \) (see figure 3). The relation between the length \( \gamma_r \) of the original route and the truncated route is

\[
\gamma_r = \gamma^t_r + |\vec{x}_{i(t)} - \vec{y}_{i(t)}| + |\vec{x}_{f(t)} - \vec{y}_{f(t)}|.
\]

(4.18)

It also follows that the length of the truncated route, \( \gamma^t_r \), does not depend on the position of the external vertices \( \vec{x}_a, a \in V^{\text{ext}} \). Using this new notation we get, for scalar products in route space,

\[
\mathbf{E} \cdot \gamma = \sum_{r \in \Gamma^{\text{ext}}} E_r \gamma_r = \sum_{r \in \Gamma^{\text{ext}}} E_r \left( |\vec{x}_{i(t)} - \vec{y}_{i(t)}| + |\vec{x}_{f(t)} - \vec{y}_{f(t)}| \right) + \sum_{r \in \Gamma^{\text{ext}}} E_r \gamma^t_r.
\]

(4.19)

We can require that \( E \in \mathcal{F}^{\text{in}}_{G, \sigma} \) and use the constraints in eqs. (4.13) to get

\[
\sum_{r \in \Gamma^{\text{ext}}} E_r |\vec{x}_{i(t)} - \vec{y}_{i(t)}| = \sum_{i \in V^{\text{ext}}_{\text{in}}} |\vec{x}_i - \vec{y}_i| \sum_{r \in \Gamma^{\text{ext}}} E_r = \sum_{i \in V^{\text{ext}}_{\text{in}}} p_0^i |\vec{x}_i - \vec{y}_i|.
\]

(4.20)

and similarly, \( \sum_{r \in \Gamma^{\text{ext}}} E_r |\vec{x}_{f(t)} - \vec{y}_{f(t)}| = - \sum_{f \in V^{\text{ext}}_{\text{in}}} p_0^f |\vec{x}_f - \vec{y}_f| \). Hence,

\[
\mathbf{E} \cdot \gamma = \sum_{i \in V^{\text{ext}}_{\text{in}}} p_0^i |\vec{x}_i - \vec{y}_i| - \sum_{f \in V^{\text{ext}}_{\text{in}}} p_0^f |\vec{x}_f - \vec{y}_f| + \mathbf{E} \cdot \gamma^t.
\]

(4.21)

Applying these observations to eq. (4.15) and using the definition of the Fourier transform of the flow polytope in eq. (4.16) gives

\[
f_{G, \sigma} = \frac{(-i)^{|\Gamma^{\text{ext}}|}}{(2\pi)^{|V^{\text{ext}}|}} \delta \left( \sum_{a \in V^{\text{ext}}} p_0^a \right) \left[ \prod_{i \in V^{\text{ext}}_{\text{in}}} e^{i p_0^i |\vec{x}_i - \vec{y}_i|} \right] \left[ \prod_{f \in V^{\text{ext}}_{\text{in}}} e^{-i p_0^f |\vec{x}_f - \vec{y}_f|} \right] \mathcal{F}^{\text{in}}_{G, \sigma} (\gamma^t).
\]

(4.22)

We can now use the definition of the retarded and advanced propagators in eq. (4.1) to relate the oscillating exponentials that we manifestly extracted from the Fourier transform of the polytope to advanced and retarded propagators. In particular, we have

\[
\frac{1}{2\pi i} \int \frac{d^3 \vec{x}_a}{2|\vec{x}_a - \vec{y}_a|} e^{\pm ip_0^a |\vec{x}_a - \vec{y}_a| - i\vec{x}_a \cdot \vec{p}_a} = e^{-i\vec{y}_a \cdot \vec{p}_a} \tilde{A}_R (p).
\]

(4.23)

Substituting eq. (4.22) into eq. (4.7), and using eq. (4.23), results in

\[
\tilde{A}_{G, \sigma} (\{p_a\}) = \frac{(2\pi g)^{|V^{\text{int}}|}}{-4\pi^2 |E|} \left[ \prod_{i \in V^{\text{ext}}_{\text{in}}} \tilde{A}_R (p_i) \right] \left[ \prod_{f \in V^{\text{ext}}_{\text{in}}} \tilde{A}_A (p_f) \right] \delta \left( \sum_{a \in V^{\text{ext}}} p_0^a \right) \times \int \left[ \prod_{v \in V^{\text{int}}} d^3 \vec{y}_v \right] \left[ \prod_{a \in V^{\text{ext}}} e^{-i\vec{y}_a \cdot \vec{p}_a} \right] \mathcal{F}^{\text{in}}_{G, \sigma} (\gamma^t + i\epsilon 1),
\]

(4.24)

where \( E^{\text{int}} \) is the set of internal edges of \((G, \sigma)\).
Similar factorization of the Fourier transform of the flow polytope arises when the underlying graph has a separating edge, i.e. an edge whose removal disconnects the graph. It can be checked that in these cases, the Fourier transform of the whole graph factors into the Fourier transforms of the flow polytopes associated to the 1PI components of the graph and a couple of trivial phase factors. For instance, for a tree-level graph, the conditions in eq. (4.14) have at most one solution. This solution is uniquely determined by enforcing energy conservation at all vertices of the tree. Hence, the associated Fourier transform then consists exclusively of phase factors.

### 4.4 The \( p \times x \) S-matrix representation

The \( p \times x \) representation of the S-matrix follows by comparing eq. (4.24) with the FOPT expansion of the correlation function in eq. (4.5) and the definition of the S-matrix in eq. (4.3):

\[
S(\{p_i\}_{i\in \text{in}}, \{p_f\}_{f\in \text{out}}) = \sum_{(G,\sigma)} \frac{1}{\text{Sym}(G,\sigma)} S_{G,\sigma}(\{p_i\}_{i\in \text{in}}, \{p_f\}_{f\in \text{out}}),
\]

where we sum over all FOPT graphs. Following the partition of in- and out-going external vertices as indicated by the in- and out-going energies \( \{p^0_a\} \), the S-matrix element \( S_{G,\sigma}(\{p_i\}_{i\in \text{in}}, \{p_f\}_{f\in \text{out}}) \) is given by

\[
S_{G,\sigma} = \frac{Z^{V^\text{ext}/2(2\pi)g}|V^\text{int}||V^\text{ext}|}{(-4\pi^2)|E||E^\text{ext}|} \delta \left( \sum_{a \in V^\text{ext}} p^0_a \right) \\
\times \int \frac{\prod_{e \in V^\text{int}} d^3\vec{y}_e}{|\prod_{e \in E^\text{ext}} 2|\vec{z}_e|} \frac{\prod_{a \in V^\text{ext}} e^{-i\vec{y}_a \vec{p}_a}}{\prod_{e \in V^\text{int}} \gamma_e} \tilde{f}_{G,\sigma}(p^0_a) (\gamma^t + i\epsilon 1).
\]

Except for the oscillating exponential term, the integral above is invariant under joint translations of all internal coordinates. We may pick some root vertex \( w \in V^\text{int} \) of the graph and shift all other \( \vec{y} \)-vectors as \( \vec{y}_a \rightarrow \vec{y}_w + \vec{y}_a \). This way, we remove all nontrivial dependence of the \( \vec{y}_w \) vector from the integrand. The integration over \( \vec{y}_w \) gives a momentum-conservation-ensuring \( \delta \) function. In equations,

\[
S_{G,\sigma} = \frac{Z^{V^\text{ext}/2(2\pi)^3(2\pi)g}|V^\text{int}||V^\text{ext}|}{(-4\pi^2)|E||E^\text{ext}|} \delta^{(4)} \left( \sum_{a \in V^\text{ext}} p_a \right) s_{G,\sigma}(\{p_i\}_{i\in \text{in}}; \{p_f\}_{f\in \text{out}}),
\]

where \( s_{G,\sigma}(\{p_i\}_{i\in \text{in}}; \{p_f\}_{f\in \text{out}}) \) is the reduced S-matrix element without trivial prefactors

\[
s_{G,\sigma} = \int \frac{\prod_{e \in V^\text{int}\setminus \{w\}} d^3\vec{y}_e}{\prod_{e \in E^\text{int}} 2|\vec{z}_e|} \left| \frac{\prod_{a \in V^\text{ext}} e^{-i\vec{y}_a \vec{p}_a}}{\prod_{e \in V^\text{int}} \gamma_e} \tilde{f}_{G,\sigma}(p^0_a) (\gamma^t + i\epsilon 1) \right|_{\vec{y}_w=0}.
\]

Note that this formula is, up to the contribution of the cycles, a 3-dimensional coordinate space Feynman integral that is modulated by a Fourier transformation of the flow polytope. We stress that this is a hybrid representation for the S-matrix contributions: the
external kinematics are given in momentum space, but internal integrations are performed in coordinate space. We will call eq. (4.27) the $p$-$x$ representation of the $S$-matrix in order to emphasise this fact. This hybrid aspect is crucial for our investigation of collinear and soft singularities.

4.5 Example: the $p$-$x$ representation of a triangle diagram

To illustrate the $p$-$x$ representation of the $S$-matrix we discuss here the contribution to the $S$-matrix from our recurring example, the oriented triangle diagram

\[
\begin{align*}
\vec{p}_1 &\rightarrow e_4 \\
\vec{y}_1 &\rightarrow e_4 \\
\vec{y}_2 &\rightarrow e_5 \\
\vec{y}_3 &\rightarrow e_6 \\
\vec{p}_3 & \leftarrow e_6 \\
\end{align*}
\]

where we now label the external vertex $x_i$ with its Fourier conjugate momentum $p_i$. In accordance with the all-in-going momentum convention we require that $p_0^1 > 0$ and $p_0^2, p_0^3 < 0$. The routes of this digraph have been illustrated in eq. (2.24). It has the three truncated routes $r_1 = \{e_4\}$, $r_2 = \{e_5\}$ and $r_3 = \{e_5, e_6\}$. Hence, $\gamma_1^t = |\vec{z}_4|$, $\gamma_2^t = |\vec{z}_5|$, $\gamma_3^t = |\vec{z}_5| + |\vec{z}_6|$. Let $E_1, E_2$ and $E_3$ be the energies that flow through the respective route.

The flow polytope $\mathcal{F}_{G,\sigma}^{(p_0^a)}$ for this digraph is cut out by the conditions,

\[
\begin{align*}
E_1, E_2, E_3 &\geq 0 \\
E_1 + E_2 + E_3 &\overset{\sigma}{=} p_0^1, \\
E_1 + E_3 &\overset{\sigma}{=} -p_0^2, \\
E_2 &\overset{\sigma}{=} -p_0^3,
\end{align*}
\]

where one of the last three equations is redundant by overall momentum conservation, which is assumed. We can give an interpretation to the energy-conservation condition of eq. (4.30) as follows: for each external vertex $v \in V^{\text{ext}}$, enumerate the paths that start or end at that vertex, and correspondingly sum their energies. Then, set the sum of such energies to be $p_0^v$ if the vertex is the starting vertex for such paths or $-p_0^v$ if it is an ending vertex. For the triangle example, we can represent such constraints graphically as follows:

\[
\begin{align*}
E_1 + E_1 &\overset{\sigma}{=} -p_0^1 \\
E_1 + E_2 + E_3 &\overset{\sigma}{=} p_0^1, \\
E_2 &\overset{\sigma}{=} -p_0^2 \\
E_2 + E_3 &\overset{\sigma}{=} -p_0^3
\end{align*}
\]

We can parameterize the polytope by setting $(E_1, E_2, E_3) = (E, -p_0^2, -p_0^2 - E)$ and let $E$ vary between 0 and $-p_0^2$. The polytope $\mathcal{F}_{G,\sigma}^{(p_0^a)}$ is therefore a 1-dimensional polytope, i.e.
a line segment. Its volume is obviously \( \text{Vol}(\mathcal{F}_{G,s}^{(p_0)}) = -p_2^0 \) (recall that \( p_2^0 < 0 \)). Using this parameterization, we can explicitly evaluate the Fourier transformation of the flow polytope associated to the digraph above,

\[
\hat{\mathcal{F}}_{G,s}^{(p_0)}(\gamma^t + i\varepsilon 1) = \int_{\mathcal{F}_{G,s}^{(p_0)}} dE e^{iE(\gamma^t + i\varepsilon 1)} = \int_0^{-p_0^2} dE e^{iE(\gamma_1^t + i\varepsilon)} = -i e^{-i(p_0^2 + p_2^0)(\gamma_1^t + i\varepsilon)} e^{-i(p_0^2 + p_2^0)(\gamma_1^t - \gamma_3^t)} - 1 \\
= -p_2^0 e^{-i(p_0^2 + p_2^0)(\gamma_1^t + i\varepsilon)} e^{-i(p_0^2 + p_2^0)(\gamma_1^t - \gamma_3^t)} \text{sinc} \left( \frac{p_2^0(\gamma_1^t - \gamma_3^t)}{2} \right),
\]

where \( \text{sinc}(x) = \frac{\sin(x)}{x} \). This expression is manifestly bounded as \( \text{sinc}(x) \leq 1 \). The prefactor \(-p_2^0\) is the volume of the flow polytope as expected. The reduced S-matrix contribution of the digraph above is,

\[
s_{G,s}(\{p_1\}, \{p_2, p_3\}) = \int \left[ \Pi_{v \in \{2,3\}} d^3 \vec{y}_v \right] \left[ e^{-i\vec{y}_2 \cdot \vec{p}_2 - i\vec{y}_3 \cdot \vec{p}_3} \right] 8 |\vec{z}_4| |\vec{z}_5| |\vec{z}_6| \hat{\mathcal{F}}_{G,s}^{(p_0)}(\gamma^t + i\varepsilon 1) |\vec{y}_1 = 0, (4.33)\]

where we used the freedom, guaranteed by translation invariance, to fix one vertex position at the origin, in this case \( \vec{y}_1 = 0 \).

### 4.6 Example: the flow polytope of a pentagon digraph

The previous example already illustrates that the only nontrivial part of the \( p \times x \) S-matrix representation is the Fourier transform of the flow polytope. The Fourier transform of a polytope is a perfect invariant, i.e. it characterizes the polytope completely. Geometric understanding of the shape of this polytope is equivalent to knowledge of the associated Fourier transform.

It is a straightforward, algorithmic task to compute the shape of this polytope – even for rather intricate FOPT diagrams. To illustrate this point we compute the flow polytope of an oriented pentagon digraph:

![Pentagon Digraph](image)

The Fourier transform is parametric in the five external energies \( p_1^0, \ldots, p_5^0 \). We choose the energy signs such that they coincide with the FOPT orientation shown above, that is

\[
p_1^0, p_2^0, p_3^0 > 0, \quad p_4^0, p_5^0 < 0.
\]

\[ \tag{4.35} \]

\[ \text{JHEP01}(2023)172 \]
The six routes in $\Gamma^{\text{ext}}$ through the diagram are

\[ r_1 = \{e_4, e_6, e_3\}, \quad r_2 = \{e_4, e_6, e_9, e_2\}, \]
\[ r_3 = \{e_5, e_8, e_6, e_3\}, \quad r_4 = \{e_5, e_8, e_6, e_9, e_2\}, \]
\[ r_5 = \{e_5, e_7, e_1\}, \quad r_6 = \{e_5, e_7, e_{10}, e_2\}, \]

and the Fourier transform of the flow polytope reads

\[ \hat{\mathcal{F}}^{\{p_0^0\}}_{\sigma} (\gamma) = \int_{\mathcal{F}^{\{p_0^0\}}_{\sigma}} \mathcal{E} e^{i\gamma \mathcal{E}}, \]

with $\mathcal{F}^{\{p_0^0\}}_{\sigma}$ being the polytope defined by the following constraints

\[ E_i > 0, \quad i = 1, \ldots, 6 \]
\[ E_1 + E_3 = p_0^3, \quad E_5 = p_0^5, \quad E_2 + E_4 + E_6 = p_0^2. \]

Due to overall momentum conservation, one of the five equalities is linearly dependent on the others. The route space $\mathbb{R}^{\Gamma^{\text{ext}}}$ is obviously six dimensional. Hence, the flow polytope is a two dimensional object embedded in six-dimensional space. To be able to draw it, we will project it on the plane spanned by the variables $E_1$ and $E_4$. In this $E_1$-$E_4$-plane, the linear inequalities defining the positive orthant read

\[ p_0^3 - E_1 > 0, \quad -p_0^4 - E_1 > 0, \quad p_0^2 + p_0^4 - E_4 + E_1 > 0, \quad E_1 > 0, \quad E_4 > 0. \]

The domain identified by these linear inequalities is a bounded polytope in the $E_1$-$E_4$-plane, as expected, and is drawn as follows

The geometric properties of the polytope, such as the number of distinct edges and vertices, depend on the values of the external energies. If $p_0^2 + p_0^4 > 0$, the polytope is a quadrilateral, a triangle if $-\min(p_0^3, -p_0^4) < p_0^2 + p_0^4 \leq 0$, a point if $p_0^2 + p_0^4 + \min(p_0^3, -p_0^4) = 0$, and the empty set otherwise.
4.7 Polytopes and spurious singularities

The $p$-$x$ S-matrix representation involves the Fourier transform of the flow polytope, an object that is both elegant and allows to use the existing mathematical literature on the subject to study its properties. One particular advantage is the absence of the spurious singularities that typically arise from contour integration of an integrand with multiple poles. A simple example of the appearance of spurious singularities is the following integral which depends on the parameters $a_1, \ldots, a_n \in \mathbb{C}$,

$$\oint dz \frac{f(z)}{\prod_{i=1}^{n}(z-a_i)} = 2\pi i \sum_{i=1}^{n} \frac{f(a_i)}{\prod_{j \neq i}(a_i-a_j)}, \quad (4.40)$$

where the contour of integration shall contain all poles. The integral is defined whenever $a_i \neq a_j$ for all $i \neq j$. One might expect the right-hand side of eq. (4.40) to be singular if two or more $a$-parameters coincide. However, if we make a subset of these parameters approach the same limit, i.e. $a_i \rightarrow a \in \mathbb{C}$, for all $i \in I \subseteq \{1, \ldots, n\}$, then the right-hand side of eq. (4.40) remains finite as long as $f$ is $|I| - 1$ times differentiable at $a$. For instance, in the case $n = 2$, we have

$$\frac{f(a_1)}{a_1 - a_2} + \frac{f(a_2)}{a_2 - a_1} \rightarrow f'(a), \quad \text{when } a_1, a_2 \rightarrow a, \quad (4.41)$$

showing that the singularity for $a_1, a_2 \rightarrow a$ is spurious.

This simple model exemplifies the common occurrence of spurious cancellations in the study of IR singularities of amplitudes. Such cancellations are present in any method that is based on operating cuts or performing contour integration of Feynman integrals, including dual cancellations in the LTD formalism, and KLN cancellations [75, 76] (see [34] for a study of KLN cancellations in terms of divided differences and [77, 78] for an original approach on the KLN theorem) of IR singularities at the cross-section level. It is also not surprising that one of the motivating arguments in the amplituhedron approach [58, 79–82] is its manifest realization of the cancellation of spurious singularities that are generated by the application of the BCFW recursion relation [83, 84]. Spurious poles are also present in the $p$-$x$ representation of the S-matrix, as exemplified by the sinc-function in eq. (4.32), in the limit $\gamma_r \rightarrow \gamma_{r' \ell}$. In the general formulation, we have carefully avoided introducing spurious poles by directly casting our expressions in terms of the Fourier transform of the flow polytope. Had we been less careful in the derivation in section 4.4, where we introduced one helper variable $z_r$ for each route and, instead, introduced one variable $z_{ij}$ for each difference $x_i^0 - x_f^0$, we would have obtained an expression with the following oscillating part for the reduced S-matrix element,

$$s_{G,\sigma} \propto \int_{\Delta'} \prod_{(i,f) \in V_{\text{in}}^{\text{ext}} \times V_{\text{out}}^{\text{ext}}} dE_{if} \sum_{r \in \Gamma_{if}^{\text{ext}}} \prod_{r' \in \Gamma_{if}^{\text{ext}} \setminus r} e^{i\gamma_{r} E_{if}}, \quad (4.42)$$

where $\Delta'$ is a polytope similar to the flow polytope and $\Gamma_{if}$ is the set of routes connecting the external vertices $i$ and $f$. This alternative expression for the oscillating part features many
spurious singularities and a complicated pattern of cancellations for them. For the example of eq. (4.40), it is possible to make the cancellation of spurious singularities manifest by using the Hermite-Genocchi representation of divided differences

$$\oint dz \frac{f(z)}{\prod_{i=1}^{n}(z - a_i)} = 2\pi i \int_{\Sigma_n} d\mathbf{r} f^{(n-1)}(\mathbf{r} \cdot \mathbf{a}),$$

which is expressed in terms of an integral over the standard simplex. The right hand side of this expression is obviously bounded. The simplex accommodates the simplest cancellation pattern of spurious singularities. More complicated patterns can be constructed by looking at generic polytopes. As an example of such cancellation patterns, let us consider the closed form expression for the Fourier transform of a simple $d$-dimensional polytope $\Delta$ [74]:

$$\int_{\Delta} d\mathbf{r} e^{i\xi \cdot \mathbf{r}} = \frac{1}{(2\pi i)^d} \sum_{\text{vertex } v \text{ of } \Delta} e^{i\mathbf{v} \cdot \xi} \left| \det M_v \right| \prod_{j=1}^{d} w_j(v) \cdot \xi,$$

where $w_k(v)$ is the $k$-th edge vector emanating from the vertex $v$ (since the polytope is simple, there are exactly $d$ edge vectors emanating from each vertex), not necessarily normalised, and $M_v$ is the matrix containing all such vectors as columns. Much like the right-hand side of eq. (4.40), the right-hand side of eq. (4.44) exhibits spurious cancellation of singularities: if, for a summand corresponding to the vertex $v$, the denominator $w_j(v) \cdot \xi$ vanishes, and if $v'$ is the vertex that the edge vector $w_j(v)$ points to, then the summand corresponding to the vertex $v'$ also contains the same singular denominator and the sum of the two terms is finite. Such complicated considerations are, however, completely absent when one looks at the left-hand side of eq. (4.44), which is manifestly bounded. In this way, mathematical identities that relate quantities with spurious poles to integrals over polytopes prove to be a powerful theoretical tool.

5 IR singularities in the $p-x$ representation

Having found a representation for the S-matrix as an integral over the spatial coordinates, we can now investigate where the infrared singularities of the S-matrix are located in the space of integration variables. This will yield a precise coordinate space equivalent of infrared singularities. We will start in section 5.1 by deriving the collinear singularities for the triangle diagram, motivated by the intuition that collinear singularities in momentum space should correspond to long distance singularities in coordinate space that also embed a notion of collinearity. We then derive a diagram-level factorization formula for the leading behaviour in the singular limit. This is then generalised in section 5.2 to arbitrary graphs. In section 5.3 we discuss the soft singularity of the triangle diagram.

5.1 Collinear singularity on the triangle digraph

We begin with a description of collinear singularities of the triangle diagram in the hybrid formalism. Following the intuition provided by momentum space, we expect the collinear singularity to appear when the length of the two edges adjacent to an external vertex
becomes infinite. Furthermore, we expect that such distance vectors become collinear to $p_2$ in this limit. Indeed, we find a collinear singularity if the coordinate $\vec{y}_2$ goes to infinity in the direction of $\vec{p}_2$:

\[
\begin{array}{c}
\begin{array}{c}
\text{p}_1 \\
\text{y}_1 \\
\text{y}_2 \\
\text{p}_2 \\
\text{y}_3 \\
\text{p}_3 \\
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{c}
\text{p}_1 \\
\text{y}_1 \\
\text{y}_2 \\
\text{p}_2 \\
\text{y}_3 \\
\text{p}_3 \\
\end{array}
\end{array}
\]

(5.1)

Note that both edges of the graph that have infinite length in this limit have energy flowing into the vertex $y_2$. This is a necessary condition for the non-integrability of this singularity in the FOPT representation. The total energy flowing through both edges must be equal to the energy flowing out of the $y_2$ vertex by energy conservation. This observation will play a role in the factorization of the integral in the soft and collinear limits.

A useful parameterization for the collinear limit is

\[
\vec{y}_2 = \lambda \vec{p}_2 / |\vec{p}_2|^2 + \sqrt{\lambda} \vec{y}_2^\perp, \quad \vec{y}_3 = \vec{y}_3,
\]

(5.2)

where the variable $\lambda$ that measures the distance in the direction $\vec{p}_2$ and the perpendicular part of $\vec{y}_2$ is parameterized by $\vec{y}_2^\perp$. We find from eq. (4.33),

\[
s_{G,\sigma}(\{p_1\}, \{p_2, p_3\}) = \int_{-\infty}^{\infty} d\lambda s_{G,\sigma}(\lambda; \{p_1\}, \{p_2, p_3\}),
\]

where we isolated the integration over $\lambda$. Let us study the behaviour of the expression under the $\lambda$ integration in the $\lambda \to \infty$ limit. We remark that the $\lambda \to -\infty$ limit could also be considered, but it does not give a singular contribution. The reason for this is that the oscillating exponent $-i\lambda$ in eq. (5.4) is not canceled and retains its dampening role for the integration. We have

\[
|\vec{z}_4| = |\vec{y}_2 - \vec{y}_1| = |\vec{y}_2| = \sqrt{\lambda^2 / |\vec{p}_2|^2 + \lambda (\vec{y}_2^\perp)^2} = \frac{\lambda}{|\vec{p}_2|} + \frac{1}{2} |\vec{p}_2| (\vec{y}_2^\perp)^2 + O(\lambda^{-1}),
\]

\[
|\vec{z}_5| = |\vec{y}_3|,
\]

\[
|\vec{z}_6| = \frac{\lambda}{|\vec{p}_2|} + \frac{1}{2} |\vec{p}_2| (\vec{y}_2^\perp)^2 - \frac{\vec{p}_2 \cdot \vec{y}_3}{|\vec{p}_2|} + O(\lambda^{-\frac{1}{2}}),
\]

and hence

\[
E \cdot \gamma^i = E_1 \gamma_1^i + E_2 \gamma_2^i + E_3 \gamma_3^i = E_1 |\vec{z}_4| + E_2 |\vec{z}_5| + E_3 (|\vec{z}_5| + |\vec{z}_6|)
\]

\[
= (E_1 + E_3) \frac{\lambda}{|\vec{p}_2|} + \frac{1}{2} (E_1 + E_3) |\vec{p}_2| (\vec{y}_2^\perp)^2 + (E_2 + E_3) |\vec{y}_3| - E_3 \frac{\vec{p}_2 \cdot \vec{y}_3}{|\vec{p}_2|} + O(\lambda^{-\frac{1}{2}})
\]

\[
= -p_2^0 \frac{\lambda}{|\vec{p}_2|} - \frac{1}{2} p_2^0 |\vec{p}_2| (\vec{y}_2^\perp)^2 + (-p_2^0 + E_3) |\vec{y}_3| - E_3 \frac{\vec{p}_2 \cdot \vec{y}_3}{|\vec{p}_2|} + O(\lambda^{-\frac{1}{2}}),
\]

(5.6)
where we applied the constraints from the flow polytope description in eq. (4.30) in the second line. Note that due to the total amount of energy flowing through the two infinite-length lines being equal to $-p_0^2$, the leading term in $\lambda$ does not have any dependence on the coordinates in the flow polytope. This is a general feature which always occurs if a subset of vertices, which are only connected to the rest of the graph via two edges, are sent to spatial infinity in the way described above.

Substitution into the $\lambda$ dependent integrand $s_{G,\sigma}(\lambda; \{p_1\}, \{p_2, p_3\})$ gives

$$s_{G,\sigma}(\lambda; \{p_1\}, \{p_2, p_3\}) = \frac{|\vec{p}_2|}{4\lambda} e^{-\frac{1}{4\lambda} - i p_0^2(|\vec{p}_2| + i\epsilon)} \int d^2 \vec{y}_2 e^{-\frac{1}{2} i p_0^2 (|\vec{y}_2|)^2 + i\epsilon} \int_{E_{G,\sigma}} dE e^{i E_3 (|\vec{y}_3| - \frac{p_0^2}{|\vec{p}_3|})} + O(\lambda^{-\frac{1}{2}}).$$

Let us examine this integrand in the limit $p_2^2 \to 0$. Recall that $p_0^2 < 0$. Hence, in this limit $-p_0^2 \to |\vec{p}_2|$. The first term involving $\lambda$ leads to a logarithmically divergent integrand from the $\lambda \to \infty$ part of the integration. The oscillatory part vanishes if we set $p_0^2 = -|\vec{p}_2|$ and we lose the dampening of the divergence due to the oscillation. Explicitly, the divergent part in the on-shell limit is produced by the exponential integral,

$$\int_1^\infty d\lambda e^{i \left( -\frac{p_0^2}{|\vec{p}_2|} - 1 \right) \lambda}.$$

(5.8)

Changing the lower boundary if this integral only results in a finite change of the integral in the singular limit $-p_0^2 \to |\vec{p}_2|$. By standard asymptotic expansions \cite{85} of the exponential integral we find

$$\int_1^\infty d\lambda e^{i \left( -\frac{p_0^2}{|\vec{p}_2|} - 1 \right) \lambda} = - \log \left( -\frac{p_2^2}{|\vec{p}_2|} - 1 \right) + \text{(terms finite when } p_2^2 \to 0)$$

$$= - \log \left( \frac{p_2^2}{p_1^2} \right) + \text{(terms finite when } p_2^2 \to 0), \quad (5.9)$$

where we normalized the argument of the logarithm using $p_1^2$. The remaining part of the integral in eq. (5.3) remains finite in the $p_2^2 \to 0$ limit.

In eq. (5.7) we find a Gaussian integral over the perpendicular contribution in the collinear limit. We may interpret this Gaussian as the interaction event at $\vec{y}_3$ being localized in a cylinder of radius $1/|p_0^2|$ around the collinear direction. The precise distribution is given by an imaginary Gaussian distribution with standard deviation given by this radius. The total contribution from the perpendicular part reads, after using $p_0^2 = -|\vec{p}_2|$,

$$\int d^2 \vec{y}_2 e^{i \frac{1}{4} (p_2^2)^2 (|\vec{y}_2|)^2 + i\epsilon} = \frac{2\pi i}{(p_0^2)^2}.$$

(5.10)
Using the evaluation of these two integrals in eqs. (5.9) and (5.10), and dropping terms that vanish in the limit \( p_2^2 \to 0 \), the reduced S-matrix in eq. (5.7) takes the form

\[
s_{G,\sigma}(\{p_1\}, \{p_2, p_3\}) = -\frac{2\pi i}{4|\vec{p}_2|} \log \left(\frac{p_2^2}{p_1^2}\right) \int_0^1 dx \int \frac{d^3\vec{y}_3 e^{-iy_3^a \vec{y}_3 \cdot \vec{p}_3}}{2|\vec{y}_3|} e^{-iy_3 \vec{p}_3 - ixy \vec{p}_3} + (\text{terms finite when } p_2^2 \to 0). \tag{5.11}
\]

We can recast this expression in a more illuminating form. Since dependence on both \( E_1 \) and \( E_2 \) dropped out of the Fourier transform, we can integrate over them, changing variables to \( x = E_3/p_0^2 \) for the remaining integration. The variable \( x \) parameterizes the proportion of energy that flows through the lower infinite line in (5.1) in the collinear limit. As a result we obtain

\[
s_{G,\sigma}(\{p_1\}, \{p_2, p_3\}) = -\frac{2\pi i}{4} \log \left(\frac{p_2^2}{p_1^2}\right) \int_0^1 dx \int \frac{d^3\vec{y}_3 e^{-iy_3^a \vec{y}_3 + ix|\vec{y}_3||\vec{p}_3|}}{2|\vec{y}_3|} e^{-iy_3 \vec{p}_3 - ixy \vec{p}_3} \nonumber + (\text{terms finite when } p_2^2 \to 0). \tag{5.12}
\]

The integral over \( \vec{y}_3 \) can be identified with an integral over the reduced S-matrix element of the hard graph \( (G, \sigma)_{\text{hard}} \). More precisely, consider the diagram

\[
\begin{array}{c}
\text{p}_1 \\
\rightarrow \\
\text{y}_1
\end{array}
\begin{array}{c}
\text{1-x)p}_2 \\
\text{xp}_2
\end{array}
\begin{array}{c}
\text{q}_3 \\
\text{p}_3
\end{array}
\]

which is the lower left part of the triangle diagram in eq. (5.1), which stays hard, i.e. bounded, in the singular limit. The S-matrix element corresponding to the hard graph is, by similar reasoning as above,

\[
s_{(G, \sigma)_{\text{hard}}}((\{p_1\}, \{(1-x)p_2, xp_2, p_3\})) = \int \frac{d^3\vec{y}_3 e^{-iy_3 \vec{p}_3 - ixy \vec{p}_3}}{2|\vec{y}_3|} \hat{F}_{(G, \sigma)_{\text{hard}}}^0 (\gamma^1 + i\epsilon \mathbf{1}) \big|_{\vec{y}_3=0}. \tag{5.13}
\]

The diagram allows for three paths, starting at the incoming leg labelled by \( p_1 \) and ending up at the external legs labelled by \( (1-x)p_2, xp_2 \) and \( p_3 \). The paths have length \( 0, |\vec{y}_3| \) and \( |\vec{y}_3| \), respectively (recall that for the reduced S-matrix, we have shifted \( \vec{y}_1 \) to be located at the origin). Evaluating the Fourier transform of the corresponding flow polytope gives

\[
\hat{F}_{(G, \sigma)_{\text{hard}}}^0 (\gamma^1 + i\epsilon \mathbf{1}) \big|_{\vec{y}_3=0} = \exp \left(-i(xp_2^0 + p_3^0)|\vec{y}_3|\right), \tag{5.14}
\]

where the reduced flow polytope is just a single point given by \( E_2 = p_0^0 + (1-x)p_2^0 = -p_3^0 - xp_2^0 \). We labeled both the energy and the relevant coordinates in accordance with
the labeling of the full digraph \((G, \sigma)\). Hence,

\[
s_{(G,\sigma)_{\text{hard}}}\left(\{p_1\}, \{(1-x)p_2, xp_2, p_3\}\right) = \int \frac{d^3 \vec{y}_3 e^{-i\vec{y}_3 \cdot \vec{p}_3 - ix \vec{y}_3 \cdot \vec{p}_2}}{2|\vec{y}_3|} e^{-i(p_3^0 + xp_2^0)(|\vec{y}_3| + ix)}. \tag{5.16}
\]

It follows by substitution of eq. (5.16) into (5.12) that

\[
s_{G,\sigma}(\{p_1\}, \{p_2, p_3\}) = -\frac{2\pi i}{4} \log \frac{p_2^2}{p_1^2} \int_0^1 dx \ s_{(G,\sigma)_{\text{hard}}}(\{p_1\}, \{(1-x)p_2, xp_2, p_3\}) + \mathcal{O}_{p_2^2 \to 0}(1). \tag{5.17}
\]

We hence resolved the collinear singularity \(p_2^2 \to 0\) of the oriented triangle explicitly. This simple example shows that the leading singular part of the S-matrix in the collinear limit under inspection can be expressed in a factorised manner. We can actually evaluate the hard S-matrix explicitly

\[
s_{(G,\sigma)_{\text{hard}}}(\{p_1\}, \{(1-x)p_2, xp_2, p_3\}) = -\frac{\pi}{(p_3^0 + xp_2^0)^2 - |\vec{p}_3 + x\vec{p}_2|^2}. \tag{5.18}
\]

For massless on-shell, non-exceptional, values of \(p_2\) and \(p_3\) the S-matrix is only singular when \(x \to 0\), with a logarithmic divergence. In section 5.3 we will see that \(x \to 0\) corresponds to the soft singularity. We can now generalize the analysis of collinear singularities to more complicated integrals.

We emphasise that the collinear singularity required the two collinear edges \(e_4, e_6\) to have the same flow direction. If, for instance, we would have considered the limit where \(\vec{y}_3\) is sent to infinity in the direction of \(\vec{p}_3\) instead, then we would not have encountered a singularity. The reason is that the Fourier transform of the flow polytope does not factor in this case and the integral remains finite due to the rapid oscillation of the Fourier transform.

### 5.2 General collinear singularities in the \(p-x\) S-matrix representation

For a general FOPT graph, a collinear singularity is present whenever there exists a two-edge cut that divides the graph into two separate, connected components, such that each component has at least one in- or out-going momentum. Furthermore, the two edges being cut are required to have the same orientation. More precisely, suppose we are interested in \(s_{G,\sigma}(\{p_1, \ldots, p_k\}, \{p_{k+1}, \ldots, p_n\})\), the reduced S-matrix element as defined in (4.28), associated to the digraph \((G, \sigma)\). Then, consider the following bipartition into components
\((G, \sigma)_{\text{col}}\) and \((G, \sigma)_{\text{hard}}\),

which features an admissible two-cut, indicated by the orange line. For non-exceptional external momenta, the collinear singularity is attained when \((G, \sigma)_{\text{col}}\) contains only one external leg (in- or out-going), as in the picture above. As illustrated in the last section, the collinear singularity appears when the vertices of the \((G, \sigma)_{\text{col}}\) part of the graph move to infinity in the direction of \(\vec{p}_n\). By energy conservation, the total energy flow through the cut is equal to the value of \(p_0^n\).

Elementary power counting along the lines of the previous section shows that only two-cuts yield non-integrable collinear singularities. Three- and \(n\)-cuts are integrable in the single (i.e. when no multiple overlapping collinear singularities are considered) collinear limit: to see this, observe that all the inverse distances associated with the cut edges lead to a cumulative scaling of \(-n\), while the measure will scale the same as that for the parameterization of eq. (5.2), i.e. like two powers, independently of \(n\), and consistently with the fact that we are considering a single limit. This gives an overall scaling of \(2 - n\), from which the power-counting argument follows.

In the limit where the split momenta goes on-shell, in our case \(p_n^2 \to 0\), we have the diagrammatic factorization law:

\[
\begin{align*}
s_{G,\sigma}(\{p_1, \ldots, p_k\}, \{p_{k+1}, \ldots, p_n\}) &= -\frac{2\pi i}{4} \log \frac{p_n^2}{Q^2} \int_0^1 dx \ s_{(G,\sigma)_{\text{hard}}} s_{(G,\sigma)_{\text{col}}} + \mathcal{O}_{p_n^2 \to 0}(1),
\end{align*}
\]

where \(Q\) is an arbitrary external momentum scale (for example, \(Q = p_1 + \ldots + p_k\)) and
\(s_{(G, \sigma)_{\text{hard}}}\) and \(s_{(G, \sigma)_{\text{col}}}\) are the reduced S-matrix elements associated to the subgraphs, i.e.

\[
\begin{align*}
\begin{array}{c}
\text{(G, } \sigma)_{\text{hard}}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{(G, } \sigma)_{\text{col}}
\end{array}
\end{align*}
\]

with the dependence on the external momenta as indicated. Note that in the previous example the contribution from the collinear part of the diagram was trivial as it just consisted of a single vertex.

### 5.3 Soft-collinear singularity of the triangle diagram

We will illustrate the appearance of soft singularities in the triangle diagram of eq. (4.29). This soft singularity will be a **nested singularity**, in the sense that it is contained in the previous collinear limit.

By eqs. (5.16) and (5.17) we have the following expression for the S-matrix element in the collinear limit:

\[
\begin{align*}
\begin{array}{c}
s_{G, \sigma}(\{p_1\}, \{p_2, p_3\}) = -\frac{2\pi i}{4} \log \frac{p_2^2}{p_1^2} \int_0^1 dx \int d^3 \vec{y}_3 e^{-i\vec{y}_3 \cdot \vec{p}_3 - ix\vec{y}_3 \cdot \vec{p}_2} \frac{2|\vec{y}_3|}{|\vec{y}_3|^2} e^{i(-p_2^0 - xp_2^0)(|\vec{y}_3| + i\epsilon)} + O_{p_2^0 \to 0}(1). \tag{5.22}
\end{array}
\end{align*}
\]

The soft singularity is associated with the limit in which, in addition to the vertex \(\vec{y}_2\), the vertex \(\vec{y}_3\) in the diagram below is sent to infinity along the direction \(\vec{p}_3\) as indicated.

\[
\begin{align*}
\begin{array}{c}
\text{\(p_1\)}
\end{array}
\end{align*}
\]

The soft singularity only appears if both \(p_2, p_3\) are on-shell, i.e. \(p_2^2, p_3^2 \to 0\). The large distance limit can be parameterized as follows in the integrand of eq. (5.22)

\[
\begin{align*}
\begin{array}{c}
\vec{y}_3 = \lambda \vec{p}_3 / |\vec{p}_3|^2 + \sqrt{1/|\lambda|} \vec{y}_{3}^\perp, \quad x = \frac{1}{|\lambda|} x', \tag{5.24}
\end{array}
\end{align*}
\]

where, considering \(\lambda \to \infty\), we send \(\vec{y}_3\) to infinity and let the energy flow through the bottom right edge in (5.23), which is parameterized by the energy fraction parameter \(x\), go to zero. That means this edge is becoming soft. In the limit \(\lambda \to \infty\) we find

\[
\begin{align*}
|\vec{z}_3| = \frac{\lambda}{|\vec{p}_3|} + \frac{1}{2} |\vec{p}_3| (\vec{y}_3^\perp)^2 + O(\lambda^{-1}). \tag{5.25}
\end{align*}
\]
Applying this to the relevant part of eq. (5.22), we obtain

\[
\begin{align*}
  s_{G,\sigma}(\{p_1\}, \{p_2, p_3\}) &= -\frac{2\pi i}{8} \log \frac{p_2^2}{p_1^2} \\
  &\times \int_1^\infty \frac{d\lambda}{\lambda} \left( \int_0^\lambda d\lambda' \int d^2\vec{y}_3 \, e^{-i\lambda - i\lambda' \vec{p}_2 \cdot \vec{y}_3} \frac{\lambda - i \frac{p_2^0}{|p_2|} \lambda' - i \frac{p_3^0}{|p_3|} (\vec{p}_3^2)^2 - i\lambda'}{\lambda (\vec{p}_3^2)^2 - i\epsilon} + O_{\lambda \to \infty}(\lambda^{-\frac{1}{2}}) \right) \\
  &+ O_{p_2^2 \to 0}(1).
\end{align*}
\]

(5.26)

In the \(p_2^2 \to 0\) limit, the integration over \(x'\) results in,

\[
\int_0^\lambda d\lambda' e^{-i\lambda' \left( \frac{\vec{p}_2 \cdot \vec{y}_3}{|\vec{p}_3|} + \frac{\vec{p}_3^0}{|\vec{p}_3|} - i\epsilon \right)} = \frac{i(p_3^0)^2}{p_2^0 p_3^0 - \vec{p}_2 \cdot \vec{p}_3} + O_{\lambda \to \infty}(e^{-\epsilon\lambda}).
\]

(5.27)

The other parts of the integral have already been evaluated in the last section and we obtain

\[
\begin{align*}
  s_{G,\sigma}(\{p_1\}, \{p_2, p_3\}) &= -\left( \frac{2\pi i}{8} \right)^2 \log \frac{p_2^2}{p_1^2} \log \frac{p_3^2}{p_1^2} \\
  &\times \frac{p_2^0 p_3^0 - \vec{p}_2 \cdot \vec{p}_3}{p_2 \cdot p_3} + O_{p_2^2, p_3^2 \to 0}(1).
\end{align*}
\]

(5.28)

This expression gives the full contribution to the reduced S-matrix element of the oriented triangle diagram (4.29) in the limit \(p_2^2, p_3^2 \to 0\). We find the expected double-log Sudakov structure. The expression stays well-defined as long as \(p_2 \cdot p_3 = p_2^0 p_3^0 - \vec{p}_2 \cdot \vec{p}_3 \neq 0\). This is expected as \(p_1^2 = (p_2 + p_3)^2 = 2p_2 \cdot p_3\) is required to be non-vanishing by energy conservation. Similar soft-factorization phenomena can be observed for the \(p-x\) S-matrix representations of other FOPT diagrams. We will leave the detailed analysis of general soft singularities to a future work.

6 Conclusion

In this paper we introduced a new version of diagram-based perturbation theory in quantum field theory: flow-oriented perturbation theory. Instead of the usual covariant momentum space perturbation theory in four-dimensional Minkowski space, it is effectively a three-dimensional coordinate space integral representation in which the time integrations are resolved via the residue theorem. This representation is dual to time-ordered perturbation theory. The main features of this new representation are that it is combinatorial and canonical, and that the \(i\epsilon\) dependence simplified. Our derivation of the canonical FOPT Feynman rules in section 2, which associate a unique integral expression to each FOPT diagram, is illustrated by detailed examples.

We described UV singularities within the FOPT formalism and showed that it yields equivalent power-counting to the covariant picture. Interestingly, UV and IR singularities turn out to be more isolated within FOPT than in the covariant framework. It would be interesting to study this phenomenon in more detail by analyzing the nested structure of FOPT divergences e.g. by using Hopf algebra or lattice techniques [86–89].
Our derivation relied on the underlying QFT being formulated in four-dimensional Minkowski spacetime. Especially, while treating gauge theories it is desirable to be able to use dimensional regularization, i.e. to work in $4 - 2\epsilon$ dimensions. We leave the formulation of dimensionally regularized FOPT to a future work. An immediate alternative to dimensional regularization, which removes UV singularities and which can be used in conjunction with FOPT is a BHPZ subtraction scheme as it has been applied for three-dimensional momentum-space representations in [35].

The FOPT representation also features finite distance singularities whose structure we discussed in section 3, where we also compared them to analyses put forward in [47–49]. We concluded that these singularities are somewhat different from the usual collinear and soft IR divergences that are observed in momentum space.

This observation led us to derive a new representation for the perturbative expansion of the S-matrix in section 4. This $p$-$x$ S-matrix representation is of hybrid momentum and coordinate space nature, as external parameters are given in terms of momenta, but internal integrations are performed in coordinate space. This representation produces an effectively three-dimensional coordinate space integral, which is modulated by the Fourier transform of the flow polytope. The flow polytope has many remarkable properties [51–56]. We exposed the explicit resolution of spurious singularities within this Fourier transform. We provided some general remarks on such resolutions in section 4.7.

As expected from the covariant picture, the $p$-$x$ S-matrix representation features soft and collinear divergences. We illustrated their appearance in section 5 and showed the central role of the flow polytope and its Fourier transform. Moreover, we explained how manifest collinear factorization at the diagram level is attained in the $p$-$x$ S-matrix representation. Even though we also illustrate how soft divergences appear, we postpone the derivation of a general per-diagram factorization law for soft singularities to future work.

It would be interesting to study these singular structures with respect to their nesting e.g. as in ref. [90], and it might be possible to design a new IR subtraction scheme along the lines of refs. [91, 92] using the $p$-$x$ S-matrix representation. As we illustrated in section 5, these singularities are naturally regularized with the value of the external kinematics and computations in singular limits are comparatively easy.

As we show in the appendix, an interesting application of the FOPT representation in the context of explicit computations are phase space unitarity-cut integrals. The FOPT representation applied to these, turns out to have the same dimension for all cut diagrams in contrast to covariant momentum space, where the integration measure effectively has a different dimension for each cut diagram. Over all cut diagrams we expect cancellation of IR divergences by the KLN theorem and within the FOPT representation this cancellation should be local. In appendix A, we illustrate the application of the FOPT approach to unitarity-cut integrals and summarize the associated Feynman rules, but also here we leave the exploration of potential local cancellation properties with possible applications for numerical evaluations of cross-sections to a future work.
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A Unitarity, cut integrals and Cutkosky’s Theorem

The FOPT representation that we derived in section 2 takes an interesting form for unitarity-cut based phase space integrals. In this appendix, we discuss this viewpoint along the lines of a classic exposition of phase space integrals focused on the largest time equation [37]. The result is also related to Cutkosky’s theorem [67]. The following application of the Cutkosky rules to the FOPT representation brings us close to results on the general analyticity properties of Feynman integrals, as described in [8, 93, 94]. This FOPT-cut representation has some remarkable properties in this regard. For instance the integrals associated to virtual and real corrections turn out to have the same dimension, so that both can be put on the same measure. Hence, the following considerations might be useful to pursue explicit computations of phase space integrals with manifest cancellation of real and virtual singularities.

Here, we briefly present this FOPT-based representation of cut integrals. Given a subset of vertices $V \subset V_G$ of a graph $G$, the subgraph induced from $V$ is the subgraph of $G$ that contains all edges whose both end-vertices lie in $V$. A cut $C$ of a Feynman graph $\Gamma$ is partition of the vertices $V_G$ into two parts $V_{\circlearrowleft}, V_{\circlearrowright}$ such that the respective induced subgraphs with edges $E_{\circlearrowleft}, E_{\circlearrowright}$ from both parts are connected and each contains at least one external vertex. The edges that have one end in $V_{\circlearrowleft}$ and one in $V_{\circlearrowright}$ are cut edges, $E_C$. Intuitively, we think of energy flowing from the $\circlearrowleft$-side to the $\circlearrowright$-side.

Recall that the cut propagator is given by

$$
\Delta^\pm(z) = \int \frac{d^4p}{(2\pi)^4} 2\pi \delta(p^2) \theta(\pm p_0) e^{-ip\cdot z} = -\frac{1}{(2\pi)^2} \frac{1}{(z^0 \mp i\varepsilon)^2 - |\vec{z}|^2}.
$$

It follows, from an argument due to Veltman [37], that the real part\(^5\) of a Feynman integral can be expressed in terms of a sum over cut integrals (see [38, Ch. 8] or [68, Ch. 10.4] for a detailed derivation):

$$
A_G(x_1, \ldots, x_{|V_{\text{ext}}|}) + A^*_G(x_1, \ldots, x_{|V_{\text{ext}}|}) = -\sum_{\text{cuts } C} A_{G,C}(x_1, \ldots, x_{|V_{\text{ext}}|}), \quad (A.1)
$$

\(^5\)Due to an extra conventional factor of $i$ this real part of the integral contributes to the imaginary part of the Feynman amplitude.
where the cut integrals \( A_{G,c}(x_1, \ldots, x_{|V^{\text{ext}}|}) \) are given by the expression

\[
A_{G,c}(x_1, \ldots, x_{|V^{\text{ext}}|}) = (-ig)^{|V^{\text{int}}|} (ig)^{|V^c^{\text{int}}|} \left( \prod_{v \in V^{\text{int}}} \int d^4 y_v \right) \left( \prod_{e \in E_{\mathcal{O}}} \Delta_{E}(z_e) \right) \left( \prod_{e \in E_{G}} \Delta_{E}^{\prime}(z_e) \right).
\]

(A.2)

In contrast to the original Feynman integral, the propagators on the cut are replaced with the positive frequency \( \Delta^{+} \) cut propagator and the Feynman propagators on the \( \mathcal{G} \)-side of the cut are replaced with the complex conjugate Feynman propagator.

We have the following expressions for the Fourier transform of the coordinate space propagator

\[
\int_{-\infty}^{\infty} dz_e^0 e^{iE_e^{0} z_e^0} \Delta^{+}(z_e) = -\frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} dz_e^0 \frac{e^{iE_e^{0} z_e^0}}{(z_e^0 - i\varepsilon)^2} \frac{1}{z_e^0} \left( \frac{1}{2|z_e^0|} \left( \frac{1}{z_e^0 - |z_e^0| - i\varepsilon} - \frac{1}{z_e^0 + |z_e^0| - i\varepsilon} \right) \right)
\]

(A.3)

with the analogous Cauchy integrals

\[
\int_{-\infty}^{\infty} dz_e^0 e^{iE_e^{0} z_e^0} \Delta_{E}(z_e) = -\frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} dz_e^0 \frac{e^{iE_e^{0} z_e^0}}{2|z_e^0|} \left( \theta(E_e) e^{iE_e(|z_e|+i\varepsilon)} + \theta(-E_e) e^{-iE_e(|z_e|+i\varepsilon)} \right),
\]

\[
\int_{-\infty}^{\infty} dz_e^0 e^{iE_e^{0} z_e^0} \Delta_{E}^{\prime}(z_e) = -\frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} dz_e^0 \frac{e^{iE_e^{0} z_e^0}}{2|z_e^0|} \left( \theta(E_e) e^{iE_e(-|z_e|+i\varepsilon)} + \theta(-E_e) e^{-iE_e(-|z_e|+i\varepsilon)} \right).
\]

(A.4)

Repeating the derivation in section 2.3, now for the cut integral in eq. (A.2), while using the Fourier transforms of the respective propagators, results in a representation of a cut integral as a sum over FOPT-cut integrals.

**FOPT Feynman rules for cut integrals.** The result is the following set of FOPT-cut integral Feynman rules for a digraph \((G, \sigma)\) with a cut \(c\).

1. The integral is 0 if the closed directed graph \((G, \sigma)^{\circ}\) is not strongly connected or if the admissible paths on the cut do not go from the \(\mathcal{O}\)-side to the \(\mathcal{G}\)-side of the graph.

2. Multiply a factor of \(-ig\) (ig) for each \(\mathcal{O}\)-side (\(\mathcal{G}\)-side) interaction vertex.

3. For each internal vertex \(v \in V^{\text{int}}\) of the digraph \((G, \sigma)\) integrate over 3-dimensional space with the measure \(2\pi \int d^3 y_v\).

4. For each edge \(e\) of the graph multiply a factor of \(\frac{\pi i}{2\pi|z_e|}\) with a \(-\) sign for a \(\mathcal{O}\)-side or a cut edge, and a \(+\) sign for a \(\mathcal{G}\)-side edge.
5. For each entirely uncut directed admissible path, $p_\ell$, of $(G, \sigma)^\circ$ multiply a factor of

$$\sum_{e \in p_\ell} |\vec{z}_e| + \tau_{p_\ell} + i\varepsilon \quad \text{if } p_\ell \text{ consists entirely of } \bigcirc\text{-side edges}$$

$$-\sum_{e \in p_\ell} |\vec{z}_e| + \tau_{p_\ell} + i\varepsilon \quad \text{if } p_\ell \text{ consists entirely of } \bigcirc\text{-side edges}$$

where the sum in the denominator goes over all edges that are in the admissible path $p_\ell$ and $\tau_{p_\ell}$ is the time difference that has passed while going through the $\bigcirc$ vertex, or 0 if the admissible path does not go through the $\bigcirc$ vertex, i.e. is a cycle.

6. For each directed admissible path $p_\ell$ of $(G, \sigma)^\circ$ that passes the cut $\mathcal{C}$, multiply a factor of

$$\frac{-2i|\vec{z}_{e_C}|}{\left(\sum_{e \in p_\ell^\circ} |\vec{z}_e| - \sum_{e \in p_\ell^\bullet} |\vec{z}_e| + \tau_{p_\ell} + i\varepsilon\right)^2 - \vec{z}_{e_C}^2},$$

where we sum over the uncut $\bigcirc\text{-side and } \bigcirc\text{-side edges in } p_\ell, p_\ell^\circ \text{ and } p_\ell^\bullet, \text{ and where } e_C \text{ denotes the unique edge of the admissible path that is on the cut. The edge is unique because, once the path passes over the cut edge, the energy cannot flow back through the cut.}

**Example.** We consider the cut integrals associated to the following graph.

![Graph](A.5)

Note that $x_1$ and $x_2$ are both external and interaction vertices. The associated completed graph is

![Completed Graph](A.6)

and we have the following three different admissible cuts as permutations of the internal vertices result in topologically indistinguishable graphs,

![Admissible Cuts](A.7)
Recall that in addition to the positivity requirements only energy flows from $\bigcirc$ to $\bigcirc$ are allowed on cut edges. Therefore only the following energy flows are compatible with the cuts and the positive energy requirement:

\[
\begin{align*}
A_{(\sigma, C)}(1a) &= (1a) (1b) (1c) \\
A_{(\sigma, C)}(2b) &= (2b) (2c)
\end{align*}
\] (A.8) (A.9)

In the depiction above, each row features only one orientation of the graph and each column a possible cut. In this example, there are only two admissible paths that are compatible with a cut. The cut diagram $(1a)$ has the following three routes:

\[
\begin{align*}
(1a) &\rightarrow (1b) \\
(1a) &\rightarrow (1c)
\end{align*}
\] (1c)

Hence, applying the FOPT-cut Feynman rules from above to the cut diagram $(1a)$ results in the following expression

\[
A_{(\sigma, C)}(1a) = -8 \left( \frac{2\pi}{8\pi^2} \right)^2 g^4 \frac{d^3 y_1 d^3 y_2}{|\vec{z}_1||\vec{z}_2||\vec{z}_3||\vec{z}_4||\vec{z}_5|} \\
\times \left( -|\vec{z}_3| + \tau + i\epsilon \right)^2 - \vec{z}_2^2 (|\vec{z}_1| - |\vec{z}_3| + \tau + i\epsilon)^2 - \vec{z}_0^2 (|\vec{z}_1| + \tau + i\epsilon)^2 - \vec{z}_4^2
\] (A.10)

where we accounted for the admissible paths through the cut, 23, 153 and 14 via the appropriate denominators, and $\tau = x_3^0 - x_1^0$. Analogously, applying the Feynman rules to the FOPT-cut graphs $(1b)$ and $(1c)$ results in

\[
A_{(\sigma, C)}(1b) = 8 \left( \frac{2\pi}{8\pi^2} \right)^2 g^4 \frac{d^3 y_1 d^3 y_2}{|\vec{z}_1||\vec{z}_2||\vec{z}_3||\vec{z}_4||\vec{z}_5|} \\
\times \left( -|\vec{z}_3| + \tau + i\epsilon \right)^2 - \vec{z}_2^2 (|\vec{z}_1| - |\vec{z}_3| + \tau + i\epsilon)^2 - \vec{z}_0^2 (|\vec{z}_1| + \tau + i\epsilon)^2 - \vec{z}_4^2
\] (A.11)

\[
A_{(\sigma, C)}(1c)(x_1, x_2) = -8 \left( \frac{2\pi}{8\pi^2} \right)^2 g^4 \frac{d^3 y_1 d^3 y_2}{|\vec{z}_1||\vec{z}_2||\vec{z}_3||\vec{z}_4||\vec{z}_5|} \\
\times \left( |\vec{z}_1| + \tau + i\epsilon \right)^2 - \vec{z}_2^2 (|\vec{z}_1| + |\vec{z}_3| + \tau + i\epsilon)^2 - \vec{z}_0^2 (|\vec{z}_1| + |\vec{z}_3| + \tau + i\epsilon)^2 - \vec{z}_4^2
\] (A.12)
These three FOPT-cut integrals all correspond to the same directed graph with different cuts on it. Each integrand features three factors in the denominator, which each correspond to a unique route from the left-most to the right-most vertex.

For the other possible flow orientations of the graph, we only have two routes through the diagram and one closed cyclic energy flow:

\[
A_{(σ, c)(2b)}(x_1, x_2) = -\frac{4(2\pi)^2 g^4}{(8\pi^2)^5} \int \frac{d^3 \vec{y}_1 d^3 \vec{y}_2}{|\vec{z}_1| |\vec{z}_2| |\vec{z}_3| |\vec{z}_4| |\vec{z}_5|} \frac{1}{(-|\vec{z}_3| - |\vec{z}_4| + τ + iε)^2 - \vec{z}_1^2 (|\vec{z}_3| + τ + iε)^2 - \vec{z}_2^2 - |\vec{z}_3| - |\vec{z}_4| - |\vec{z}_5|}.
\]

(A.13)

\[
A_{(σ, c)(2c)}(x_1, x_2) = \frac{4(2\pi)^2 g^4}{(8\pi^2)^5} \int \frac{d^3 \vec{y}_1 d^3 \vec{y}_2}{|\vec{z}_1| |\vec{z}_2| |\vec{z}_3| |\vec{z}_4| |\vec{z}_5|} \frac{1}{(|\vec{z}_1| + τ + iε)^2 - \vec{z}_4^2 (|\vec{z}_1| + |\vec{z}_2| + τ + iε)^2 - \vec{z}_2^2 |\vec{z}_2| + |\vec{z}_3| + |\vec{z}_1|}.
\]

(A.14)

The energy-flow-oriented cut graph (2b) has the cycle 534 and the graph (2c) the cycle 152.

Even though, e.g., (1a) and both (1b) and (1c) have differently sized cuts, the corresponding integrands are of the same dimension. This is a convenient situation from the perspective of the numerical evaluation of these integrals, as we can put all (1a), (1b) and (1c) under the same integral sign. We expect IR singularities to cancel locally in our proposed representation, but we postpone the detailed analysis of this conjecture to a future work.
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