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TWO-SIDED REFLECTION OF MARKOV-MODULATED BROWNIAN MOTION
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This article considers a Markov-modulated Brownian motion with a two-sided reflection. For this doubly-reflected process we compute the Laplace transform of the stationary distribution, as well as the average loss rates at both barriers. Our approach relies on spectral properties of the matrix polynomial associated with the generator of the free (that is, non-reflected) process. This work generalizes previous partial results allowing the spectrum of the generator to be non-semi-simple and also covers the delicate case where the asymptotic drift of the free process is zero.
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1. INTRODUCTION

Fluid queues have been introduced in the late 1970s and the 1980s to model various types of networking technologies; the leading example at that time was ATM (Asynchronous Transfer Mode). In these technologies information packets were relatively small, thus justifying modeling the buffer dynamics by streams of fluid. In the original model it was assumed that the queue’s input rate equals a constant number $a_i$ when the state of a Markovian background process was $i$, see for instance Refs. [2,10,11,22,25]. In later article this model with deterministic input rates was extended to...
include a Brownian component; such an input process is often referred to as Markov-modulated Brownian motion (MMBM) input. The seminal papers in this area are the works of Karandikar and Kulkarni,\textsuperscript{[16]} Rogers,\textsuperscript{[24]} Asmussen,\textsuperscript{[3]} and Pacheco and Prabhu;\textsuperscript{[23]} they primarily focus on the analysis of the infinite-buffer systems, that is, MMBM with one-sided reflection. It is noted that MMBM can be used as an approximation of various Markov-modulated models.

Rogers\textsuperscript{[24]} studies MMBM with two-sided reflection, which can serve as an approximation of a finite-buffer queue in a Markov-modulated environment as well. It was shown how to derive the stationary workload distribution under the (restrictive) assumption that the Brownian component is not subject to modulation. Relaxing this assumption, Asmussen and Kella\textsuperscript{[5]} applied a martingale technique to express the Laplace transform of the stationary distribution in terms of the average loss rates at the two boundaries. They managed to compute these average loss rates under the assumption that the spectrum of the matrix polynomial associated to the underlying generator (in the sequel referred to as the matrix exponent) is semi-simple (see Ref.\textsuperscript{[12]}). Asmussen and Pihlgård\textsuperscript{[6]} computed under similar assumptions the average loss rate for the more general class of Markov additive processes.

The contribution of the present paper is to extend the theory developed in Ref.\textsuperscript{[5]} by determining the stationary distribution of doubly-reflected MMBM in full generality. This will be done relying on a detailed understanding of the structure of the spectrum of the matrix exponent. More specifically, we use the methodology of generalized Jordan chains, which we introduced in Ref.\textsuperscript{[8]}, as a tool to analyze the first passage times of spectrally one-sided Markov additive processes (has no positive or no negative jumps). We show how to derive a set of independent linear equations whose solution yields the average loss rates. With the formulas from Ref.\textsuperscript{[5]}, this enables us to determine the Laplace transform of the stationary distribution.

In this article we make extensive use of matrix notation; we now list the main notational conventions that we adopt. Bold symbols will denote column vectors and in particular, \textbf{1} and \textbf{0} are the vectors of 1’s and 0’s respectively; \textit{e}$_i$ is a vector with $i$th element being 1 and all others being 0. The identity and the null matrices are denoted by \textit{I} and \textit{O}, respectively, whereas $\Delta_x = \text{diag}[x_1, \ldots, x_n]$ represents the diagonal matrix whose diagonal elements are those of the vector $x$. Given a column vector $x$ we denote by $x^T$ the transposed row vector.

The article is organized as follows. In Section 2 the model is introduced and preliminaries are given. Section 3 reviews results from the literature on matrix polynomials, which is used in Section 4 to analyze the matrix exponent. Section 5 determines the upper and lower loss-rate vectors, which enable the computation of the Laplace transform of the stationary
workload. Finally Section 6 provides an example that illustrates the developed methodology.

2. MODEL AND PRELIMINARIES

Markov modulated Brownian motion (MMBM) is a bivariate continuous-time Markov process, denoted by \((X(t), f(t))\), defined as follows. Let \(f(\cdot)\) be an irreducible continuous-time Markov chain with finite state space \(E = \{1, \ldots, N\}\), transition rate matrix \(Q = (q_{ij})\) and a (unique) stationary distribution \(\pi\). In addition, let \(B(t)\) be a standard Brownian motion (independent of \(X(t)\)) and denote by \(\alpha\) and \(\sigma \geq 0\) the drift and diffusion vectors of size \(N\). We now define the MMBM \(X(t)\) as the process starting at zero and evolving according to the stochastic differential equation

\[dX(t) = a_{f(t)} dt + \sigma_{f(t)} dB(t).\]

The MMBM \((X(t), f(t))\) can alternatively be characterized as the subclass of Markov additive processes with a.s. continuous sample paths in the component \(X(t)\). In particular it can be proved that its moment generating function is well defined for any \(\alpha \in \mathbb{C}\) and is given by

\[E_i[e^{\alpha X(t)} 1\{f(t) = j\}] = (e^{F(\alpha)})_{ij},\]  

(1)

where \(E_i(\cdot)\) denotes expectation given that \(f(0) = i\), and the matrix term \(F(\alpha)\) is a second order matrix polynomial defined by

\[F(\alpha) = \frac{1}{2} \Delta^2 \alpha^2 + \Delta \alpha + Q,\]  

(2)

It is noted that \(F(\alpha)\) is usually referred to as the matrix exponent of \((X(t), f(t))\), see also Ref.[8], and it is essentially the multidimensional analog of the Laplace exponent in the Lévy setting. An important quantity associated to the process \((X(t), f(t))\) is the asymptotic drift:

\[\kappa = \sum_{j=1}^{N} \pi_j a_j = \lim_{t \to \infty} \frac{X(t)}{t}, \quad \mathbb{P}_i \text{-a.s.,}\]  

(3)

which does not depend on the initial state \(i\) of \(f(t)\), cf.[4] (Cor. XI.2.7); here \(\mathbb{P}_i\) denotes probability conditional on \(f(0) = i\).
2.1. The Two-Sided Skorokhod Reflection

The two-sided reflection of an \( mmbm \) \( (X(t), J(t)) \), at the barriers 0 and \( b \) (where \( b > 0 \)) is defined as the Markov process \( (W(t), J(t)) \), with

\[
W(t) = X(t) + L(t) - U(t) \in [0, b] \quad \forall t \geq 0,
\]

where \( L(t) \) and \( U(t) \) (called the lower-regulator and upper-regulator processes, respectively) are two non-negative, non-decreasing, continuous processes that can increase only when \( W(t) = 0 \) and \( W(t) = b \), respectively. This last property usually is expressed by the integral relations

\[
\int_0^\infty W(s)dL(s) = 0 \quad \text{and} \quad \int_0^\infty (b - W(s))dU(s) = 0.
\]

It is known that such a reflected process \( W(t) \) exists and is unique, see e.g., Refs.\[14, 19, 26\].

The literature on finite buffer queues is extensive; references can be found in\[4\] (Ch. XIV). For a literature overview for the specific case of fluid queues, we refer to Ref.\[1\].

Let \( (W, J) \) refer to the (unique) stationary distribution of \( (W(t), J(t)) \). It is shown in Ref.\[5\] that

\[
\mathbb{E} \left[ e^{2W} e_j^T \right] \cdot F(x) = x(e^{2b}u^T - \ell^T), \tag{4}
\]

where \( u \) and \( \ell \) are column vectors of constants having the following sample-path interpretation:

\[
\ell = \lim_{t \to \infty} \frac{1}{t} \int_0^t e_{f(s)}L(ds) \quad \text{and} \quad u = \lim_{t \to \infty} \frac{1}{t} \int_0^t e_{f(s)}U(ds). \tag{5}
\]

The vectors \( u \) and \( \ell \) were not identified in Ref.\[5\]; in Section 5 we show that it is always possible to compute them by solving a system of linear equations. This knowledge is then used to determine the stationary distribution of \( (W, J) \), in terms of its Laplace transform, through Eq. (4). This result completes the analysis of finite-buffer \( mmbm \)-driven queues contained in\[5\] (Section 9) and extends the previous works (Refs.\[16, 17, 24\]).

2.2. First Passage Process

The study of the doubly-reflected process is closely related with the analysis of the exit times for the process \( X(t) \) from an interval, see for example\[4\] (Prop. XIV.3.7). We therefore define, for \( x \geq 0 \), the first passage times above the level \( +x \) (resp. below level \( -x \)) for the process
where we follow the convention that \( \inf \emptyset = \infty \).  

By the strong Markov property, on \( \{ \tau^\pm(x) < \infty, f(\tau^\pm(x)) = i \} \), the process \( \{(X(t + \tau^\pm(x))) - X(\tau^\pm(x)), f(t + \tau^\pm(x)), t \geq 0\} \) is independent from \( \{(X(t), f(t)), t \in [0, \tau^\pm(x))\} \) and has the same law as the original process under \( \mathbb{P}_i \) (i.e., the law of the process \( (X(t), f(t)) \) given that \( f(0) = i \)). It follows that the time-changed processes \( f(\tau^\pm(x)), x \geq 0 \) are time-homogeneous Markov chains.

According to the values of the diffusion and the drift coefficients, the process \( X(t) \) is allowed to reach a new minimum or a new maximum only when \( f(t) \) belongs to some subset of the state space \( E \). We denote by \( E_+ \) (\( E_- \)) the set of states where the process \( X(t) \) can increase (decrease, respectively), and by \( E_+ \) (\( E_- \)) the states where the process \( X(t) \) has monotone non-decreasing (non-increasing, respectively) paths. In other words,

\[
E_+ = \{ j \in E : \sigma_j > 0 \text{ or } a_j > 0 \}, \quad E_1 = \{ j \in E : \sigma_j = 0 \text{ and } a_j \geq 0 \}, \\
E_- = \{ j \in E : \sigma_j > 0 \text{ or } a_j < 0 \}, \quad E_{-1} = \{ j \in E : \sigma_j = 0 \text{ and } a_j \leq 0 \}.
\]

We also denote the number of states in \( E_\pm \) by \( N_\pm \).

Let \( \{ \hat{\tau} \} \) be an absorbing state corresponding to \( f(\infty) \). We note that \( f(\tau^\pm(x)), \ x \geq 0 \) lives on \( E_+ \cup \{ \hat{\tau} \} \), because \( X(t) \) cannot hit a new maximum (resp. minimum) when \( f(t) \) is in a state belonging to \( E_1 \) (resp. \( E_{-1} \)), see also Ref.\(^{[21]}\). Let \( \Lambda_\pm \) be the \( N_\pm \times N_\pm \) dimensional transition rate matrices of \( f(\tau^\pm(x)) \) restricted to \( E_\pm \). In addition define the matrices of initial distributions \( \Pi^\pm \) as the \( N \times N_\pm \) matrices with

\[
\Pi_{ij}^\pm = \mathbb{P}_i(f(\tau^\pm(0)) = j), \quad \text{where } i \in E \text{ and } j \in E_\pm.
\]

The restriction of the matrices \( \Pi^\pm \) to the rows in \( E_\pm \) are the identity matrices, as we know that \( \mathbb{P}_i(f(\tau^\pm(x)) = 0) = 1 \) when \( i \in E_{\pm} \) (see Ref.\(^{[20]}\), Theorem 6.5).

In the following, for a given matrix \( A \) whose rows are indexed by the set \( E \), we denote by \( A_\pm \) the submatrices obtained from the rows with indices in \( E_\pm \). In addition let \( \mathcal{M} \) be a set of all irreducible transition rate matrices. We partition \( \mathcal{M} \) into two sets \( \mathcal{M}_0 \) and \( \mathcal{M}_1 \), where \( \mathcal{M}_1 = \{ M \in \mathcal{M} : M1 = 0 \} \). Note that \( \mathcal{M}_0 \) corresponds to the case when an absorbing state occurs. In other words, for any \( M \in \mathcal{M}_0 \) it holds that \( M1 \leq 0 \) with at least one inequality being strict. It is important to note that if \( \kappa > 0 \), then we have that \( \Lambda^+ \in \mathcal{M}_1 \) and \( \Lambda^- \in \mathcal{M}_0 \); if \( \kappa < 0 \), then we have that \( \Lambda^+ \in \mathcal{M}_0 \) and \( \Lambda^- \in \mathcal{M}_1 \); and if \( \kappa = 0 \), then we have that \( \Lambda^\pm \in \mathcal{M}_1 \). This fact follows from\(^{[44]}\) (Prop. XI.2.10),
and in the following we are going to denote it by the shorter expression \( \Lambda^\pm \in \mathbb{M}_{1(\pm x \geq 0)} \).

Noticing that the process \((-X(t), J(t))\) is an MMBM with diffusion vector \( \sigma \) and drift vector \(-a\), the following result holds (see Ref.\(^8\), (Corollary 3 and Remark. 1)).

**Proposition 1.** If \((-X(t), J(t))\) is an MMBM, then \((\Pi^\pm, \Lambda^\pm)\) are the unique pairs \((P, M)\), with \( P^\pm = \Pi^\pm \) and \( M \in \mathbb{M}_{1(\pm x \geq 0)} \), which satisfy the matrix equations

\[
\frac{1}{2} \Delta^2 \sigma P M^2 \mp \Delta a P M + Q P = O^\pm. \tag{8}
\]

The above result has appeared in different degrees of generality in various previous works, such as Refs.\(^{[4,7,18,24]}\). As an aside, we mention here that the uniqueness part is not required for the present work; in fact, this uniqueness follows from the analysis presented in Section 4.

### 3. MATRIX POLYNOMIALS

In this section we review some basic facts from the theory of matrix polynomials; for a more complete treatment we suggest the reader the book.\(^{[12]}\) In the following a \(\lambda\)-Jordan block refers to a square matrix with \(\lambda\) on the main diagonal and 1 on the first upper diagonal, and the remaining elements being 0. A Jordan matrix is a block diagonal matrix whose diagonal elements are all given by Jordan blocks.

Let \(A(z)\) be a complex matrix polynomial \((N \times N\) dimensional\) of order \(\ell\), i.e.,

\[
A(z) = \sum_{j=0}^{\ell} A_j z^j
\]

and associate to it the complex function \(\alpha(z) = \det(A(z))\) that we assume is not identically equal to 0 for \(z \in \mathbb{C}\). A complex number \(\lambda\) is an eigenvalue of \(A(z)\) of algebraic multiplicity \(n_\lambda\) if \(\lambda\) is a zero of \(\alpha(z)\) of multiplicity \(n_\lambda\). Given a sequence of vectors \(v_0, v_1, \ldots, v_{n-1}\), with \(v_0 \neq 0\), we say that it is a Jordan chain of size \(n > 0\) associated to the eigenvalue \(\lambda\) if

\[
\sum_{j=0}^{k} \frac{1}{j!} \lambda^j A^{(j)}(\lambda) v_{k-j} = 0, \quad k = 0, \ldots, n - 1. \tag{9}
\]

It can be shown that \(n\) can not exceed \(n_\lambda\). Observe that \(v_0\) is a regular eigenvector associated to the eigenvalue 0 of the matrix \(A(\lambda)\), while the vectors \(v_1, \ldots, v_{n-1}\) are generally referred to as generalized eigenvectors.
Define the matrix  \( V = [v_0, v_1, \ldots, v_{n-1}] \) and denote by \( \Gamma \) the \( \lambda \)-Jordan block of size \( n \). It is known that Eq. (9) is equivalent to the following matrix relation (see Ref.\[12\] Prop. 1.10) and the comments thereafter):

\[
\sum_{j=0}^{\ell} A_j \Gamma^j = 0. \tag{10}
\]

Let \( m_\lambda \) be the geometric multiplicity of the eigenvalue \( \lambda \), i.e., the dimension of the kernel of \( A(\lambda) \). Then there exist \( m_\lambda \) Jordan chains corresponding to the eigenvalue \( \lambda \), such that

(i) the first vectors of these chains form a basis of the kernel of \( A(\lambda) \),
(ii) the total number of vectors is \( n_\lambda \).

Letting \( (V, \Gamma) \) be the corresponding pairs of matrices as defined above, we put \( V = [V_1, \ldots, V_{m_\lambda}] \) and \( \Gamma = \text{diag}[\Gamma_1, \ldots, \Gamma_{m_\lambda}] \). The pair \( (V, \Gamma) \) is called a Jordan pair corresponding to the eigenvalue \( \lambda \). Observe that this pair also satisfies Eq. (10). It is noted that Jordan pairs are not unique. However, they are similar, in the sense stated in the following proposition.

**Proposition 2.** Let \( (V', \Gamma') \) and \( (V'', \Gamma'') \) be Jordan pairs corresponding to some eigenvalue \( \lambda \). Then there exists an invertible \( n_\lambda \times n_\lambda \) matrix \( S \) such that

\[
V'' = V'S \quad \text{and} \quad \Gamma'' = S^{-1}\Gamma'S. \tag{11}
\]

Let us make some additional remarks concerning the structure of a Jordan pair. Firstly, Jordan pairs of the polynomial \( zI - M \) are the Jordan pairs of the matrix \( M \) in the classical sense: \( MV = VT \). Secondly, properties (i) and (ii) above are equivalent to requiring that the rank of the column space \( \text{col}[V\Gamma^j]_{j=0}^{\ell-1} \) be \( n_\lambda \). If the order of the polynomial, say \( \ell \), is 1, as in the classical case, then \( V \) must have independent columns. This is not the case in general.

By collecting all the Jordan pairs \( (V_{\lambda(i)}, \Gamma_{\lambda(i)}) \) corresponding to every distinct eigenvalue \( \lambda(i) \) of \( A(z) \), we extend the concept of a Jordan pair to the whole matrix polynomial. More specifically, we define \( V = [V_{\lambda(i)}] \), and \( \Gamma = \text{diag}[\Gamma_{\lambda(i)}] \). This pair \( (V, \Gamma) \) is generally known as a finite Jordan pair of the matrix polynomial \( A(z) \) and it can be shown that \( V \) and \( \Gamma \) have sizes respectively \( N \times n_\lambda \) and \( n_\lambda \times n_\lambda \), where \( n_\lambda \) is the number of zeros (counting multiplicities) of \( \alpha(z) \). The pair \( (V, \Gamma) \) satisfies Eq. (10) and in addition it has the characterizing property that the rank of the column space \( \text{col}[V\Gamma^j]_{j=0}^{\ell-1} \) is equal to \( n_\lambda \).
Let $f(z)$ be an entire function. Then for an arbitrary square matrix $M$ one defines

$$f(M) = \sum_{j=0}^{\infty} \frac{1}{j!} f^{(j)}(0) M^j.$$ 

It is well-known that if $\Gamma$ is a Jordan block of size $n$ with eigenvalue $\lambda$, then

$$f(\Gamma) = \begin{pmatrix} f(\lambda) & f'(\lambda)/1! & \ldots & f^{(n-1)}(\lambda)/(n-1)! \\ 0 & f(\lambda) & \ldots & f^{(n-2)}(\lambda)/(n-2)! \\ \ldots & 0 & \ldots & f(\lambda) \end{pmatrix}. \quad (12)$$

Finally we state the following technical result that will be used in the next sections.

**Proposition 3.** Assume that $c^T(z)A(z) = \sum_{j=1}^{K} f_i(z) u_i^T$, where $f_i(z)$ are entire functions and $u_i$ are vectors in $\mathbb{C}^N$. Then it holds that

$$\sum_{i=1}^{K} u_i^T Vf_i(\Gamma) = 0^T. \quad (13)$$

**Proof.** It is enough to show that Eq. (13) holds for an arbitrary Jordan chain $v_0, \ldots, v_{n-1}$ of $A(z)$ corresponding to some eigenvalue $\lambda$. Letting $b^T(z) = \sum_{i=1}^{K} f_i(z) u_i^T$ we have

$$\sum_{j=0}^{k} \frac{1}{j!} b^{(j)}(\lambda) v_{k-j} = 0^T \quad k = 0, \ldots, n-1,$$

see, e.g., Ref.\[13\] It only remains to observe that the columns of $Vf_i(\Gamma)$ are given by

$$\sum_{j=0}^{k} \frac{1}{j!} f_i^{(j)}(\lambda) v_{k-j} \quad k = 0, \ldots, n-1,$$

according to Eq. (12). \qed

**4. THE MATRIX EXPONENT**

Recall that the matrix exponent $F(z)$, as defined in Eq. (2), is a second order matrix polynomial. The primary objective of this section is to show that its finite Jordan pair has a very special structure. The
following exposition heavily relies on Proposition 1. Consider a Jordan decomposition of the matrices $\Lambda^\pm$:

$$\Lambda^+ = -R^+\Gamma^+(R^+)^{-1} \text{ and } \Lambda^- = +R^-\Gamma^-(R^-)^{-1}, \quad (14)$$

and define $V^\pm = \Pi^\pm R^\pm$. Observe that $V^+_+ = R^+$ and hence $V^+_+$ is invertible; the same holds for $V^-_- = R^-$. Proposition 1 implies that

$$\frac{1}{2}\Delta^2_\pi V^\pm (\Gamma^\pm)^2 + \Delta_a V^\pm \Gamma^\pm + QV^\pm = 0.$$ 

In other words, $(V^+, \Gamma^+)$ and $(V^-, \Gamma^-)$ are composed from Jordan chains of $F(\alpha)$, see Eq. (10). These Jordan chains are possibly incomplete, that is, they may not form Jordan pairs as the total number of vectors associated to a given eigenvalue $\lambda$ may be strictly smaller then the corresponding multiplicity $n_\lambda$.

Observe that exactly $N_+ - 1\{\kappa \geq 0\}$ (resp. $N_- - 1\{\kappa \leq 0\}$) eigenvalues (counting multiplicities) of $\Lambda^+$ (resp. $\Lambda^-$) have a negative real part and that if $\lambda$ is an eigenvalue of $\Lambda^+$ (resp. $\Lambda^-$) then $-\lambda$ (resp. $+\lambda$) is also an eigenvalue of $F(\alpha)$. Hence $F(\alpha)$ has at least $N_+ - 1\{\kappa \geq 0\}$ eigenvalues with positive real parts and at least $N_- - 1\{\kappa \leq 0\}$ eigenvalues with negative real parts. As the total number of zeros of $\det(F(\alpha))$ is $N_+ + N_-$ and one of them is $\alpha = 0$. The analysis of zeros is complete when $\kappa \neq 0$. In this case $(V^+, V^-), \text{diag}(\Gamma^+, \Gamma^-))$ is a finite Jordan pair of $F(\alpha)$. The case $\kappa = 0$, however, is substantially more delicate.

**Lemma 4.** If $\kappa = 0$, then $0$ is a root of $\det(F(\alpha))$ with multiplicity 2.

**Proof.** If $\kappa = 0$ then $F(\alpha)$ has at least $N_+ + N_- - 2$ eigenvalues with non-zero real parts. But the number of zeros of $\det(F(\alpha))$ is $N_+ + N_-$. So it remains to prove that the multiplicity of 0 is at least 2. Note that $F(0) = Q$, whose kernel is of dimension 1 by the irreducibility of $Q$. Hence we need to show that there is a Jordan chain corresponding to 0 of length 2. Let us show that there exists a vector $h$ such that $(1, h)$ is such a Jordan chain. According to (9) the following equation has to be satisfied:

$$F(0)h + F'(0)1 = Qh + a = 0. \quad (15)$$

Such vector $h$ exists if $[Q, a]$ has rank $N - 1$, as $\pi^\top [Q, a] = 0$ and $\pi > 0$. \qed
Let \((V_0, \Gamma_0)\) be a Jordan pair associated with the null eigenvalue, given by

\[
V_0 = \begin{cases} 
1 & \text{if } \kappa \neq 0 \\
[1, h] & \text{if } \kappa = 0
\end{cases}
\quad \text{and} \quad
\Gamma_0 = \begin{cases} 
(0) & \text{if } \kappa \neq 0 \\
0 & \text{if } \kappa = 0
\end{cases},
\]

(16)

where \(h\) satisfies (15). Exclude the eigenvalue 0 from the pairs \((V_\pm, \Gamma_\pm)\) and denote these new pairs through \((\hat{V}_\pm, \hat{\Gamma}_\pm)\). Then \(([V_0, \hat{V}_+, \hat{V}_-], \text{diag}(\Gamma_0, \hat{\Gamma}_+, \hat{\Gamma}_-))\) is a finite Jordan pair of \(F(z)\), irrespective of the sign of \(\kappa\).

Let us now solve the reverse problem. We start by considering an arbitrary finite Jordan pair \((V, \Gamma)\) of \(F(z)\), where the Jordan pair \((V_0, \Gamma_0)\) corresponding to the null eigenvalue is taken as in Eq. (16). Let also \((V_\pm, \Gamma_\pm)\) be formed from all the Jordan pairs corresponding to eigenvalues \(\lambda(i)\) with \(\pm \text{Re}(\lambda(i)) > 0\) and in addition \((1, 0)\) if \(\pm \kappa \geq 0\).

**Proposition 5.** The matrices \(V_+^+\) and \(V_-^-\) are invertible, and the following holds:

\[
\Lambda^+ = -V_+^+ \Gamma^+ (V_+^+)^{-1}, \quad \Pi^+ = V_+^+ (V_+^+)^{-1},
\]

\[
\Lambda^- = +V_-^- \Gamma^- (V_-^-)^{-1}, \quad \Pi^- = V_-^- (V_-^-)^{-1}.
\]

**Proof.** Observe that similarity relation between Jordan pairs, see Proposition 1, can be extended to the pairs \((V_\pm, \Gamma_\pm)\). The result follows immediately from representation (14). \(\square\)

## 5. THE UPPER AND LOWER LOSS-RATE VECTORS

In this section we construct a system of linear equations, which uniquely determines the loss vectors \(u\) and \(\ell\); recalling (4), this also yields the Laplace transform of the stationary workload (jointly with the state of the background process). These equations are stated in terms of an arbitrary finite Jordan pair \((V, \Gamma)\) of \(F(z)\). Without loss of generality it is assumed that the Jordan pair \((V_0, \Gamma_0)\) associated to the null eigenvalue is taken as in Eq. (16). It is also assumed that \((V_0, \Gamma_0)\) is the first Jordan pair in representation \((V, \Gamma)\).

**Theorem 6.** It holds that \(u_\downarrow = 0\) and \(\ell_\uparrow = 0\), whereas the vectors \(u_+\) and \(\ell_-\) are the unique solutions of the system of linear equations

\[
(u_+^T, \ell_-^T) \begin{pmatrix} V_+ e^{\lambda(i)} & -V_- \end{pmatrix} = (k^T, 0, \ldots, 0),
\]

(17)
with

\[ k^T = \pi^T (\Delta_a, \frac{1}{2} \Delta_a^2) \begin{pmatrix} V_0 \\ V_0 \Gamma_0 \end{pmatrix}. \] (18)

**Remark 7.** Since \( \pi^T \Delta_a 1 \) equals the asymptotic drift \( \kappa \), (18) reduces to

\[ k^T = \begin{cases} 
\kappa, & \text{if } \kappa \neq 0 \\
(0, \pi^T (\frac{1}{2} \Delta_a^2 1 + \Delta_a h)), & \text{if } \kappa = 0.
\end{cases} \] (19)

Let us first present a result concerning \( k^T \) in the case \( \kappa = 0 \).

**Lemma 8.** If \( \kappa = 0 \), then

\[ bu^T 1 + (u^T - \ell^T) h = \pi^T (\frac{1}{2} \Delta_a^2 1 + \Delta_a h) \neq 0. \] (20)

**Proof.** Differentiating (4) at 0 and right-multiplying by \( h \), we obtain the identity

\[ (u^T - \ell^T) h = \mathbb{E}[W e_j^T] Q h + \mathbb{E}[e_j^T] \Delta_a 1 = -\mathbb{E}[W e_j^T] \Delta_a 1 + \mathbb{E}[e_j^T] \Delta_a h, \] (21)

where the second equality follows from Eq. (15). Differentiating Eq. (4) twice at 0 and right-multiplying by 1, we find

\[ bu^T 1 = \mathbb{E}[W e_j^T] \Delta_a 1 + \mathbb{E}[e_j^T] \frac{1}{2} \Delta_a^2 1, \] (22)

which summed with the previous equation gives Eq. (20). We conclude the proof by showing that the resulting expression cannot be 0. Assume that it is 0. Recall that \( \pi^T Q = 0 \) and the rank of \( Q \) is \( N - 1 \), so that the vector \( \frac{1}{2} \Delta_a^2 1 + \Delta_a h \) is in the column space of \( Q \). In other words, there exists a vector \( v \) such that

\[ \frac{1}{2} \Delta_a^2 1 + \Delta_a h - Q v = 0. \]

This implies that \( (1, h, -v) \) is a Jordan chain associated to the null eigenvalue, which has multiplicity 2 < 3. This is a contradiction. \( \Box \)

**Proof of Theorem 6.** The proofs of the facts that \( u_i = 0 \) and \( \ell_\uparrow = 0 \) and, moreover, \( (u^T - \ell^T) 1 = \pi^T \Delta_a 1 = \kappa \) were already given in[5] and follow directly from (15). The rest of the proof is split into two steps. First we show that \( (u^T_\uparrow, \ell_\uparrow) \) solves (17), and then we show that the solution is unique.
**Step I:** Apply Proposition 3 to (4) to obtain
\[
u^T V e^{\delta T} - \ell^T V = 0^T.\] (23)

Let \( \hat{\Gamma} \) be the matrix \( \Gamma \) with Jordan block \( \Gamma_0 \) replaced with \( \mathbb{I} \). Suppose first that \( \kappa \neq 0 \). Then \( (V_0, \Gamma_0) = ([1], (0)) \), and as a result Eq. (23) can be rewritten as
\[
u^T V e^{\delta T} - \ell^T V \hat{\Gamma} = (u^T - \ell^T)1, 0, \ldots, 0.\] (24)

Multiply by \( \hat{\Gamma}^{-1} \) from the right to obtain (17). Now consider the case \( \kappa = 0 \).

Adding \( \hat{k}^T = u^T V e^{\delta T} - \ell^T V \) to the first two elements of the vectors appearing on the both sides of Eq. (23), we obtain
\[
u^T V e^{\delta T} - \ell^T V \hat{\Gamma} = (\hat{k}^T, 0, \ldots, 0).\] (26)

To complete Step 1 it is enough to show that \( \hat{k} = k \). A simple computation reveals that \( \hat{k}^T = u^T V e^{\delta T} - \ell^T V \), where we used that \( (u^T - \ell^T)1 = \kappa = 0 \). Use Lemma 8 and (19) to see that \( \hat{k} = k \).

**Step II (Uniqueness):** Without loss of generality we assume that \( \kappa \geq 0 \). Recall the definition of \((V^\pm, \Gamma^\pm)\) as given in Section 4. It is easy to see that \((u^T, \ell^T)\) solves (17) if and only if
\[
(u^T, -\ell^T) \begin{pmatrix}
V_+^+ e^{\delta^+} & V_-^+ e^{\delta^-}
\end{pmatrix} = \kappa e_1^T
\] (27)
\[
\text{and, in addition in case } \kappa = 0 \text{ we have that Eq. (20) holds true because of the construction of the matrices } V^\pm \text{ and } \Gamma^\pm. \] Note also that we can right-multiply both sides of the above display by the same matrix to obtain
\[
(u^T, -\ell^T) \begin{pmatrix}
V_+^+ e^{\delta^+} & V_-^- e^{\delta^-}
\end{pmatrix} = \kappa e_1^T \begin{pmatrix}
e^{-\delta^+} & \Phi \\
\Phi & \mathbb{I}
\end{pmatrix}.
\] (28)

According to Proposition 5 we have
\[
V_+^+ = \Pi^+ V_+^+, \quad V_+^- e^{\delta^+} = e^{\beta^-} V_+^+,
V_-^- = \Pi^- V_-^-, \quad V_-^+ e^{\delta^-} = e^{\beta^+} V_-^-,
\] (29)
and thus

\[
\begin{pmatrix}
V^+_+ & V^-_-
V^+_+ e^{-\Delta^+} & V^-_-
\end{pmatrix}
= \begin{pmatrix}
\mathbb{I} & \Pi^+ e^{\Lambda^+} \\
\Pi^+ e^{\Lambda^+} & \mathbb{I}
\end{pmatrix}
\begin{pmatrix}
V^+_+ & 0 \\
0 & V^-_-
\end{pmatrix}.
\] (30)

Observe that \(\Pi^+ e^{\Lambda^+}\) and \(\Pi^- e^{\Lambda^-}\) are irreducible transition probability matrices, so that the first matrix on the right hand side of Eq. (30), call it \(M\), is an irreducible non-negative matrix, which is non-strictly diagonally dominant. If \(\kappa > 0\), then \(\Pi^+ e^{\Lambda^+}\) is transient, which implies that \(M\) is irreducibly diagonally dominant and hence invertible. If \(\kappa = 0\), then the Perron-Frobenius theory implies that \(M\) has a simple eigenvalue at 0, so

\[
(u^+_+, -\ell^-_+) = 0^T
\] (31)

determines the vector \((u^+_+, -\ell^-_+)\) up to a scalar, which is then identified using (20):

\[
(u^+_+, -\ell^-_+) \begin{pmatrix} b1 + h \\ h \end{pmatrix} = \pi^T \left( \frac{1}{2} \Delta^+ 1 + \Delta^+ h \right),
\] (32)

and which is non-zero by Lemma 8.

Finally, we state a corollary, which identifies (in the case of non-zero asymptotic drift) the vectors \(u_+\) and \(\ell_-\) in terms of matrices \(\Lambda^\pm\) and \(\Pi^\pm\). We believe that there should exist a direct probabilistic argument underlying this identity, but we have not succeeding in finding this so far. Moreover, an interesting topic for future research would be to investigate whether such a result holds in the case of a countably infinite state space \(E\).

**Corollary 9.** It holds that

\[
(u^+_+, -\ell^-_+) \begin{pmatrix} \mathbb{I} & \Pi^+ e^{\Lambda^+} \\
\Pi^+ e^{\Lambda^+} & \mathbb{I} \end{pmatrix} = \begin{cases} 
\kappa(\pi^T_{\Lambda^+}, 0^+_+) & \text{if } \kappa > 0 \\
(0^T_+, 0^T) & \text{if } \kappa = 0 \\
\kappa(0^T_+, \pi^T_{\Lambda^-}) & \text{if } \kappa < 0
\end{cases} 
\] (33)

where \(\pi_{\Lambda^\pm}\) is the unique stationary distribution of \(\Lambda^\pm\), which is well-defined if \(\kappa \neq 0\).

**Proof.** Assume that \(\kappa > 0\). From the above proof we know that

\[
(u^+_+, -\ell^-_+) \begin{pmatrix} \mathbb{I} & \Pi^+ e^{\Lambda^+} \\
\Pi^+ e^{\Lambda^+} & \mathbb{I} \end{pmatrix} \begin{pmatrix} V^+_+ & 0 \\
0 & V^-_-
\end{pmatrix} = \kappa(e^+_1, 0^T). 
\] (34)
Hence it is enough to check that $\pi_+^T = e_1^T(V_+^{+1})^{-1}$. Indeed, $e_1^T(V_+^{+1})^{-1}\Lambda^+ = 0$ according to Proposition 5. Moreover, it is easy to see that the components of this vector sum up to 1. □

6. THE NOISY M/E2/1 QUEUE

One of the main contributions of our work is that it does not require the spectrum of $F(z)$ to be semi-simple, i.e., that the algebraic multiplicities of all of its eigenvalues are not larger than their geometric multiplicities. The aim of this section is to show that a non-semi-simple spectrum may arise naturally. We do so by constructing non-trivial examples (that is, with $k \neq 0$).

Consider the M/E2/1 queue, that is a queuing system whose arrival process is given by a Poisson process with parameter $\lambda$ and whose service times are Erlang(2) distributed with mean $2/\mu$. The virtual workload of this queue can be analyzed by a Markovian arrival process having three states, with diffusion vector $\sigma = 0$, drift vector $a = (-1, 1, 1)$ and background transition rate matrix

$$Q = \begin{pmatrix} -\lambda & \lambda & 0 \\ 0 & -\mu & \mu \\ \mu & 0 & -\mu \end{pmatrix}.$$  

When in state 1 the MAP-queue coincides with the workload process of the M/E2/1 queue where the workload drains at rate $-1$ when it is positive. After an exponential time with mean $1/\lambda$, a new customer arrives and the queue jumps to state 2 where the workload is incremented by an independent exponential distributed amount with parameter $\mu$ corresponding to the first stage of the Erlang distribution (where the queue content cannot exceed $b$). After this, the environment jumps to state 3 where an equivalent and independent exponential amount of work is added corresponding to the second stage of the Erlang distribution (again truncated at $b$). Finally the system goes back to the state 1 where work is served at rate 1, etc.

We now slightly modify this example by adding a diffusion component when in state 1. In other words, we include a diffusion, with coefficient vector $\sigma = (\sigma, 0, 0)$. We call the resulting system a ‘noisy-M/E2/1 queue’. In particular we consider the special case when $\sigma = 1, \lambda = 3/100$ and $\mu = 3/5$, so that the matrix polynomial is given by

$$F(z) = \begin{pmatrix} a^2 - a & \frac{3}{100} & \frac{3}{100} & 0 \\ 0 & a & -\frac{3}{5} & \frac{3}{5} \\ \mu & 0 & a & -\frac{3}{5} \end{pmatrix},$$  

(35)
the asymptotic drift is negative, namely \( \kappa = -9/11 \), and the stationary distribution of the environment is given by the vector \( \pi = (10/11, 1/22, 1/22)^T \). We have that \( E^+ = \{1, 2, 3\} \) and \( E^- = \{1\} \), and the roots of \( \det(F(a)) \) are given by \( \{0, 2/5, 9/10, 9/10\} \), with \( 9/10 \) having algebraic multiplicity equal to 2 and geometric multiplicity equal to 1.

Trivially we have that \( \Lambda^- = (0), \Pi^- = (1, 1, 1)^T \), \( \pi_{\Lambda^-} = (1) \) and, by Proposition 5, the matrix \( V^- = \Pi^- \). Using (8) it is easy to verify that \( \Pi^+ = \Pi \) and

\[
\Lambda^+ = \begin{pmatrix} -1 & \frac{1}{3} & \frac{1}{3} \\ 0 & -\frac{3}{5} & \frac{3}{5} \\ \frac{3}{5} & 0 & -\frac{3}{5} \end{pmatrix}; \quad V^+ = \begin{pmatrix} \frac{1}{5} & -\frac{1}{2} & -\frac{5}{3} \\ 3 & -2 & \frac{20}{3} \\ 1 & 1 & 1 \end{pmatrix}; \quad \Gamma^+ = \begin{pmatrix} \frac{2}{5} & 0 & 0 \\ 0 & \frac{9}{10} & 1 \\ 0 & 0 & \frac{9}{10} \end{pmatrix},
\]

with \( \Lambda^+ = -V^+_+ \Gamma^+(V^+_+)^{-1} \). From (36) one can see that \((-1/2, -2, 1)^T, (-5/3, 20/3, 0)^T\) is a Jordan chain associated to the eigenvalue 9/10. It follows that a complete Jordan pair \((V, \Gamma)\) of \( F(x) \) is then given by

\[
V = \begin{pmatrix} 1 & \frac{1}{3} & -\frac{1}{2} & -\frac{5}{3} \\ 1 & 3 & -2 & \frac{20}{3} \\ 1 & 1 & 1 & 0 \end{pmatrix}; \quad \Gamma = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & \frac{2}{5} & 0 & 0 \\ 0 & 0 & \frac{9}{10} & 1 \\ 0 & 0 & 0 & \frac{9}{10} \end{pmatrix}.
\]

Applying Theorem 6 we get \( \ell_2, \ell_3 = 0 \) and

\[
(u_1, u_2, u_3, \ell_3) = \left( 1 \frac{1}{5} e^{2b/5} - \frac{1}{2} e^{9b/10} - \frac{5}{3} e^{9b/10} - \frac{1}{2} be^{9b/10} \\ 1 \frac{3}{5} e^{2b/5} -2 e^{9b/10} - \frac{20}{3} e^{9b/10} - 2be^{9b/10} \\ 1 e^{2b/5} e^{9b/10} be^{9b/10} \\ -1 - \frac{1}{3} \frac{1}{2} \frac{5}{3} \right) = \left( -\frac{9}{11}, 0, 0, 0 \right).
\]

Solving the system (38), we get the following loss rates as functions of the barrier level \( b \):

\[
u_1(b) = \frac{9 \left( 42 - 9b + 8e^{b/2} \right)}{11 \left( -32 + 9b - 18e^{b/2} + 50e^{9b/10} \right)}, \quad \ell_1(b) = \frac{450}{11 \left( 50 + e^{-9b/10} \left( -32 + 9b - 18e^{b/2} \right) \right)};
\]

\[
u_2(b) = \frac{9 \left( 4 - 3b + 4e^{b/2} \right)}{22 \left( -32 + 9b - 18e^{b/2} + 50e^{9b/10} \right)}, \quad \ell_2(b) = 0,
\]
Two-Sided Reflection of Markov-Modulated Brownian Motion

\[ u_3(b) = \frac{9(-3b + 16(-1 + e^{b/2}))}{22(-32 + 9b - 18e^{b/2} + 50e^{b/10})}, \quad l_3(b) = 0. \]

One can prove that for any \( \mu > 1/2 \) it is possible to obtain one root with algebraic multiplicity exceeding the geometric multiplicity by choosing

\[ \lambda(\mu) = \frac{44\mu^2 - 16\mu - 1 + \sqrt{(10\mu - 1)^2(2\mu - 1)}}{8} \]  

(39)

and that in general such a condition exists, for some region of the parameter space, for any value of \( \sigma > 0 \). This situation can be dealt with in the way demonstrated above.
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