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ABSTRACT: The results of a search for charged Higgs bosons are presented. The analysis is based on 4.6 fb$^{-1}$ of proton-proton collision data at $\sqrt{s} = 7$ TeV collected by the ATLAS experiment at the Large Hadron Collider, using top quark pair events with a $\tau$ lepton in the final state. The data are consistent with the expected background from Standard Model processes. Assuming that the branching ratio of the charged Higgs boson to a $\tau$ lepton and a neutrino is 100%, this leads to upper limits on the branching ratio of top quark decays to a $b$ quark and a charged Higgs boson between 5% and 1% for charged Higgs boson masses ranging from 90 GeV to 160 GeV, respectively. In the context of the $m^\text{max}_h$ scenario of the MSSM, tan $\beta$ above 12–26, as well as between 1 and 2–6, can be excluded for charged Higgs boson masses between 90 GeV and 150 GeV.
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1 Introduction

Charged Higgs bosons ($H^+, H^-$) are predicted by several non-minimal Higgs scenarios, such as Two Higgs Doublet Models (2HDM) [1] or models containing Higgs triplets [2–6]. As the Standard Model (SM) does not contain any elementary charged scalar particle, the observation of a charged Higgs boson$^1$ would clearly indicate new physics beyond the SM. For instance, supersymmetric models predict the existence of charged Higgs bosons. In a type-II 2HDM, such as the Higgs sector of the Minimal Supersymmetric extension of the Standard Model (MSSM) [7–11], the main $H^+$ production mode at the Large Hadron Collider (LHC) is through top quark decays $t \rightarrow bH^+$, for charged Higgs boson masses ($m_{H^+}$) smaller than the top quark mass ($m_{\text{top}}$). The dominant source of top quarks at the LHC is through $t \bar{t}$ production. The cross section for $H^+$ production from single top quark events is much smaller and is not considered here. For $\tan \beta > 2$, where $\tan \beta$ is the ratio of the vacuum expectation values of the two Higgs doublets, the charged Higgs boson decay via $H^+ \rightarrow \tau \nu$ is dominant and remains sizeable for $1 < \tan \beta < 2$ [12]. In this paper, $\mathcal{B}(H^+ \rightarrow \tau \nu) = 100\%$ is assumed, unless otherwise specified. Under this assumption, the combined LEP lower limit for the charged Higgs boson mass is about 90 GeV [13]. The Tevatron experiments placed upper limits on $\mathcal{B}(t \rightarrow bH^+)$ in the 15–20% range for $m_{H^+} < m_{\text{top}}$ [14, 15].

This paper describes a search for charged Higgs bosons with masses in the range 90–160 GeV, using $t \bar{t}$ events with a leptonically or hadronically decaying $\tau$ lepton in the final state, i.e. with the topology shown in figure 1. Charged Higgs bosons are searched for in a model-independent way, hence exclusion limits are given in terms of $\mathcal{B}(t \rightarrow bH^+)$, as well as in the $m_h^{\text{max}}$ scenario [16] of the MSSM. The results are based on 4.6 fb$^{-1}$ of data from $pp$ collisions at $\sqrt{s} = 7$ TeV, collected in 2011 with the ATLAS experiment [17] at the LHC. Three final states, which are expected to yield the highest sensitivity, are analysed:

- lepton+jets: $t \bar{t} \rightarrow b\bar{b}WH^+ \rightarrow b\bar{b}(q\bar{q'})(\tau\nu\ell\nu)$, i.e. $W$ decays hadronically and $\tau$ decays into an electron or a muon, with two neutrinos;

- $\tau$+lepton: $t \bar{t} \rightarrow b\bar{b}WH^+ \rightarrow b\bar{b}(\nu\ell')(\tau\nu\ell)$, i.e. $W$ decays leptonically (with $l = e, \mu$) and $\tau$ decays hadronically;

- $\tau$+jets: $t \bar{t} \rightarrow b\bar{b}WH^+ \rightarrow b\bar{b}(q\bar{q'})(\tau\nu\ell)$, i.e. both $W$ and $\tau$ decay hadronically.

In section 2, the data and simulated samples used in this analysis are described. In section 3, the reconstruction of physics objects in ATLAS is discussed. Sections 4–6 present results obtained in the lepton+jets, $\tau$+lepton and $\tau$+jets channels, respectively. Systematic uncertainties are discussed in section 7, before exclusion limits in terms of $\mathcal{B}(t \rightarrow bH^+)$ and $\tan \beta$ are presented in section 8. Finally, a summary is given in section 9.

$^1$In the following, charged Higgs bosons are denoted $H^+$, with the charge-conjugate $H^-$ always implied. Hence, $\tau$ denotes a positively charged $\tau$ lepton.
2 Data and simulated events

The ATLAS detector [17] consists of an inner tracking detector with a coverage in pseudorapidity\(^2\) up to \(|\eta| = 2.5\), surrounded by a thin 2 T superconducting solenoid, a calorimeter system extending up to \(|\eta| = 4.9\) for the detection of electrons, photons and hadronic jets, and a large muon spectrometer extending up to \(|\eta| = 2.7\) that measures the deflection of muon tracks in the field of three superconducting toroid magnets. A three-level trigger system is used. The first level trigger is implemented in hardware, using a subset of detector information to reduce the event rate to a design value of at most 75 kHz. This is followed by two software-based trigger levels, which together reduce the event rate to about 300 Hz.

Only data taken with all ATLAS sub-systems operational are used; this results in an integrated luminosity of \(4.6 \text{ fb}^{-1}\) for the 2011 data-taking period. The integrated luminosity has an uncertainty of 3.9%, measured as described in refs. [18, 19] and based on the whole 2011 dataset. Following basic data quality checks, further event cleaning is performed by demanding that no jet is consistent with having originated from instrumental effects, such as large noise signals in one or several channels of the hadronic end-cap calorimeter, coherent noise in the electromagnetic calorimeter, or non-collision backgrounds. In addition, events are discarded if the reconstructed vertex with the largest sum of squared track momenta has fewer than five associated tracks with transverse momenta \(p_T > 400\) MeV.

The background processes that enter this search include the SM pair production of top quarks \(t\bar{t} \rightarrow b\bar{b}W^+W^-\), as well as the production of single top quark, \(W^+\)jets, \(Z/\gamma^*\) + jets, diboson and multi-jet events. Data-driven methods are used in order to estimate the multi-jet background, as well as the backgrounds with intrinsic missing transverse momentum where electrons or jets are misidentified as hadronically decaying \(\tau\) leptons. The modelling of SM \(t\bar{t}\) and single top quark events is performed with MC@NLO [20], except for the

\(^2\)ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the \(z\)-axis along the beam pipe. The \(x\)-axis points from the IP to the centre of the LHC ring, and the \(y\)-axis points upwards. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \(\phi\) being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle \(\theta\) as \(\eta = -\ln\tan(\theta/2)\).
Table 1. Cross sections for the simulated processes and generators used to model them.

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>Cross section [pb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM $t\bar{t}$ with at least one lepton $\ell = e, \mu, \tau$</td>
<td>MC@NLO [20]</td>
<td>91 [26]</td>
</tr>
<tr>
<td>Single top quark $t$-channel (with $\ell$)</td>
<td>AcerMC [21]</td>
<td>21 [27]</td>
</tr>
<tr>
<td>Single top quark $s$-channel (with $\ell$)</td>
<td>MC@NLO [20]</td>
<td>1.5 [28]</td>
</tr>
<tr>
<td>Single top quark $Wt$-channel (inclusive)</td>
<td>MC@NLO [20]</td>
<td>16 [29]</td>
</tr>
<tr>
<td>$W \rightarrow \ell\nu$</td>
<td>ALPGEN [31]</td>
<td>$3.1 \times 10^4$ [33]</td>
</tr>
<tr>
<td>$Z/\gamma^* \rightarrow \ell\ell$ with $m(\ell\ell) &gt; 10$ GeV</td>
<td>ALPGEN [31]</td>
<td>$1.5 \times 10^4$ [34]</td>
</tr>
<tr>
<td>$WW$</td>
<td>HERWIG [23]</td>
<td>17 [35]</td>
</tr>
<tr>
<td>$ZZ$</td>
<td>HERWIG [23]</td>
<td>1.3 [35]</td>
</tr>
<tr>
<td>$WZ$</td>
<td>HERWIG [23]</td>
<td>5.5 [35]</td>
</tr>
<tr>
<td>$H^+$ signal with $B(t \rightarrow bH^+) = 5%$</td>
<td>PYTHIA [25]</td>
<td>16</td>
</tr>
</tbody>
</table>

$t$-channel single top quark production where AcerMC [21] is used. The top quark mass is set to 172.5 GeV and the set of parton distribution functions used is CT10 [22]. For the events generated with MC@NLO, the parton shower, hadronisation and underlying event are added using HERWIG [23] and JIMMY [24]. PYTHIA [25] is instead used for events generated with AcerMC. Inclusive cross sections are taken from the approximate next-to-next-to-leading-order (NNLO) predictions for $t\bar{t}$ production [26], for single top quark production in the $t$-channel and $s$-channel [27, 28], as well as for $Wt$ production [29]. Overlaps between $Wt$ and SM $t\bar{t}$ final states are removed [30]. Single vector boson ($W$ and $Z/\gamma^*$) production is simulated with ALPGEN [31] interfaced to HERWIG and JIMMY, using CTEQ6.1 [32] parton distribution functions. The additional partons produced in the matrix element part of the event generation can be light partons or heavy quarks. In the latter case, dedicated samples with matrix elements for the production of massive $b\bar{b}$ or $c\bar{c}$ pairs are used. Diboson events ($WW$, $WZ$ and $ZZ$) are generated using HERWIG. The cross sections are normalised to NNLO predictions for $W$ and $Z/\gamma^*$ production [33, 34] and to next-to-leading-order (NLO) predictions for diboson production [35].

The SM background samples are summarised in table 1. In addition, three types of signal samples are produced with PYTHIA for 90 GeV $< m_{H^+} < 160$ GeV: $t\bar{t} \rightarrow b\bar{b}H^+W^-$, $t\bar{t} \rightarrow b\bar{b}H^+W^-$ and $t\bar{t} \rightarrow b\bar{b}H^+H^-$, where the charged Higgs bosons decay as $H^+ \rightarrow \tau\nu$. The cross section for each of these three processes depends only on the total $t\bar{t}$ production cross section (167 pb) and the branching ratio $B(t \rightarrow bH^+)$. TAUOLA [36] is used for $\tau$ decays, and PHOTOS [37] is used for photon radiation from charged leptons.

The event generators are tuned in order to describe the ATLAS data. The parameter sets AUET2 [38] and AUET2B [39] are used for events for which hadronisation is simulated using HERWIG/JIMMY and PYTHIA, respectively. To take into account the presence of multiple interactions (around nine, on average) occurring in the same and neighbouring
bunch crossings (referred to as pile-up), simulated minimum bias events are added to the hard process in each generated event. Prior to the analysis, simulated events are reweighted in order to match the distribution of the average number of pile-up interactions in the data. All generated events are propagated through a detailed GEANT4 simulation \cite{40, 41} of the ATLAS detector and are reconstructed with the same algorithms as the data.

3 Physics object reconstruction

3.1 Electrons

Electrons are reconstructed by matching clustered energy deposits in the electromagnetic calorimeter to tracks reconstructed in the inner detector. The electron candidates are required to meet quality requirements based on the expected shower shape \cite{42}, to have a transverse energy $E_T > 20$ GeV and to be in the fiducial volume of the detector, $|\eta| < 2.47$ (the transition region between the barrel and end-cap calorimeters, $1.37 < |\eta| < 1.52$, is excluded). Additionally, $E_T$ and $\eta$-dependent calorimeter (tracking) isolation requirements are imposed in a cone with a radius\footnote{$\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$, where $\Delta \eta$ is the difference in pseudorapidity of the two objects in question, and $\Delta \phi$ is the difference between their azimuthal angles.} $\Delta R = 0.2$ (0.3) around the electron position, excluding the electron object itself, with an efficiency of about 90% for true isolated electrons.

3.2 Muons

Muon candidates are required to contain matching inner detector and muon spectrometer tracks \cite{43}, as well as to have $p_T > 15$ GeV and $|\eta| < 2.5$. Only isolated muons are accepted by requiring that the transverse energy deposited in the calorimeters (the transverse momentum of the inner detector tracks) in a cone of radius $\Delta R = 0.2$ (0.3) around the muon amounts to less than 4 GeV (2.5 GeV). The energy and momentum of the muon are excluded from the cone when applying these isolation requirements.

3.3 Jets

Jets are reconstructed using the anti-$k_T$ algorithm \cite{44, 45} with a size parameter value of $R = 0.4$. The jet finder uses reconstructed three-dimensional, noise-suppressed clusters of calorimeter cells \cite{46}. Jets are calibrated to the hadronic energy scale with correction factors based on simulation \cite{47, 48}. A method that allows for the identification and selection of jets originating from the hard-scatter interaction through the use of tracking and vertexing information is used \cite{49}. This is referred to as the “Jet Vertex Fraction” (JVF), defined as the fraction of the total momentum of the charged particle tracks associated to the jet which belongs to tracks that are also compatible with the primary vertex. By convention, jets with no associated tracks are assigned a JVF value of $-1$ in order to keep a high efficiency for jets at large values of $\eta$, outside the range of the inner tracking detectors. The jet selection based on this discriminant is shown to be insensitive to pile-up. A requirement of $|\text{JVF}| > 0.75$ is placed on all jets during event selection. In order to identify the jets initiated by $b$ quarks, an algorithm is used that combines impact-parameter information...
with the explicit determination of a secondary vertex [50]. A working point is chosen that corresponds to an average efficiency of about 70% for $b$ jets with $p_T > 20$ GeV in $t\bar{t}$ events and a light-quark jet rejection factor of about 130. Since the $b$-tagger relies on the inner tracking detectors, the acceptance region for jets is restricted to $|\eta| < 2.4$.

3.4 $\tau$ jets

In order to reconstruct hadronically decaying $\tau$ leptons, anti-$k_t$ jets with either one or three associated tracks reconstructed in the inner detector and depositing $E_T > 10$ GeV in the calorimeter are considered as $\tau$ candidates [51]. Dedicated algorithms are used in order to reject electrons and muons. Hadronic $\tau$ decays are identified using a likelihood criterion designed to discriminate against quark- and gluon-initiated jets by using the shower shape and tracking variables as inputs. A working point with an efficiency of about 30% for hadronically decaying $\tau$ leptons with $p_T > 20$ GeV in $Z \rightarrow \tau\tau$ events is chosen, leading to a rejection factor of about 100–1000 for jets. The rejection factor depends on the $p_T$ and $\eta$ of the candidate and the number of associated tracks. The $\tau$ candidates are further required to have a visible transverse momentum of at least 20 GeV and to be within $|\eta| < 2.3$. The selected $\tau$ candidates are henceforth referred to as “$\tau$ jets”.

3.5 Removal of geometric overlaps between objects

When candidates selected using the criteria above overlap geometrically, the following procedures are applied, in this order: muon candidates are rejected if they are found within $\Delta R < 0.4$ of any jet with $p_T > 25$ GeV; a $\tau$ jet is rejected if found within $\Delta R < 0.2$ of a selected muon or electron; jets are removed if they are within $\Delta R < 0.2$ of a selected $\tau$ object or electron.

3.6 Missing transverse momentum

The missing transverse momentum and its magnitude $E_{T}^{\text{miss}}$ [52] are reconstructed from three-dimensional, noise-suppressed clusters of cells in the calorimeter and from muon tracks reconstructed in the muon spectrometer and the inner tracking detectors. Clusters of calorimeter cells belonging to jets (including $\tau$ jets) with $p_T > 20$ GeV are calibrated to the hadronic energy scale. Calorimeter cells not associated with any object are also taken into account and they are calibrated at the electromagnetic energy scale. In order to deal appropriately with the energy deposited by muons in the calorimeters, the contributions of muons to $E_{T}^{\text{miss}}$ are calculated differently for isolated and non-isolated muons.

4 Analysis of the lepton+jets channel

This analysis relies on the detection of lepton+jets decays of $t\bar{t}$ events, where the charged lepton $l$ (electron or muon) arises from $H^+ \rightarrow \tau_{\text{lep}} \nu$, while the jets arise from a hadronically decaying $W$ boson, i.e. $t\bar{t} \rightarrow b\bar{b}W H^+ \rightarrow b\bar{b}(q\bar{q})(\tau_{\text{lep}}\nu)$. 
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4.1 Event selection

The lepton+jets analysis uses events passing a single-lepton trigger with an $E_T$ threshold of 20–22 GeV for electrons\footnote{The electron trigger threshold was increased from 20 GeV to 22 GeV towards the end of data-taking in 2011.} and a $p_T$ threshold of 18 GeV for muons. These thresholds are low enough to guarantee that electrons and muons chosen for the analysis are in the plateau region of the trigger-efficiency curve. In addition, to select a sample of lepton+jets events enriched in $t\bar{t}$ candidates, the following requirements are applied:

- exactly one lepton having $E_T > 25$ GeV (electron) or $p_T > 20$ GeV (muon) and matched to the corresponding trigger object, with neither a second lepton nor a $\tau$ jet in the event;
- at least four jets having $p_T > 20$ GeV, with exactly two of them being $b$-tagged;
- $E_{\text{miss}}^{\text{miss}} > 40$ GeV and, in order to discriminate between $E_{\text{miss}}^{\text{miss}}$ arising from isolated neutrinos and from poorly reconstructed leptons, this requirement is tightened to $E_{\text{T}}^{\text{miss}} \times |\sin \Delta \phi_{l,\text{miss}}| > 20$ GeV if the azimuthal angle $\Delta \phi_{l,\text{miss}}$ between the lepton and $E_{\text{T}}^{\text{miss}}$ is smaller than $\pi/6$.

Having selected a lepton+jets sample enriched in $t\bar{t}$ candidates, jets must be assigned correctly to the decay products of each $W$ boson (with a mass $m_W = 80.4$ GeV) and top quark. In particular, the hadronic side of the event is identified by selecting the combination of one $b$-tagged jet ($b$) and two untagged jets ($j$) that minimises:

$$\chi^2 = \frac{(m_{jjb} - m_{\text{top}})^2}{\sigma_{\text{top}}^2} + \frac{(m_{jj} - m_W)^2}{\sigma_W^2},$$

(4.1)

where $\sigma_{\text{top}} = 17$ GeV and $\sigma_W = 10$ GeV are the widths of the reconstructed top quark and $W$ boson mass distributions, as measured in simulated $t\bar{t}$ events. Using information about the correctly identified combinations in the generated events, the jet assignment efficiency is found to be 72%. Events with $\chi^2 > 5$ are rejected in order to select well-reconstructed hadronic top quark candidates.

4.2 Data-driven estimation of backgrounds with misidentified leptons

While the ATLAS lepton identification gives a very pure sample of candidates, there is a non-negligible contribution from non-isolated leptons arising from the semileptonic decay of hadrons containing $b$ or $c$ quarks, from the decay-in-flight of $\pi^\pm$ or $K$ mesons and, in the case of misidentified electron objects, from the reconstruction of $\pi^0$ mesons, photon conversions or shower fluctuations. All leptons coming from such mechanisms are referred to as misidentified leptons, as opposed to truly isolated leptons (e.g. from the prompt decay of $W$ or $Z$ bosons), which are referred to as real leptons. The data-driven estimation of the number of misidentified leptons passing the lepton selections of sections 3.1 and 3.2 is based on exploiting differences in the lepton identification between real and misidentified
electrons or muons. Two data samples are defined, which differ only in the lepton identification criteria. The tight sample contains mostly events with real leptons and uses the same lepton selection as in the analysis. The loose sample contains mostly events with misidentified leptons. This latter sample is obtained by loosening the isolation and identification requirements for the leptons. For loose electrons, the isolation requirements have an efficiency of about 98% for true isolated electrons, compared to 90% in the tight sample. For loose muons, the isolation requirement is removed. By construction, the tight sample is therefore a subset of the loose sample.

Let $N^L_r$ and $N^L_m$ ($N^T_r$ and $N^T_m$) be the number of events containing real and misidentified leptons, respectively, passing a loose (tight) selection. The numbers of events containing one loose or tight lepton are given by:

$$N^L = N^L_m + N^L_r, \quad (4.2)$$
$$N^T = N^T_m + N^T_r. \quad (4.3)$$

Defining $p_r$ and $p_m$ as:

$$p_r = \frac{N^T_r}{N^L_r} \quad \text{and} \quad p_m = \frac{N^T_m}{N^L_m}, \quad (4.4)$$

the number of misidentified leptons passing the tight selection $N^T_m$ can then be written as:

$$N^T_m = \frac{p_m}{p_r - p_m} (p_r N^L_r - N^T). \quad (4.5)$$

The main ingredients of this data-driven method are thus the relative efficiencies $p_r$ and $p_m$ for a real or a misidentified lepton, respectively, to be detected as a tight lepton. The lepton identification efficiency $p_r$ is measured using a tag-and-probe method on $Z \to ll$ data events with a dilepton invariant mass between 86 GeV and 96 GeV, where one lepton is required to fulfill tight selection criteria. The rate at which the other lepton passes the same tight selection criteria defines $p_r$. The average values of the electron and muon identification efficiencies are 80% and 97%, respectively. On the other hand, a control sample with misidentified leptons is selected by considering events in the data with exactly one lepton passing the loose criteria. In order to select events dominated by multi-jet production, $E_T^{\text{miss}}$ is required to be between 5 GeV and 20 GeV. Residual true leptons contribute at a level below 10% and are subtracted from this sample using simulation. After this subtraction, the rate at which a loose lepton passes tight selection criteria defines the misidentification rate $p_m$. The average values of the electron and muon misidentification probabilities are 18% and 29%, respectively. In the final parameterisation of $p_r$ and $p_m$, dependencies on the pseudorapidity of the lepton, its distance $\Delta R$ to the nearest jet and the leading jet $p_T$ are taken into account.

### 4.3 Reconstruction of discriminating variables after the selection cuts

The analysis uses two variables that discriminate between leptons produced in $\tau \to l\nu\nu_\tau$ and leptons coming directly from $W$ boson decays. The first discriminating variable is the
invariant mass $m_{b\ell}$ of the $b$ jet and the charged lepton $l$ coming from the same top quark candidate, or more conveniently, $\cos \theta^*_l$ defined as:

$$
\cos \theta^*_l = \frac{2m^2_{b\ell}}{m^2_{\text{top}} - m^2_W} - 1 \simeq \frac{4p^b \cdot p^l}{m^2_{\text{top}} - m^2_W} - 1. \quad (4.6)
$$

Both $m^2_b$ and $m^2_{\ell}$ are neglected, hence $m^2_{b\ell} \simeq 2p^b \cdot p^l$, where $p^b$ and $p^l$ are the four-momenta of the $b$ jet and of the charged lepton $l$, respectively. The presence of a charged Higgs boson in a leptonic top quark decay reduces the invariant product $p^b \cdot p^l$, when compared to $W$-mediated top quark decays, leading to $\cos \theta^*_l$ values closer to $-1$.

The second discriminating variable is the transverse mass $m^H_T$ [53], obtained by fulfilling the constraint $(p^{\text{miss}} + p^l + p^b)^2 = m^2_{\text{top}}$ on the leptonic side of lepton+jets $t\bar{t}$ events. More than one neutrino accounts for the invisible four-momentum $p^{\text{miss}}$ and its transverse component $p^\tau_{\text{miss}}$. By construction, $m^H_T$ gives an event-by-event lower bound on the mass of the leptonically decaying charged ($W$ or Higgs) boson produced in the top quark decay, and it can be written as:

$$
(m^H_T)^2 = \left( \sqrt{m^2_{\text{top}}} + (p^\tau_T + p^b + p^{\text{miss}}_T)^2 - p^b_T \right)^2 - \left( p^\tau_T + p^{\text{miss}}_T \right)^2. \quad (4.7)
$$

The $\cos \theta^*_l$ distribution measured in the data is shown in figure 2a, superimposed on the predicted background, determined with a data-driven method for the multi-jet background and simulation for the other SM backgrounds. In the presence of a charged Higgs boson in the top quark decays, with a branching ratio $B(t \to bH^+)$, the contribution of $t\bar{t} \to b\bar{b}W^+W^-$ events in the background is scaled according to this branching ratio. A control region enriched in $t\bar{t} \to b\bar{b}W^+W^-$ events is defined by requiring $-0.2 < \cos \theta^*_l < 1$. In section 8, this sample is used to fit the branching ratio $B(t \to bH^+)$ and the product of the cross section $\sigma_{bWW}$, the luminosity, the selection efficiency and acceptance for $t\bar{t} \to b\bar{b}W^+W^-$, simultaneously with the likelihood for the signal estimation. In turn, this ensures that the final results, and in particular the upper limit on $B(t \to bH^+)$, are independent of the assumed theoretical production cross section for $t\bar{t}$. With a branching fraction $B(t \to bH^+) = 5\%$, the signal contamination in the control region would range from 1.3% for $m_{H^+} = 90$ GeV to 0.4% for $m_{H^+} = 160$ GeV. The signal region is defined by requiring $\cos \theta^*_l < -0.6$ and $m^W_T < 60$ GeV, where:

$$
m^W_T = \sqrt{2p^l_T E^\tau_T(1 - \cos \Delta \phi_{l,\text{miss}})}.
$$

This is done in order to suppress the background from events with a $W$ boson decaying directly into electrons or muons. For events in the signal region, $m^H_T$, shown in figure 2b, is used as a discriminating variable to search for charged Higgs bosons. Table 2 lists the contributions to the signal region of the SM processes and of $t\bar{t}$ events with at least one decay $t \to bH^+$, assuming $m_{H^+} = 130$ GeV and $B(t \to bH^+) = 5\%$. When including signal in the prediction, the simulated SM $t\bar{t}$ contribution is scaled according to this branching ratio. The data are consistent with the predicted SM background and no significant deformation of the $m^H_T$ distribution is observed.
Table 2. Expected event yields in the signal region of the lepton+jets final state, and comparison with 4.6 fb$^{-1}$ of data. A cross section of 167 pb is assumed for the SM $t\bar{t}$ background. The numbers shown in the last two rows, for a hypothetical $H^+$ signal with $m_{H^+} = 130$ GeV, are obtained with $B(t \to bH^+) = 5\%$. Both statistical and systematic uncertainties are shown, in this order.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Event yield (lepton+jets)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>840 $\pm$ 20 $\pm$ 150</td>
</tr>
<tr>
<td>Single top quark</td>
<td>28 $\pm$ 2 $^{+8}_{-6}$</td>
</tr>
<tr>
<td>$W$+jets</td>
<td>14 $\pm$ 3 $^{+6}_{-3}$</td>
</tr>
<tr>
<td>$Z$+jets</td>
<td>2.1 $\pm$ 0.7 $^{+1.2}_{-0.4}$</td>
</tr>
<tr>
<td>Diboson</td>
<td>0.5 $\pm$ 0.1 $\pm$ 0.2</td>
</tr>
<tr>
<td>Misidentified leptons</td>
<td>55 $\pm$ 10 $\pm$ 20</td>
</tr>
<tr>
<td>All SM backgrounds</td>
<td>940 $\pm$ 22 $\pm$ 150</td>
</tr>
<tr>
<td>Data</td>
<td>933</td>
</tr>
<tr>
<td>$t \to bH^+$ (130 GeV)</td>
<td>120 $\pm$ 4 $\pm$ 25</td>
</tr>
<tr>
<td>Signal+background</td>
<td>990 $\pm$ 21 $\pm$ 140</td>
</tr>
</tbody>
</table>

Figure 2. Distribution of (a) $\cos \theta^*_l$ and (b) $m_T^H$, in the signal region ($\cos \theta^*_l < -0.6, m_T^H < 60$ GeV) for the latter. The dashed line corresponds to the SM-only hypothesis and the hatched area around it shows the total uncertainty for the SM backgrounds, where “Others” refers to the contribution of all SM processes except $t\bar{t} \to bbW^+W^-$. The solid line shows the predicted contribution of signal+background in the presence of a 130 GeV charged Higgs boson, assuming $B(t \to bH^+) = 5\%$ and $B(H^+ \to \tau\nu) = 100\%$. The light area below the solid line corresponds to the contribution of the $H^+$ signal, stacked on top of the scaled $t\bar{t} \to bbW^+W^-$ background and other SM processes.
5 Analysis of the $\tau$+lepton channel

This analysis relies on the detection of $\tau$+lepton decays of $t\bar{t}$ events, where the hadronically decaying $\tau$ lepton arises from $H^+ \rightarrow \tau_{\text{had}}\nu$, while an electron or muon comes from the decay of the $W$ boson, i.e. $t\bar{t} \rightarrow b\bar{b}WH^+ \rightarrow b\bar{b}(l\nu)(\tau_{\text{had}}\nu)$.

5.1 Event selection

The $\tau$+lepton analysis relies on the same single-lepton trigger signatures as the lepton+jets analysis presented in section 4. In order to select $\tau$+lepton events, the following requirements are made:

- exactly one lepton, having $E_T > 25$ GeV (electron) or $p_T > 20$ GeV (muon) and matched to the corresponding trigger object, and no other electron or muon;
- exactly one $\tau$ jet having $p_T > 20$ GeV and an electric charge opposite to that of the lepton;
- at least two jets having $p_T > 20$ GeV, including at least one $b$-tagged jet;
- $\sum p_T > 100$ GeV in order to suppress multi-jet events, where $\sum p_T$ is the sum of the transverse momenta of all tracks associated with the primary vertex. Tracks entering the sum must pass quality cuts on the number of hits and have $p_T > 1$ GeV. As this variable is based on tracks from the primary vertex (as opposed to energy deposits in the calorimeter), it is robust against pile-up.

$E^\text{miss}_T$ is used as the discriminating variable to distinguish between SM $t\bar{t}$ events and those where top quark decays are mediated by a charged Higgs boson, in which case the neutrinos are likely to carry away more energy.

5.2 Data-driven estimation of backgrounds with misidentified leptons

The estimation of the backgrounds with misidentified leptons uses the data-driven method described in section 4.2. When implementing the method, the dependence of real and misidentification rates on the $b$-tagged jet multiplicity are taken into account, as well as the requirement for one $\tau$ jet (instead of a $\tau$ jet veto).

5.3 Backgrounds with electrons and jets misidentified as $\tau$ jets

The background with electrons misidentified as $\tau$ jets is estimated using a $Z \rightarrow ee$ control region in the data [51], where one electron is reconstructed as a $\tau$ jet. The measured misidentification probabilities, which have an average value of 0.2%, are then applied to all simulated events in the $\tau$+lepton analysis. Simulation studies show that this application is valid, as the misidentification probabilities for $Z \rightarrow ee$ and $t\bar{t}$ events are similar.

A data-driven method applied to a control sample enriched in $W$+jets events is used to measure the probability for a jet to be misidentified as a hadronically decaying $\tau$ lepton. This measured probability is used to predict the yield of background events due to jet → $\tau$ misidentification. Like jets from the hard process in the dominant $t\bar{t}$ background, jets in the
control sample originate predominantly from quarks instead of gluons. The main difference between \(t\bar{t}\) and \(W^{+}\text{-jets}\) events is the different fraction of \(b\) jets, which is smaller in \(W^{+}\text{-jets}\) events. However, the probability for a \(b\) jet to be misidentified as a \(\tau\) jet is smaller than the corresponding probability for a light-quark jet, because the average track multiplicity is higher for \(b\) jets. Moreover, the visible mass measurement used in the \(\tau\) identification provides further discrimination between \(b\) jets and \(\tau\) jets. Differences in jet composition (e.g. the ratio of gluons to quarks) between \(t\bar{t}\) and \(W^{+}\text{-jets}\), assessed using simulation, are taken into account as systematic uncertainties. These also cover the dependence of the probability on whether a \(b\) jet or a light-quark jet is misidentified as a \(\tau\) jet. Events in the control region are required to pass the same single-lepton trigger, data quality and lepton requirements as in the \(\tau^{+}\text{-lepton}\) event selection. Additionally, a \(\tau\) candidate and \(E^{\text{miss}}_{T} > 40\) GeV are required, and events with \(b\)-tagged jets are vetoed. Simulated events with a true \(\tau\) contribute at a level below 0.5% and are subtracted. The \(\tau\) candidates are required to have \(p_{T} > 20\) GeV, \(|\eta| < 2.3\), and cannot be within \(\Delta R = 0.2\) of any electron or muon. They are also not required to pass \(\tau\) identification. The \(\text{jet} \to \tau\) misidentification probability is defined as the number of objects passing the full \(\tau\) identification divided by the number prior to requiring identification. This misidentification probability is evaluated separately for \(\tau\) candidates with one or three associated tracks (the corresponding average values are about 7% and 2%, respectively) and, in addition, it is measured as a function of both \(p_{T}\) and \(\eta\).

In order to predict the background for the charged Higgs boson search, the measured \(\text{jet} \to \tau\) misidentification probability is applied to simulated \(t\bar{t}\), single top quark, \(W^{+}\text{-jets}\), \(Z/\gamma^{*}\text{-jets}\) and diboson events, all of which are required to pass the full event selection except for the \(\tau\) identification. For these events, \(\tau\) candidates not overlapping with a true \(\tau\) lepton or a true electron, but otherwise fulfilling the same requirements as in the denominator of the misidentification probability, are identified. Each of them is considered separately to be potentially misidentified as a \(\tau\) jet. In order to avoid counting the same object twice, each jet that corresponds to a \(\tau\) candidate is removed from the event. The number of reconstructed jets and the number of \(b\)-tagged jets are adjusted accordingly. If, after taking this into consideration, the event passes the \(\tau^{+}\text{-lepton}\) selection, it is counted as a background event with a weight given by the misidentification probability corresponding to the \(p_{T}\) and \(\eta\) of the \(\tau\) candidate. The predicted numbers of events from this data-driven method and from simulation are shown in table 3. The backgrounds arising from the \(\text{jet} \to \tau\) misidentification are not well modelled in simulation, which is why they are estimated using data-driven methods.

### 5.4 Event yields and \(E^{\text{miss}}_{T}\) distribution after the selection cuts

Table 4 shows the expected number of background events for the SM-only hypothesis and the observation in the data. The total number of predicted events (signal+background) in the presence of a 130 GeV charged Higgs boson with \(\mathcal{B}(t \to bH^{+}) = 5\%\) is also shown. The \(\tau^{+}\text{-lepton}\) analysis relies on the theoretical \(t\bar{t}\) production cross section \(\sigma_{t\bar{t}} = 167^{+17}_{-18} \text{ pb} [26]\) for the background estimation. In the presence of a charged Higgs boson in the top quark decays, with a branching ratio \(\mathcal{B}(t \to bH^{+})\), the contributions of \(t\bar{t} \to b\bar{b}W^{+}W^{-}\) events in the backgrounds with true or misidentified \(\tau\) jets are scaled according to this branching
### Table 3.
Application of the misidentification probability obtained from $W$+jets events in the data, for the $\tau$-lepton channel. The predictions of the background contributions based on data-driven misidentification probabilities and on simulation are given, with statistical uncertainties only. In both cases, all top quarks are assumed to decay via $t \rightarrow bW$.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Data-driven method [events]</th>
<th>Simulation [events]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>$900 \pm 15$</td>
<td>$877 \pm 6$</td>
</tr>
<tr>
<td>$W$+jets</td>
<td>$150 \pm 3$</td>
<td>$145 \pm 9$</td>
</tr>
<tr>
<td>Single top quark</td>
<td>$81 \pm 1$</td>
<td>$61 \pm 2$</td>
</tr>
<tr>
<td>$Z/\gamma^*$+jets</td>
<td>$44 \pm 1$</td>
<td>$69 \pm 4$</td>
</tr>
<tr>
<td>Diboson</td>
<td>$6 \pm 1$</td>
<td>$8 \pm 1$</td>
</tr>
</tbody>
</table>

### Table 4.
Expected event yields after all selection cuts in the $\tau$-lepton channel and comparison with 4.6 fb$^{-1}$ of data. The numbers in the last two rows, obtained for a hypothetical $H^+$ signal with $m_{H^+} = 130$ GeV, are obtained with $B(t \rightarrow bH^+) = 5\%$. All other rows assume $B(t \rightarrow bW) = 100\%$. Both statistical and systematic uncertainties are shown, in this order.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Event yield ($\tau$+lepton)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau + e$</td>
</tr>
<tr>
<td>True $\tau$-lepton</td>
<td>$430 \pm 14 \pm 59$</td>
</tr>
<tr>
<td>Misidentified jet $\rightarrow \tau$</td>
<td>$510 \pm 23 \pm 86$</td>
</tr>
<tr>
<td>Misidentified $e \rightarrow \tau$</td>
<td>$33 \pm 4 \pm 5$</td>
</tr>
<tr>
<td>Misidentified leptons</td>
<td>$39 \pm 10 \pm 20$</td>
</tr>
<tr>
<td>All SM backgrounds</td>
<td>$1010 \pm 30 \pm 110$</td>
</tr>
<tr>
<td>Data</td>
<td>$880$</td>
</tr>
<tr>
<td>$t \rightarrow bH^+$ (130 GeV)</td>
<td>$220 \pm 6 \pm 29$</td>
</tr>
<tr>
<td>Signal+background</td>
<td>$1160 \pm 30 \pm 100$</td>
</tr>
</tbody>
</table>

ratio. The background with correctly reconstructed $\tau$ jets is obtained with simulation. The data are found to be consistent with the expectation for the background-only hypothesis. The $E_T^{miss}$ distributions for the $\tau + e$ and $\tau + \mu$ channels, after all selection cuts are applied, are shown in figure 3.

### 6 Analysis of the $\tau$+jets channel

The analysis presented here relies on the detection of $\tau$+jets decays of $t\bar{t}$ events, where the hadronically decaying $\tau$ lepton arises from $H^+ \rightarrow \tau_{\text{had}}\nu$, while the jets come from a hadronically decaying $W$ boson, i.e. $t\bar{t} \rightarrow b\bar{b}WH^+ \rightarrow b\bar{b}(q\bar{q}')(\tau_{\text{had}}\nu)$. 

---
6.1 Event selection

The \( \tau \)+jets analysis uses events passing a \( \tau + E_T^{\text{miss}} \) trigger with a threshold of 29 GeV on the \( \tau \) object and 35 GeV on calorimeter-based \( E_T^{\text{miss}} \). The following requirements are applied, in this order:

- at least four jets (excluding \( \tau \) jets) having \( p_T > 20 \) GeV, of which at least one is \( b \)-tagged;
- exactly one \( \tau \) jet with \( p_T^{\tau} > 40 \) GeV, found within \( |\eta| < 2.3 \) and matched to a \( \tau \) trigger object;
- neither a second \( \tau \) jet with \( p_T^{\tau} > 20 \) GeV, nor any electrons with \( E_T > 20 \) GeV, nor any muons with \( p_T > 15 \) GeV;
- \( E_T^{\text{miss}} > 65 \) GeV;
- to reject events in which a large reconstructed \( E_T^{\text{miss}} \) is due to the limited resolution of the energy measurement, the following ratio based on the \( \sum p_T \) definition of section 5 must satisfy:
  \[
  \frac{E_T^{\text{miss}}}{0.5 \text{ GeV}^{1/2} \cdot \sqrt{\sum p_T}} > 13; 
  \]
- a topology consistent with a top quark decay: the combination of one \( b \)-tagged jet (\( b \)) and two untagged jets (\( j \)) with the highest \( p_T^{jjb} \) must satisfy \( m_{jjb} \in [120, 240] \) GeV.
For the selected events, the transverse mass $m_T$ is defined as:

$$m_T = \sqrt{2p_T^\tau E_{T}^{\text{miss}}(1 - \cos \Delta \phi_{\tau,\text{miss}})},$$

(6.1)

where $\Delta \phi_{\tau,\text{miss}}$ is the azimuthal angle between the $\tau$ jet and the direction of the missing momentum. This discriminating variable is related to the $W$ boson mass in the $W \rightarrow \tau \nu$ background case and to the $H^+$ mass for the signal hypothesis.

### 6.2 Data-driven estimation of the multi-jet background

The multi-jet background is estimated by fitting its $E_{T}^{\text{miss}}$ shape (and the $E_{T}^{\text{miss}}$ shape of other backgrounds) to data. In order to study this shape in a data-driven way, a control region is defined where the $\tau$ identification and $b$-tagging requirements are modified, i.e. $\tau$ candidates must pass a loose $\tau$ identification but fail the tight $\tau$ identification used in the signal selection, and the event is required not to contain any $b$-tagged jet. Hence, the requirement on $m_{jjb}$ is also removed. Assuming that the shapes of the $E_{T}^{\text{miss}}$ and $m_T$ distributions are the same in the control and signal regions, the $E_{T}^{\text{miss}}$ shape for the multi-jet background is measured in the control region, after subtracting the simulated background contributions from other processes. These other processes amount to less than 1% of the observed events in the control region. The $E_{T}^{\text{miss}}$ shapes obtained with the $\tau$+jets selection of section 6.1 or in the control region are compared just before the $E_{T}^{\text{miss}}$ requirement in the baseline selection in figure 4a. The differences between the two distributions are accounted for as systematic uncertainties. For the baseline selection, the $E_{T}^{\text{miss}}$ distribution measured in the data is then fit using two shapes: the multi-jet model and the sum of other processes (dominated by $t\bar{t}$ and $W$+jets), for which the shape and the relative normalisation are taken from simulation, as shown in figure 4b. The ratio between the numbers of multi-jet background events in the control and signal regions enters the likelihood function for the signal estimation (see section 8) as a nuisance parameter while the shape of the multi-jet background is measured in the same region after additionally requiring $E_{T}^{\text{miss}} > 65$ GeV.

### 6.3 Backgrounds with electrons and jets misidentified as $\tau$ jets

The methods described in section 5.3 are used to estimate the probability for electrons or jets to be misidentified as $\tau$ jets. The estimated contribution to the background from the jet $\rightarrow \tau$ misidentification after the $\tau$+jets selection is given in table 5. The backgrounds arising from the jet $\rightarrow \tau$ misidentification are not expected to be well modelled in simulation, which is why they are estimated using data-driven methods.

### 6.4 Data-driven estimation of backgrounds with correctly reconstructed $\tau$ jets

An embedding method [54] is used to estimate the backgrounds that contain correctly reconstructed $\tau$ jets. The method consists of selecting a control sample of $t\bar{t}$-like $\mu$+jets events and replacing the detector signature of the muon by a simulated hadronic $\tau$ decay. These new hybrid events are then used for the background prediction. In order to select this control sample from the data, the following event selection is applied:

- event triggered by a single-muon trigger with a $p_T$ threshold of 18 GeV;
Figure 4. (a) Shape of $E_{\text{T}}^\text{miss}$ in a control region of the data or using the baseline selection, after subtracting the expectation from $t\bar{t}$, $W$+jets, and single top quark processes estimated from simulation. The distributions are compared just before the $E_{\text{T}}^\text{miss}$ requirement in the baseline selection of section 6.1, with the exception that, in the control region, the $\tau$ selection and the $b$-tagging requirements are modified, see text. (b) Fit of the $E_{\text{T}}^\text{miss}$ template to data, in the signal region. Only statistical uncertainties are shown.

**Table 5.** Application of the misidentification probability obtained from a control region in the data enriched in $W$+jets events, for the $\tau$+jets channel. The predictions of the background contributions based on data-driven misidentification probabilities and on simulation are given, with statistical uncertainties only. In both cases, all top quarks decay via $t \rightarrow bW$.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Data-driven method [events]</th>
<th>Simulation [events]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>33 ± 1</td>
<td>37 ± 1</td>
</tr>
<tr>
<td>$W$+jets</td>
<td>2.5 ± 0.1</td>
<td>3.9 ± 1.5</td>
</tr>
<tr>
<td>Single top quark</td>
<td>1.3 ± 0.1</td>
<td>2.0 ± 0.3</td>
</tr>
</tbody>
</table>

- exactly one isolated muon with $p_T > 25$ GeV, no isolated electron with $E_T > 20$ GeV;
- at least four jets with $p_T > 20$ GeV, at least one of which is $b$-tagged;
- $E_{\text{T}}^\text{miss} > 35$ GeV.

This selection is looser than the selection defined in section 6.1 in order not to bias the control sample. The impurity from the background with muons produced in $\tau$ decays and non-isolated muons (dominantly $b\bar{b}$ and $c\bar{c}$ events) is about 10%. However, this contribution is greatly reduced as these events are much less likely to pass the $\tau$+jets selection, in particular the $p_T^\tau$ requirement.

The shape of the $m_T$ distribution for the backgrounds with true $\tau$ jets is taken from the distribution obtained with the embedded events, after having applied the $\tau$+jets event selection. The normalisation is then derived from the number of embedded events:

$$N_\tau = N_{\text{embedded}} \cdot (1 - c_{\tau \rightarrow \mu}) \frac{\epsilon_{\tau + E_{\text{T}}^\text{miss,trigger}}}{\epsilon_{\tau,\text{ID,trigger}}} \cdot \mathcal{B}(\tau \rightarrow \text{hadrons} + \nu), \quad (6.2)$$
Figure 5. Comparison of the $m_T$ distribution for correctly reconstructed $\tau$ jets, predicted by the embedding method and simulation. Combined statistical and systematic uncertainties (as described in section 7) are shown.

where $N_\tau$ is the estimated number of events with correctly reconstructed $\tau$ jets, $N_{\text{embedded}}$ is the number of embedded events in the signal region, $c_{\tau\rightarrow\mu}$ is the fraction of events in which the selected muon is a decay product of a $\tau$ lepton (taken from simulation), $\epsilon_{\tau+E_T^{\text{miss}}-\text{trigger}}$ is the $\tau+E_T^{\text{miss}}$ trigger efficiency (as a function of $p_T$ and $E_T^{\text{miss}}$, derived from data), $\epsilon_{\mu-\text{ID,trigger}}$ is the muon trigger and identification efficiency (as a function of $p_T$ and $\eta$, derived from data) and $B(\tau \rightarrow \text{hadrons} + \nu)$ is the branching ratio of the $\tau$ lepton decays involving hadrons. The $m_T$ distribution for correctly reconstructed $\tau$ jets, as predicted by the embedding method, is shown in figure 5 and compared to simulation.

6.5 Event yields and $m_T$ distribution after the selection cuts

Table 6 shows the expected number of background events for the SM-only hypothesis and the observation in the data. The total number of predicted events (signal+background) in the presence of a 130 GeV charged Higgs boson with $B(t \rightarrow bH^+) = 5\%$ is also shown. The number of events with a correctly reconstructed $\tau$ jet is derived from the number of embedded events and does not depend on the cross section of the $t\bar{t} \rightarrow b\bar{b}W^+W^-$ process. On the other hand, the $\tau$+jets analysis relies on the theoretical inclusive $t\bar{t}$ production cross section $\sigma_{t\bar{t}} = 167^{+17}_{-18}$ pb [26] for the estimation of the background with electrons or jets misidentified as $\tau$ jets. In the presence of a charged Higgs boson in the top quark decays, with a branching ratio $B(t \rightarrow bH^+)$, the contributions of $t\bar{t} \rightarrow b\bar{b}W^+W^-$ events in these backgrounds are scaled according to this branching ratio. The data are found to be consistent with the estimation of the SM background. The $m_T$ distribution for the $\tau$+jets channel, after all selection cuts are applied, is shown in figure 6.
Table 6. Expected event yields after all selection cuts in the $\tau$+jets channel and comparison with 4.6 fb$^{-1}$ of data. The numbers in the last two rows, obtained for a hypothetical $H^+$ signal with $m_{H^+} = 130$ GeV, are obtained with $B(t \rightarrow bH^+) = 5\%$. The rows for the backgrounds with misidentified objects assume $B(t \rightarrow bW) = 100\%$. Both statistical and systematic uncertainties are shown, in this order.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Event yield ($\tau$+jets)</th>
</tr>
</thead>
<tbody>
<tr>
<td>True $\tau$ (embedding method)</td>
<td>$210 \pm 10 \pm 44$</td>
</tr>
<tr>
<td>Misidentified jet $\rightarrow \tau$</td>
<td>$36 \pm 6 \pm 10$</td>
</tr>
<tr>
<td>Misidentified $e \rightarrow \tau$</td>
<td>$3 \pm 1 \pm 1$</td>
</tr>
<tr>
<td>Multi-jet processes</td>
<td>$74 \pm 3 \pm 47$</td>
</tr>
<tr>
<td>All SM backgrounds</td>
<td>$330 \pm 12 \pm 65$</td>
</tr>
<tr>
<td>Data</td>
<td>355</td>
</tr>
<tr>
<td>$t \rightarrow bH^+$ (130 GeV)</td>
<td>$220 \pm 6 \pm 56$</td>
</tr>
<tr>
<td>Signal+background</td>
<td>$540 \pm 13 \pm 85$</td>
</tr>
</tbody>
</table>

Figure 6. Distribution of $m_T$ after all selection cuts in the $\tau$+jets channel. The dashed line corresponds to the SM-only hypothesis and the hatched area around it shows the total uncertainty for the SM backgrounds. The solid line shows the predicted contribution of signal+background in the presence of a charged Higgs boson with $m_{H^+} = 130$ GeV, assuming $B(t \rightarrow bH^+) = 5\%$ and $B(H^+ \rightarrow \tau\nu) = 100\%$. The contributions of $tt \rightarrow bbW^+W^-$ events in the backgrounds with misidentified objects are scaled down accordingly.
7 Systematic uncertainties

7.1 Systematic uncertainties arising from the detector simulation

Systematic uncertainties arising from the simulation of pile-up and object reconstruction are considered. The latter arise from the simulation of the trigger, from the reconstruction and identification efficiencies, as well as from the energy/momentum scale and resolution for the objects described in section 3. To assess the impact of most sources of systematic uncertainty, the selection cuts for each analysis are re-applied after shifting a particular parameter by its ±1 standard deviation uncertainty. The systematic uncertainties related to the electrons and muons are discussed in, respectively, ref. [42] and refs. [43, 55]. For the jets, see ref. [48] and, in particular, ref. [50] for the $b$-tagging calibration. The systematic uncertainties related to $\tau$ jets are discussed in ref. [51]. Finally, for the reconstruction of $E_T^{\text{miss}}$, see ref. [52]. All studies of systematic uncertainties have been updated with the full dataset collected in 2011. The dominant instrumental systematic uncertainties arise from the jet energy resolution (10–30%, depending on $p_T$ and $\eta$), the jet energy scale (up to 14%, depending on $p_T$ and $\eta$, to which a pile-up term of 2–7% and a $b$ jet term of 2.5% are added in quadrature), as well as the $b$-tagging efficiency (5–17%, depending on $p_T$ and $\eta$) and misidentification probability (12–21%, depending on $p_T$ and $\eta$). In comparison, the systematic uncertainties arising from the reconstruction and identification of electrons and muons are small. All instrumental systematic uncertainties are also propagated to the reconstructed $E_T^{\text{miss}}$.

7.2 Systematic uncertainties arising from the generation of $t\bar{t}$ events

In order to estimate the systematic uncertainties arising from the $t\bar{t}$ generation and the parton shower model, the acceptance is computed for $t\bar{t}$ events produced with MC@NLO interfaced to HERWIG/JIMMY and POWHEG [56] interfaced to PYTHIA. For the signal samples, which are generated with PYTHIA (i.e. without higher-order corrections), no alternative generator is available. Instead, the systematic uncertainty for the signal samples is set to the relative difference in acceptance between $t\bar{t}$ events generated with MC@NLO interfaced to HERWIG/JIMMY and with AcerMC, which is also a leading-order generator, interfaced to PYTHIA. The systematic uncertainties arising from initial and final state radiation are computed using $t\bar{t}$ samples generated with AcerMC interfaced to PYTHIA, where initial and final state radiation parameters are set to a range of values not excluded by the experimental data [57]. The largest relative differences with respect to the reference sample after full event selections are used as systematic uncertainties. The systematic uncertainties arising from the modelling of the $t\bar{t}$ event generation and the parton shower, as well as initial and final state radiation, are summarised in table 7 for each analysis.

7.3 Systematic uncertainties arising from data-driven background estimates

The systematic uncertainties arising from the data-driven methods used to estimate the various backgrounds are summarised in table 8, for each of the three channels considered in the analysis.
### Source of uncertainty

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Normalisation uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>lepton+jets:</td>
<td></td>
</tr>
<tr>
<td>Generator and parton shower ((b\bar{b}W^+H^+, \text{signal region}))</td>
<td>10%</td>
</tr>
<tr>
<td>Generator and parton shower ((b\bar{b}W^+W^-, \text{signal region}))</td>
<td>8%</td>
</tr>
<tr>
<td>Generator and parton shower ((b\bar{b}W^+H^+, \text{control region}))</td>
<td>7%</td>
</tr>
<tr>
<td>Generator and parton shower ((b\bar{b}W^+W^-, \text{control region}))</td>
<td>6%</td>
</tr>
<tr>
<td>Initial and final state radiation (signal region)</td>
<td>8%</td>
</tr>
<tr>
<td>Initial and final state radiation (control region)</td>
<td>13%</td>
</tr>
<tr>
<td>(\tau+\text{lepton:})</td>
<td></td>
</tr>
<tr>
<td>Generator and parton shower ((b\bar{b}W^+H^+))</td>
<td>2%</td>
</tr>
<tr>
<td>Generator and parton shower ((b\bar{b}W^+W^-))</td>
<td>5%</td>
</tr>
<tr>
<td>Initial and final state radiation</td>
<td>13%</td>
</tr>
<tr>
<td>(\tau+\text{jets:})</td>
<td></td>
</tr>
<tr>
<td>Generator and parton shower ((b\bar{b}W^+H^+))</td>
<td>5%</td>
</tr>
<tr>
<td>Generator and parton shower ((b\bar{b}W^+W^-))</td>
<td>5%</td>
</tr>
<tr>
<td>Initial and final state radiation</td>
<td>19%</td>
</tr>
</tbody>
</table>

**Table 7.** Systematic uncertainties arising from the modelling of \(t\bar{t} \rightarrow b\bar{b}W^+W^-\) and \(t\bar{t} \rightarrow b\bar{b}W^+H^+\) events and the parton shower, as well as from initial and final state radiation.

For backgrounds with misidentified leptons, discussed in sections 4.2 and 5.2, the main systematic uncertainties arise from the simulated samples used for subtracting true leptons in the determination of the misidentification probabilities. These are sensitive to the instrumental systematic uncertainties and to the sample dependence (misidentification probabilities are calculated in a control region dominated by gluon-initiated events, but later used in a data sample with a higher fraction of quark-initiated events).

The dominant systematic uncertainties in the estimation of the multi-jet background in the \(\tau+\text{jets} \) channel, described in section 6.2, are the statistical uncertainty of the fit due to the limited size of the data control sample and uncertainties due to potential differences of the \(E_T^{\text{miss}}\) shape in the signal and control regions. The dominant systematic uncertainties in estimating the contribution of events with electrons misidentified as \(\tau\) jets in sections 5.3 and 6.3 arise from the subtraction of the multi-jet and electroweak backgrounds in the control region enriched with \(Z \rightarrow ee\) events and from potential correlations in the selections of the tag and probe electrons. For the estimation of backgrounds with jets misidentified as hadronically decaying \(\tau\) leptons, also discussed in sections 5.3 and 6.3, the dominant systematic uncertainties on the misidentification probability are the statistical uncertainty due to the limited control sample size and uncertainties due to the difference of the jet composition (gluon- or quark-initiated) in the control and signal regions, which is estimated
<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Normalisation uncertainty</th>
<th>Shape uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>lepton+jets: lepton misidentification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Choice of control region</td>
<td>6%</td>
<td>-</td>
</tr>
<tr>
<td>Z mass window</td>
<td>4%</td>
<td>-</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>16%</td>
<td>-</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>7%</td>
<td>-</td>
</tr>
<tr>
<td>Sample composition</td>
<td>31%</td>
<td>-</td>
</tr>
<tr>
<td>(\tau)-lepton: jet (\rightarrow) (\tau) misidentification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statistics in control region</td>
<td>2%</td>
<td>-</td>
</tr>
<tr>
<td>Jet composition</td>
<td>11%</td>
<td>-</td>
</tr>
<tr>
<td>Object-related systematics</td>
<td>23%</td>
<td>3%</td>
</tr>
<tr>
<td>(\tau)-lepton: e (\rightarrow) (\tau) misidentification</td>
<td>Misidentification probability</td>
<td>20%</td>
</tr>
<tr>
<td>(\tau)-lepton: lepton misidentification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Choice of control region</td>
<td>4%</td>
<td>-</td>
</tr>
<tr>
<td>Z mass window</td>
<td>5%</td>
<td>-</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>14%</td>
<td>-</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>4%</td>
<td>-</td>
</tr>
<tr>
<td>Sample composition</td>
<td>39%</td>
<td>-</td>
</tr>
<tr>
<td>(\tau)+jets: true (\tau)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Embedding parameters</td>
<td>6%</td>
<td>3%</td>
</tr>
<tr>
<td>Muon isolation</td>
<td>7%</td>
<td>2%</td>
</tr>
<tr>
<td>Parameters in normalisation</td>
<td>16%</td>
<td>-</td>
</tr>
<tr>
<td>(\tau) identification</td>
<td>5%</td>
<td>-</td>
</tr>
<tr>
<td>(\tau) energy scale</td>
<td>6%</td>
<td>1%</td>
</tr>
<tr>
<td>(\tau)+jets: jet (\rightarrow) (\tau) misidentification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statistics in control region</td>
<td>2%</td>
<td>-</td>
</tr>
<tr>
<td>Jet composition</td>
<td>12%</td>
<td>-</td>
</tr>
<tr>
<td>Purity in control region</td>
<td>6%</td>
<td>1%</td>
</tr>
<tr>
<td>Object-related systematics</td>
<td>21%</td>
<td>2%</td>
</tr>
<tr>
<td>(\tau)+jets: e (\rightarrow) (\tau) misidentification</td>
<td>Misidentification probability</td>
<td>22%</td>
</tr>
<tr>
<td>(\tau)+jets: multi-jet estimate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fit-related uncertainties</td>
<td>32%</td>
<td>-</td>
</tr>
<tr>
<td>(E_T^{miss})-shape in control region</td>
<td>16%</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 8.** Dominant systematic uncertainties on the data-driven estimates. The shape uncertainty given is the relative shift of the mean value of the final discriminant distribution. A “-” in the second column indicates negligible shape uncertainties.
using simulation. Other uncertainties come from the impurities arising from multi-jet background events and from true hadronic \( \tau \) decays in the control sample. The systematic uncertainties affecting the estimation of the background from correctly reconstructed \( \tau \) jets in the \( \tau + \text{jets} \) channel, discussed in section 6.4, consist of the potential bias introduced by the embedding method itself, uncertainties from the trigger efficiency measurement, uncertainties associated to simulated \( \tau \) jets (\( \tau \) energy scale and identification efficiency) and uncertainties on the normalisation, which are dominated by the statistical uncertainty of the selected control sample and the \( \tau + E_{\text{T}}^{\text{miss}} \) trigger efficiency uncertainties.

8 Results

In order to test the compatibility of the data with background-only and signal+background hypotheses, a profile likelihood ratio [58] is used with \( m_{H} \) (lepton+jets), \( E_{\text{T}}^{\text{miss}} \) (\( \tau + \text{lepton} \)) and \( m_{T} \) (\( \tau + \text{jets} \)) as the discriminating variables. The statistical analysis is based on a binned likelihood function for these distributions. The systematic uncertainties in shape and normalisation are incorporated via nuisance parameters, and the one-sided profile likelihood ratio, \( \hat{q}_{\mu} \), is used as a test statistic. No significant deviation from the SM prediction is observed in any of the investigated final states in 4.6 fb\(^{-1}\) of data. Exclusion limits are set on the branching fraction \( B(t \rightarrow bH^{+}) \) and, in the context of the \( m_{h}^{\text{max}} \) scenario of the MSSM, on \( \tan \beta \), by rejecting the signal hypothesis at the 95% confidence level (CL) using the CL\(_{s}\) procedure [59]. These limits are based on the asymptotic distribution of the test statistic [58]. The combined limit is derived from the product of the individual likelihoods, and systematic uncertainties are treated as correlated where appropriate. The exclusion limits for the individual channels, as well as the combined limit, are shown in figure 7 in terms of \( B(t \rightarrow bH^{+}) \) with the assumption \( B(H^{+} \rightarrow \tau \nu) = 100\% \). In figure 8, the combined limit on \( B(t \rightarrow bH^{+}) \times B(H^{+} \rightarrow \tau \nu) \) is interpreted in the context of the \( m_{H}^{\text{max}} \) scenario of the MSSM. The following relative theoretical uncertainties on \( B(t \rightarrow bH^{+}) \) are considered [60, 61]: 5\% for one-loop electroweak corrections missing from the calculations, 2\% for missing two-loop QCD corrections, and about 1\% (depending on \( \tan \beta \)) for \( \Delta_{b} \)-induced uncertainties, where \( \Delta_{b} \) is a correction factor to the running \( b \) quark mass [62]. These uncertainties are added linearly, as recommended by the LHC Higgs cross section working group [61].

9 Conclusions

Charged Higgs bosons have been searched for in \( t\bar{t} \) events, in the decay mode \( t \rightarrow bH^{+} \) followed by \( H^{+} \rightarrow \tau \nu \). For this purpose, a total of 4.6 fb\(^{-1}\) of \( pp \) collision data at \( \sqrt{s} = 7 \) TeV, recorded in 2011 with the ATLAS experiment, is used. Three final states are considered, which are characterised by the presence of a leptonic or hadronic \( \tau \) decay, \( E_{\text{T}}^{\text{miss}}, b \) jets, and a leptonically or hadronically decaying \( W \) boson. Data-driven methods and simulation are employed to estimate the number of background events. The observed data are found to be in agreement with the SM predictions. Assuming \( B(H^{+} \rightarrow \tau \nu) = 100\% \), upper limits at the 95\% confidence level have been set on the branching ratio \( B(t \rightarrow bH^{+}) \) between 5\% \( (m_{H^{+}} = 90 \text{ GeV}) \) and 1\% \( (m_{H^{+}} = 160 \text{ GeV}) \). This result constitutes a significant
Figure 7. Expected and observed 95% CL exclusion limits on $B(t \to bH^+)$ for charged Higgs boson production from top quark decays as a function of $m_{H^+}$, assuming $B(H^+ \to \tau\nu) = 100\%$. Shown are the results for: (a) lepton+jets channel; (b) $\tau$+lepton channel; (c) $\tau$+jets channel; (d) combination.

improvement compared to existing limits provided by the Tevatron experiments [14, 15] over the whole investigated mass range, but in particular for $m_{H^+}$ close to the top quark mass. Interpreted in the context of the $m_h^{\text{max}}$ scenario of the MSSM, $\tan \beta$ above 12–26, as well as between 1 and 2–6, can be excluded in the mass range $90 \text{ GeV} < m_{H^+} < 150 \text{ GeV}$.

Acknowledgments

We thank CERN for the very successful operation of the LHC, as well as the support staff from our institutions without whom ATLAS could not be operated efficiently.
Figure 8. Combined 95% CL exclusion limits on $\tan \beta$ as a function of $m_{H^+}$. Results are shown in the context of the MSSM scenario $m_h^{\text{max}}$ for the region $1 < \tan \beta < 60$ in which reliable theoretical predictions exist. The theoretical uncertainties described in the text are shown as well.

We acknowledge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC, Australia; BMWF, Austria; ANAS, Azerbaijan; SSTC, Belarus; CNPq and FAPESP, Brazil; NSERC, NRC and CFI, Canada; CERN; CONICYT, Chile; CAS, MOST and NSFC, China; COLCIENCIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech Republic; DNRF, DNSRC and Lundbeck Foundation, Denmark; EPLANET and ERC, European Union; IN2P3-CNRS, CEA-DSM/IRFU, France; GNAS, Georgia; BMBF, DFG, HGF, MPG and AvH Foundation, Germany; GSRT, Greece; ISF, MINERVA, GIF, DIP and Benoziyo Center, Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST, Morocco; FOM and NWO, Netherlands; RCN, Norway; MNiSW, Poland; GRICES and FCT, Portugal; MERSYS (MECTS), Romania; MES of Russia and ROSATOM, Russian Federation; JINR; MSTD, Serbia; MSSR, Slovakia; ARRS and MVZT, Slovenia; DST/NRF, South Africa; MICINN, Spain; SRC and Wallenberg Foundation, Sweden; SER, SNSF and Cantons of Bern and Geneva, Switzerland; NSC, Taiwan; TAEK, Turkey; STFC, the Royal Society and Leverhulme Trust, United Kingdom; DOE and NSF, United States of America.

The crucial computing support from all WLCG partners is acknowledged gratefully, in particular from CERN and the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Denmark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF
Open Access. This article is distributed under the terms of the Creative Commons Attribution License which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References


[17] ATLAS collaboration, G. Aad et al., The ATLAS experiment at the CERN Large Hadron Collider, 2008 JINST 3 S08003 [SPIRE].


[47] ATLAS collaboration, G. Aad et al., Jet energy measurement with the ATLAS detector in proton-proton collisions at \( \sqrt{s} = 7 \) TeV, arXiv:1112.4626 [nSPIRE].

[48] ATLAS collaboration, Validating the measurement of jet energies with the ATLAS detector using Z + jet events from proton-proton collisions at \( \sqrt{s} = 7 \) TeV, ATLAS-CONF-2011-159, CERN, Geneva Switzerland (2011).

[49] D0 collaboration, V. Abazov et al., Measurement of the \( p\bar{p} \rightarrow t\bar{t} \) production cross section at \( \sqrt{s} = 1.96 \) TeV in the fully hadronic decay channel, Phys. Rev. D 76 (2007) 072007 [hep-ex/0612040] [nSPIRE].


The ATLAS collaboration

X. Wu\textsuperscript{49}, Y. Wu\textsuperscript{32b,\textit{a}}, E. Wulf\textsuperscript{34}, B.M. Wynne\textsuperscript{45}, S. Xella\textsuperscript{35}, M. Xiao\textsuperscript{136}, S. Xie\textsuperscript{48}, C. Xu\textsuperscript{32b,\textit{x}}, D. Xu\textsuperscript{139}, B. Yabsley\textsuperscript{150}, S. Yacoo\textsuperscript{145\textit{b}}, M. Yamada\textsuperscript{65}, H. Yamaguchi\textsuperscript{155}, A. Yamamoto\textsuperscript{65}, K. Yamamoto\textsuperscript{63}, S. Yamash\textsuperscript{91}, L. Yao\textsuperscript{32a}, Y. Yao\textsuperscript{14}, Y. Yasu\textsuperscript{65}, G.V. Ybles Smit\textsuperscript{130}, J. Ye\textsuperscript{39}, S. Ye\textsuperscript{24}, M. Yilmaz\textsuperscript{3c}, R. Yoosoofmiya\textsuperscript{123}, K. Yorita\textsuperscript{171}, R. Yoshida\textsuperscript{5}, C. Young\textsuperscript{143}, C.J. Young\textsuperscript{118}, S. Youssef\textsuperscript{21}, D. Yu\textsuperscript{24}, J. Yu\textsuperscript{17}, J. Yu\textsuperscript{112}, L. Yuan\textsuperscript{66}, A. Yurkewicz\textsuperscript{106}, B. Zabinski\textsuperscript{38}, R. Zaidan\textsuperscript{62}, A.M. Zaitsev\textsuperscript{128}, Z. Zajacova\textsuperscript{29}, L. Zanello\textsuperscript{132a,132b}, A. Zaytsev\textsuperscript{107}, C. Zeitnitz\textsuperscript{175}, M. Zeller\textsuperscript{176}, M. Zeman\textsuperscript{125}, A. Zemla\textsuperscript{38}, C. Zendler\textsuperscript{20}, O. Zeni\textsuperscript{128}, T. Zeniš\textsuperscript{144a}, Z. Zinonos\textsuperscript{122a,122b}, S. Zenz\textsuperscript{14}, D. Zerwas\textsuperscript{115}, G. Zevi della Porta\textsuperscript{57}, Z. Zhan\textsuperscript{32d}, D. Zhang\textsuperscript{32b,\textit{a},\textit{h}}, H. Zhang\textsuperscript{88}, J. Zhang\textsuperscript{5}, X. Zhang\textsuperscript{32d}, Z. Zhang\textsuperscript{115}, L. Zhao\textsuperscript{108}, T. Zhao\textsuperscript{138}, Z. Zhao\textsuperscript{32b}, A. Zhemchugov\textsuperscript{64}, J. Zhong\textsuperscript{118}, B. Zhou\textsuperscript{87}, N. Zhou\textsuperscript{163}, Y. Zhou\textsuperscript{151}, C.G. Zhu\textsuperscript{32d}, H. Zhu\textsuperscript{41}, J. Zhu\textsuperscript{87}, Y. Zhu\textsuperscript{32b}, X. Zhuang\textsuperscript{98}, V. Zhuravlov\textsuperscript{99}, D. Ziemsinska\textsuperscript{60}, R. Zimmermann\textsuperscript{20}, S. Zimmermann\textsuperscript{20}, S. Zimmermann\textsuperscript{48}, M. Ziolkowski\textsuperscript{141}, R. Zitoun\textsuperscript{4}, L. Zivkovic\textsuperscript{34}, V.V. Zmouchko\textsuperscript{128,\textit{a}}, G. Zobernig\textsuperscript{173}, A. Zoccoli\textsuperscript{19a,19b}, M. zur Nedden\textsuperscript{15}, V. Zutshi\textsuperscript{106} and L. Zwalinski\textsuperscript{29}.

1: University at Albany, Albany NY, United States of America
2: Department of Physics, University of Alberta, Edmonton AB, Canada
3: (\textit{a})Department of Physics, Ankara University, Ankara; (\textit{b})Department of Physics, Dumlupinar University, Kutahya; (\textit{c})Department of Physics, Gazi University, Ankara; (\textit{d})Division of Physics, TOBB University of Economics and Technology, Ankara; (\textit{e})Turkish Atomic Energy Authority, Ankara, Turkey
4: LAPP, CNRS/IN2P3 and Université de Savoie, Annecy-le-Vieux, France
5: High Energy Physics Division, Argonne National Laboratory, Argonne IL, United States of America
6: Department of Physics, University of Arizona, Tucson AZ, United States of America
7: Department of Physics, The University of Texas at Arlington, Arlington TX, United States of America
8: Physics Department, University of Athens, Athens, Greece
9: Physics Department, National Technical University of Athens, Zografou, Greece
10: Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
11: Institut de Física d’Altes Energies and Departament de Física de la Universitat Autònoma de Barcelona and ICREA, Barcelona, Spain
12: (\textit{a})Institute of Physics, University of Belgrade, Belgrade; (\textit{b})Vinca Institute of Nuclear Sciences, University of Belgrade, Belgrade, Serbia
13: Department for Physics and Technology, University of Bergen, Bergen, Norway
14: Physics Division, Lawrence Berkeley National Laboratory and University of California, Berkeley CA, United States of America
15: Department of Physics, Humboldt University, Berlin, Germany
16: Albert Einstein Center for Fundamental Physics and Laboratory for High Energy Physics, University of Bern, Bern, Switzerland

JHEP06(2012)039 – 41 –
17: School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom

18: (a) Department of Physics, Bogazici University, Istanbul; (b) Division of Physics, Dogus University, Istanbul; (c) Department of Physics Engineering, Gaziantep University, Gaziantep; (d) Department of Physics, Istanbul Technical University, Istanbul, Turkey

19: (a) INFN Sezione di Bologna; (b) Dipartimento di Fisica, Università di Bologna, Bologna, Italy

20: Physikalisches Institut, University of Bonn, Bonn, Germany

21: Department of Physics, Boston University, Boston MA, United States of America

22: Department of Physics, Brandeis University, Waltham MA, United States of America

23: (a) Universidade Federal do Rio de Janeiro COPPE/EE/IF, Rio de Janeiro; (b) Federal University of Juiz de Fora (UFJF), Juiz de Fora; (c) Federal University of Sao Joao del Rei (UFSJ), Sao Joao del Rei; (d) Instituto de Fisica, Universidade de Sao Paulo, Sao Paulo, Brazil

24: Physics Department, Brookhaven National Laboratory, Upton NY, United States of America

25: (a) National Institute of Physics and Nuclear Engineering, Bucharest; (b) University Politehnica Bucharest, Bucharest; (c) West University in Timisoara, Timisoara, Romania

26: Departamento de Física, Universidad de Buenos Aires, Buenos Aires, Argentina

27: Cavendish Laboratory, University of Cambridge, Cambridge, United Kingdom

28: Department of Physics, Carleton University, Ottawa ON, Canada

29: CERN, Geneva, Switzerland

30: Enrico Fermi Institute, University of Chicago, Chicago IL, United States of America

31: (a) Departamento de Física, Pontificia Universidad Católica de Chile, Santiago; (b) Departamento de Física, Universidad Técnica Federico Santa María, Valparaíso, Chile

32: (a) Institute of High Energy Physics, Chinese Academy of Sciences, Beijing; (b) Department of Modern Physics, University of Science and Technology of China, Anhui; (c) Department of Physics, Nanjing University, Jiangsu; (d) School of Physics, Shandong University, Shandong, China

33: Laboratoire de Physique Corpusculaire, Clermont Université and Université Blaise Pascal and CNRS/IN2P3, Aubiere Cedex, France

34: Nevis Laboratory, Columbia University, Irvington NY, United States of America

35: Niels Bohr Institute, University of Copenhagen, Kobenhavn, Denmark

36: (a) INFN Gruppo Collegato di Cosenza; (b) Dipartimento di Fisica, Università della Calabria, Arcavata di Rende, Italy

37: AGH University of Science and Technology, Faculty of Physics and Applied Computer Science, Krakow, Poland

38: The Henryk Niewodniczanski Institute of Nuclear Physics, Polish Academy of Sciences, Krakow, Poland

39: Physics Department, Southern Methodist University, Dallas TX, United States of America
40: Physics Department, University of Texas at Dallas, Richardson TX, United States of America
41: DESY, Hamburg and Zeuthen, Germany
42: Institut für Experimentelle Physik IV, Technische Universität Dortmund, Dortmund, Germany
43: Institut für Kern- und Teilchenphysik, Technical University Dresden, Dresden, Germany
44: Department of Physics, Duke University, Durham NC, United States of America
45: SUPA - School of Physics and Astronomy, University of Edinburgh, Edinburgh, United Kingdom
46: Fachhochschule Wiener Neustadt, Johannes Gutenbergstrasse 3 2700 Wiener Neustadt, Austria
47: INFN Laboratori Nazionali di Frascati, Frascati, Italy
48: Fakultät für Mathematik und Physik, Albert-Ludwigs-Universität, Freiburg i.Br., Germany
49: Section de Physique, Université de Genève, Geneva, Switzerland
50: (a)INFN Sezione di Genova; (b)Dipartimento di Fisica, Università di Genova, Genova, Italy
51: (a)E.Andronikashvili Institute of Physics, Tbilisi State University, Tbilisi; (b)High Energy Physics Institute, Tbilisi State University, Tbilisi, Georgia
52: II Physikalisches Institut, Justus-Liebig-Universität Giessen, Giessen, Germany
53: SUPA - School of Physics and Astronomy, University of Glasgow, Glasgow, United Kingdom
54: II Physikalisches Institut, Georg-August-Universität, Göttingen, Germany
55: Laboratoire de Physique Subatomique et de Cosmologie, Université Joseph Fourier and CNRS/IN2P3 and Institut National Polytechnique de Grenoble, Grenoble, France
56: Department of Physics, Hampton University, Hampton VA, United States of America
57: Laboratory for Particle Physics and Cosmology, Harvard University, Cambridge MA, United States of America
58: (a)Kirchhoff-Institut für Physik, Ruprecht-Karls-Universität Heidelberg, Heidelberg; (b)Physikalisches Institut, Ruprecht-Karls-Universität Heidelberg, Heidelberg; (c)ZITI Institut für technische Informatik, Ruprecht-Karls-Universität Heidelberg, Mannheim, Germany
59: Faculty of Applied Information Science, Hiroshima Institute of Technology, Hiroshima, Japan
60: Department of Physics, Indiana University, Bloomington IN, United States of America
61: Institut für Astro- und Teilchenphysik, Leopold-Franzens-Universität, Innsbruck, Austria
62: University of Iowa, Iowa City IA, United States of America
63: Department of Physics and Astronomy, Iowa State University, Ames IA, United States of America
JHEP06(2012)039

Joint Institute for Nuclear Research, JINR Dubna, Dubna, Russia
KEK, High Energy Accelerator Research Organization, Tsukuba, Japan
Graduate School of Science, Kobe University, Kobe, Japan
Faculty of Science, Kyoto University, Kyoto, Japan
Kyoto University of Education, Kyoto, Japan
Department of Physics, Kyushu University, Fukuoka, Japan
Instituto de Física La Plata, Universidad Nacional de La Plata and CONICET, La Plata, Argentina
Physics Department, Lancaster University, Lancaster, United Kingdom
(a)INFN Sezione di Lecce; (b)Dipartimento di Matematica e Fisica, Università del Salento, Lecce, Italy
Oliver Lodge Laboratory, University of Liverpool, Liverpool, United Kingdom
Department of Physics, Jožef Stefan Institute and University of Ljubljana, Ljubljana, Slovenia
School of Physics and Astronomy, Queen Mary University of London, London, United Kingdom
Department of Physics, Royal Holloway University of London, Surrey, United Kingdom
Department of Physics and Astronomy, University College London, London, United Kingdom
Laboratoire de Physique Nucléaire et de Hautes Energies, UPMC and Université Paris-Diderot and CNRS/IN2P3, Paris, France
Fysiska institutionen, Lunds universitet, Lund, Sweden
Departamento de Física Teórica C-15, Universidad Autónoma de Madrid, Madrid, Spain
Institut für Physik, Universität Mainz, Mainz, Germany
School of Physics and Astronomy, University of Manchester, Manchester, United Kingdom
CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseille, France
Department of Physics, University of Massachusetts, Amherst MA, United States of America
Department of Physics, McGill University, Montreal QC, Canada
School of Physics, University of Melbourne, Victoria, Australia
Department of Physics, The University of Michigan, Ann Arbor MI, United States of America
Department of Physics and Astronomy, Michigan State University, East Lansing MI, United States of America
(a)INFN Sezione di Milano; (b)Dipartimento di Fisica, Università di Milano, Milano, Italy
B.I. Stepanov Institute of Physics, National Academy of Sciences of Belarus, Minsk, Republic of Belarus
National Scientific and Educational Centre for Particle and High Energy Physics, Minsk, Republic of Belarus
Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh PA, United States of America

Laboratorio de Instrumentacao e Fisica Experimental de Particulas - LIP, Lisboa, Portugal; Departamento de Fisica Teorica y del Cosmos and CAFPE, Universidad de Granada, Granada, Spain

Institute of Physics, Academy of Sciences of the Czech Republic, Praha, Czech Republic

Faculty of Mathematics and Physics, Charles University in Prague, Praha, Czech Republic

Czech Technical University in Prague, Praha, Czech Republic

State Research Center Institute for High Energy Physics, Protvino, Russia

Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom

Physics Department, University of Regina, Regina SK, Canada

Ritsumeikan University, Kusatsu, Shiga, Japan

INFN Sezione di Roma I; Dipartimento di Fisica, Università La Sapienza, Roma, Italy

INFN Sezione di Roma Tor Vergata; Dipartimento di Fisica, Università di Roma Tor Vergata, Roma, Italy

INFN Sezione di Roma Tre; Dipartimento di Fisica, Università Roma Tre, Roma, Italy

Faculté des Sciences Ain Chock, Réseau Universitaire de Physique des Hautes Energies - Université Hassan II, Casablanca; Centre National de l’Energie des Sciences Techniques Nucleaires, Rabat; Faculté des Sciences Semlalia, Université Cadi Ayyad, LPHEA-Marrakech; Faculté des Sciences, Université Mohamed Premier and LPTPM, Oujda; Faculty of sciences, Mohammed V-Agdal University, Rabat, Morocco

DSM/IRFU (Institut de Recherches sur les Lois Fondamentales de l’Univers), CEA Saclay (Commissariat a l’Energie Atomique), Gif-sur-Yvette, France

Santa Cruz Institute for Particle Physics, University of California Santa Cruz, Santa Cruz CA, United States of America

Department of Physics, University of Washington, Seattle WA, United States of America

Department of Physics and Astronomy, University of Sheffield, Sheffield, United Kingdom

Department of Physics, Shinshu University, Nagano, Japan

Fachbereich Physik, Universität Siegen, Siegen, Germany

Department of Physics, Simon Fraser University, Burnaby BC, Canada

SLAC National Accelerator Laboratory, Stanford CA, United States of America

Faculty of Mathematics, Physics & Informatics, Comenius University, Bratislava; Department of Subnuclear Physics, Institute of Experimental Physics of the Slovak Academy of Sciences, Kosice, Slovak Republic
(a) Department of Physics, University of Johannesburg, Johannesburg; (b) School of Physics, University of the Witwatersrand, Johannesburg, South Africa

(a) Department of Physics, Stockholm University; (b) The Oskar Klein Centre, Stockholm, Sweden

Physics Department, Royal Institute of Technology, Stockholm, Sweden

Departments of Physics & Astronomy and Chemistry, Stony Brook University, Stony Brook NY, United States of America

Department of Physics and Astronomy, University of Sussex, Brighton, United Kingdom

School of Physics, University of Sydney, Sydney, Australia

Department of Physics, Academia Sinica, Taipei, Taiwan

Department of Physics, Technion: Israel Inst. of Technology, Haifa, Israel

Raymond and Beverly Sackler School of Physics and Astronomy, Tel Aviv University, Tel Aviv, Israel

Department of Physics, Aristotle University of Thessaloniki, Thessaloniki, Greece

International Center for Elementary Particle Physics and Department of Physics, The University of Tokyo, Tokyo, Japan

Graduate School of Science and Technology, Tokyo Metropolitan University, Tokyo, Japan

Department of Physics, Tokyo Institute of Technology, Tokyo, Japan

(a) TRIUMF, Vancouver BC; (b) Department of Physics and Astronomy, York University, Toronto ON, Canada

Department of Physics, University of Toronto, Toronto ON, Canada

Department of Physics, University of Illinois, Urbana IL, United States of America

Department of Physics and Astronomy, University of Uppsala, Uppsala, Sweden

Instituto de Física Corpuscular (IFIC) and Departamento de Física Atómica, Molecular y Nuclear and Departamento de Ingeniería Electrónica and Instituto de Microelectrónica de Barcelona (IMB-CNMM), University of Valencia and CSIC, Valencia, Spain

Department of Physics, University of British Columbia, Vancouver BC, Canada

Department of Physics and Astronomy, University of Victoria, Victoria BC, Canada

Department of Physics, University of Warwick, Coventry, United Kingdom

Waseda University, Tokyo, Japan

Department of Particle Physics, The Weizmann Institute of Science, Rehovot, Israel
Department of Physics, University of Wisconsin, Madison WI, United States of America
Fakultät für Physik und Astronomie, Julius-Maximilians-Universität, Würzburg, Germany
Fachbereich C Physik, Bergische Universität Wuppertal, Wuppertal, Germany
Department of Physics, Yale University, New Haven CT, United States of America
Yerevan Physics Institute, Yerevan, Armenia
Domaine scientifique de la Doua, Centre de Calcul CNRS/IN2P3, Villeurbanne Cedex, France
Also at Laboratorio de Instrumentacao e Fisica Experimental de Particulas - LIP, Lisboa, Portugal
Also at Faculdade de Ciencias and CFNUL, Universidade de Lisboa, Lisboa, Portugal
Also at Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom
Also at TRIUMF, Vancouver BC, Canada
Also at Department of Physics, California State University, Fresno CA, United States of America
Also at Novosibirsk State University, Novosibirsk, Russia
Also at Fermilab, Batavia IL, United States of America
Also at Department of Physics, University of Coimbra, Coimbra, Portugal
Also at Università di Napoli Parthenope, Napoli, Italy
Also at Institute of Particle Physics (IPP), Canada
Also at Department of Physics, Middle East Technical University, Ankara, Turkey
Also at Louisiana Tech University, Ruston LA, United States of America
Also at Department of Physics and Astronomy, University College London, London, United Kingdom
Also at Group of Particle Physics, University of Montreal, Montreal QC, Canada
Also at Department of Physics, University of Cape Town, Cape Town, South Africa
Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
Also at Institut für Experimentalphysik, Universität Hamburg, Hamburg, Germany
Also at Manhattan College, New York NY, United States of America
Also at School of Physics, Shandong University, Shandong, China
Also at CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseille, France
Also at School of Physics and Engineering, Sun Yat-sen University, Guanzhou, China
Also at Academia Sinica Grid Computing, Institute of Physics, Academia Sinica, Taipei, Taiwan
Also at Dipartimento di Fisica, Università La Sapienza, Roma, Italy
Also at DSM/IRFU (Institut de Recherches sur les Lois Fondamentales de l’Univers), CEA Saclay (Commissariat a l’Energie Atomique), Gif-sur-Yvette, France
Also at Section de Physique, Université de Genève, Geneva, Switzerland
Also at Departamento de Fisica, Universidade de Minho, Braga, Portugal
Also at Department of Physics and Astronomy, University of South Carolina, Columbia SC, United States of America
\(ab\): Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest, Hungary

\(ac\): Also at California Institute of Technology, Pasadena CA, United States of America

\(ad\): Also at Institute of Physics, Jagiellonian University, Krakow, Poland

\(ae\): Also at LAL, Univ. Paris-Sud and CNRS/IN2P3, Orsay, France

\(af\): Also at Department of Physics and Astronomy, University of Sheffield, Sheffield, United Kingdom

\(ag\): Also at Department of Physics, Oxford University, Oxford, United Kingdom

\(ah\): Also at Institute of Physics, Academia Sinica, Taipei, Taiwan

\(ai\): Also at Department of Physics, The University of Michigan, Ann Arbor MI, United States of America

\(*\): Deceased