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Abstract: This paper presents a search for the $t$-channel exchange of an $R$-parity violating scalar top quark ($\tilde{t}$) in the $e\mu$ continuum using 2.1 fb$^{-1}$ of data collected by the ATLAS detector in $\sqrt{s} = 7$ TeV $pp$ collisions at the Large Hadron Collider. Data are found to be consistent with the expectation from the Standard Model backgrounds. Limits on $R$-parity-violating couplings at 95% C.L. are calculated as a function of the scalar top mass ($m_{\tilde{t}}$). The upper limits on the production cross section for $pp \rightarrow e\mu X$, through the $t$-channel exchange of a scalar top quark, range from 170 fb for $m_{\tilde{t}} = 95$ GeV to 30 fb for $m_{\tilde{t}} = 1000$ GeV.

1 Introduction

In the Standard Model (SM), direct production of $e^\pm \mu^\mp$ ($e\mu$) pairs is forbidden in $pp$ collisions due to lepton flavour conservation. However, in many extensions of the SM, lepton flavour violation (LFV) is permitted. In particular, $R$-parity-violating (RPV) supersymmetric (SUSY) models, LFV leptoquarks, and models with additional gauge symmetry allow LFV. Previous searches by the CDF, D0, and HERA experiments searched for an LFV leptoquark [1,8]. These studies also place strong limits on RPV couplings dominantly at low energies [9].

The HERA experiments searched for an LFV leptoquark in the process $ep \rightarrow \mu X$ [10,11]. These studies also place limits on a potential RPV scalar top. At lower masses (less than about 300 GeV), there would be copious $s$-channel production, and placing limits on specific couplings depends on the presence of multiple interfering amplitudes.

Strong limits on RPV couplings have been obtained from low-energy searches [9,10], such as $\mu \rightarrow e\gamma$, $\mu \rightarrow e\nu\nu$, and $Z \rightarrow e\mu$, where superparticles appear in the intermediate state, often in loops. The presence of multiple interfering amplitudes makes the extraction of limits difficult, and it is usually assumed that a single product of couplings dominates. The interference of different diagrams could weaken the limits on a specific product of couplings. Also, these limits depend on unknown superparticle masses (including ones other than the scalar top), sometimes in a complex manner.

The HERA experiments searched for an LFV leptoquark in the process $ep \rightarrow \mu X$ [11,12]. These studies also place limits on a potential RPV scalar top. At lower masses (less than about 300 GeV), there would be copious $s$-channel production, and placing limits on specific couplings depends on
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assumptions about the stop decays. At higher masses, the HERA searches are sensitive to $u$-channel exchange, which can be directly compared to this analysis. The sensitivity of the measurement in this paper is slightly better than at HERA for masses above about 300 GeV. The HERA experiments also searched for scalar top production in both the RPV and gauge boson decay channels [13, 14]. Such searches assumed the RPV coupling involved in the scalar top production, $\lambda'_{131}$, to be dominant and cannot be directly compared with the results of this paper.

Direct searches at hadron colliders and at HERA for lepton-flavour-conserving scalar leptoquarks [15–24] are also relevant to the search here. The interpretation of such results as limits on a scalar top depends, as for the LFV leptoquarks, on the decay branching ratios to the leptons and quarks and hence on assumptions about the other possible decays. Present limits on such leptoquarks at the scalar top masses considered here do not preclude the signal sought in this analysis.

The limits on the couplings associated with the $d\bar{s}$ and $s\bar{d}$ processes are two orders of magnitude lower than those for the $d\bar{d}$ and $s\bar{s}$ couplings [9]. Therefore dominance by same flavour quark scattering processes is assumed in this analysis. As a result, the production cross section for $pp \rightarrow e\mu X$, due to the $t$-channel exchange of a scalar top quark, depends on $\lambda'_{131}, \lambda'_{231}, \lambda'_{132}, \lambda'_{232}$, and $m_t$.

2 Detector and data sample

The ATLAS detector [25] is a multi-purpose particle detector with a forward-backward symmetric cylindrical geometry and almost 4π coverage in solid angle.1 The inner tracking detector (ID) covers $|\eta| < 2.5$ in pseudorapidity $\eta$ and consists of a silicon pixel detector, a silicon microstrip detector, and a transition radiation tracker. The ID is surrounded by a thin superconducting solenoid providing a 2 T magnetic field and by a hermetic calorimeter system, which provides three-dimensional reconstruction of particle showers up to $|\eta| = 4.9$. The muon spectrometer (MS) is based on one barrel and two endcap air-core toroids, each consisting of eight superconducting coils arranged symmetrically in azimuth around the calorimeter. Three layers of precision tracking stations, consisting of drift tubes and cathode strip chambers, allow precise muon momentum measurement up to $|\eta| = 2.7$. Resistive plate and thin-gap chambers provide muon triggering capability up to $|\eta| = 2.4$.

The $pp$ collision data used in this analysis were recorded between March and August 2011 at a centre-of-mass energy of 7 TeV. After applying data quality requirements, the total integrated luminosity of the dataset used in this analysis is 2.08 ± 0.08 fb$^{-1}$ [26, 27]. Events are required to satisfy one of the single-lepton ($e$ or $\mu$) triggers. For electrons, the threshold on the transverse energy ($E_T$) is 20 GeV or 22 GeV depending on run periods, and for muons the threshold on the transverse momentum ($E_T$) is 18 GeV.

3 Event preselection

The event preselection requires a primary vertex with at least three associated tracks with $p_T > 0.5$ GeV and exactly one electron and one muon of opposite charge. Electron candidates are selected from clustered energy deposits in the electromagnetic calorimeter with an associated track reconstructed in the ID. They are required to have $E_T > 25$ GeV and to lie inside the pseudorapidity regions $|\eta| < 1.37$ or $1.52 < |\eta| < 2.47$. Electrons are further required to satisfy a stringent set of identification requirements based on the calorimeter shower shape, track quality and track matching with the calorimeter energy cluster, referred to as ‘tight’ in Ref. [28]. Muons are reconstructed by combining tracks in the ID and MS with $p_T > 25$ GeV and $|\eta| < 2.4$. Electrons are rejected if they are located within a cone of $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.2$ around a muon, where $\Delta \eta$ and $\Delta \phi$ are the pseudorapidity and azimuthal opening angle difference between the electron and muon.

To suppress backgrounds from $W/Z$+jets and multijets, isolation requirements on tracks and calorimeter deposits are applied to the leptons. The scalar sum of the transverse momenta of tracks within a cone of $\Delta R = 0.2$ around the lepton must be less than 10% of the lepton’s $p_T$. Similarly, the transverse energy in the calorimeter within a cone of $\Delta R = 0.2$ around the lepton are required to be less than 15% of the lepton’s transverse energy. Corrections are applied to account for energy leakage and energy deposition inside the isolation cone due to additional $pp$ collisions.

Jets are reconstructed from calibrated clusters using the anti-$k_t$ algorithm [29] with a radius parameter of 0.4. Jet energies are calibrated using $E_T$- and $\eta$-dependent correction
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1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the $y$-axis points upward. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. 
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factors based on Monte Carlo (MC) simulation and validated by test beam and collision data studies [30]. Only jets with $p_T > 30$ GeV and $|\eta| < 2.5$ are considered. If such a jet and an electron lie within $\Delta R = 0.2$ of each other, the jet is discarded.

The measurement of missing transverse momentum [31] ($E_T^{\text{miss}}$) is based on the transverse momenta of the electron and muon candidates, all jets, and all energy clusters with $|\eta| < 4.5$ not associated to such objects.

4 Background and simulation

The SM processes that can produce an $e\mu$ signature are predominantly $t\bar{t}$, $Z/\gamma^* \rightarrow \tau\tau$, diboson, single top, $W/Z+jets$, $W/Z + \gamma$ and multijet events. All of these processes, except $W/Z+jets$ and multijet processes, are estimated using Monte Carlo samples generated at $\sqrt{s} = 7$ TeV followed by a detailed GEANT4-based [32] simulation of the ATLAS detector [33]. To improve the agreement between data and simulation, selection efficiencies are measured in both data and simulation, and correction factors are applied to the simulation. Furthermore, the simulation is tuned to reproduce the calorimeter energy and the muon momentum scale and resolution. Top production is generated with MC@NLO [34–36] for $t\bar{t}$ and single top, the Drell–Yan process is generated with PYTHIA [37], and the diboson processes are generated with HERWIG [38, 39]. The $W/Z + \gamma$ background comes from the $W(\rightarrow \mu\nu)\gamma$ and $Z(\rightarrow \mu\mu)\gamma$ processes, which is estimated using events generated with MADGRAPH [40]. The simulation samples are normalized to cross sections with higher-order corrections applied.

The $t\bar{t}$ signal samples are produced with the PYTHIA event generator [37] with $|\lambda_{131}^\prime\lambda_{231}^\prime| = |\lambda_{132}^\prime\lambda_{232}^\prime| = 0.05$ and the value of $m_{t\bar{t}} \approx 95$ GeV, which is the most stringent limit from previous experiments [41], to 1000 GeV. The central CTEQ6L1 [42] parton distribution function (PDF) set is used. The LO cross section is 580 fb for $m_{t\bar{t}} = 95$ GeV and 0.33 fb for $m_{t\bar{t}} = 1000$ GeV.

5 Data analysis

The production of $W/Z+jets$ and multijets can give rise to backgrounds due to jets misidentified as leptons or non-prompt leptons from heavy-quark decays in jets. These sources are referred to as fake background and are estimated from data. A loose lepton quality selection (called ‘loose’ lepton here) is defined for each lepton type in addition to the default tight quality selection. For loose muons, both the calorimeter and the track isolation requirements are removed. For loose electrons, the ‘loose’ electron identification criteria as defined in Ref. [28] are used and the isolation requirements are also removed. The fake background is determined by weighting the events in the loose lepton sample by the likelihood that the event came from processes with at least one misidentified or non-prompt lepton. These weights are obtained by solving a $4 \times 4$ matrix equation, constructed from the $E_T$- or $p_T$-dependent probabilities for a prompt or fake/non-prompt lepton that passes the loose lepton requirement to also pass the tight lepton requirement. More details about the $4 \times 4$ matrix method are given in Ref. [7].

The middle column of Table 1 gives the number of events in the data and the estimated background contributions with their total uncertainties after the event preselection. A total of 5387 $e\mu$ candidates are observed with 5300 ± 400 events expected from SM processes. The number of expected signal events is shown for $m_{t\bar{t}} = 95, 250, 500,$ and 1000 GeV, assuming $|\lambda_{131}^\prime\lambda_{231}^\prime| = |\lambda_{132}^\prime\lambda_{232}^\prime| = 0.05$. Figure 2 shows the comparison between data and the expected SM background for the dilepton invariant mass ($m_{e\mu}$), their azimuthal opening angle ($\Delta\phi_{e\mu}$), $E_T^{\text{miss}}$ and the number of jets. A good description of the data by the expected SM background is observed.

To increase the signal purity, the preselected events are required to have zero jets, $m_{e\mu} > 100$ GeV, $\Delta\phi_{e\mu} > 3.0$ rad and $E_T^{\text{miss}} < 25$ GeV. This selection was optimized using the signal sample with $m_{t\bar{t}} = 95$ GeV which is the most demanding in terms of signal-to-background ratio when setting limits. After applying the full selection, 39 events are observed with $44 \pm 6$ SM events expected. A breakdown of the SM background composition is given in the last column.

<table>
<thead>
<tr>
<th>Process</th>
<th>Preselection</th>
<th>Final selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$WW$</td>
<td>640 ± 50</td>
<td>23.4 ± 3.3</td>
</tr>
<tr>
<td>$Z/\gamma^* \rightarrow \tau\tau$</td>
<td>1210 ± 110</td>
<td>10 ± 4</td>
</tr>
<tr>
<td>Fake Background</td>
<td>290 ± 40</td>
<td>9.6 ± 1.9</td>
</tr>
<tr>
<td>$WZ$</td>
<td>36 ± 4</td>
<td>0.76 ± 0.31</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>2800 ± 400</td>
<td>0.25 ± 0.17</td>
</tr>
<tr>
<td>Single top</td>
<td>270 ± 40</td>
<td>0.22 ± 0.20</td>
</tr>
<tr>
<td>$W/Z + \gamma$</td>
<td>20 ± 7</td>
<td>0.04 ± 0.04</td>
</tr>
<tr>
<td>$ZZ$</td>
<td>4.0 ± 0.4</td>
<td>0.042 ± 0.028</td>
</tr>
<tr>
<td>Total background</td>
<td>5300 ± 400</td>
<td>44 ± 6</td>
</tr>
</tbody>
</table>

Table 1 Number of events observed in data, the estimated backgrounds, and expected number of signal events, assuming $|\lambda_{131}^\prime\lambda_{231}^\prime| = |\lambda_{132}^\prime\lambda_{232}^\prime| = 0.05$, with their combined systematic and statistical uncertainties for the preselected sample and the final selected sample. The number of signal and background events has been rounded.
Fig. 2 Observed distributions of dilepton invariant mass \((m_{\mu\mu})\), dilepton azimuthal opening angle \((\Delta\phi_{\mu\mu})\), \(E_T^{miss}\) and number of jets after object selection (‘preselection’). The expected SM contributions, obtained as described in the text, with combined statistical and systematic uncertainties, are shown. In addition, the expected signal for \(m_{\tilde{t}} = 95\) GeV is overlaid. For each case, a plot of the ratio of observed events to the expected background is shown. The error bars on these points represent the statistical errors on the data points and the hashed boxes represent the total error (statistical and systematic) on the expected background.

of Table 1. In order of importance, the dominant contributions stem from \(WW\), \(\tau\)-pair and fake background. The \(m_{\mu\mu}\) distribution of the selected events is shown in Fig. 3.

Systematic uncertainties on the SM background estimation arise from uncertainties in the estimation of the fake background (15 %), the integrated luminosity (3.7 %), and lepton trigger, reconstruction and identification efficiencies (1–2 %). Uncertainties from lepton energy/momentum scale and resolution (0.5–1 %), \(E_T^{miss}\) modelling (12 %), and jet energy scale and resolution [43] (3.6 %) are also included. The SM background uncertainty in the shape of the \(m_{\mu\mu}\) distribution used to extract the signal is estimated by comparing the default \(WW\) distribution generated with HERWIG [38, 39] to those obtained with ALPGEN [44] (interfaced with JIMMY [45]) and SHERPA [46]. A 13 % uncertainty is assigned. The uncertainties on the \(\tilde{t}\) and single-top cross sections are 10 % [47] and 9 % [48], respectively. The theoretical uncertainties assigned to the \(W/Z + \gamma\), \(Z/\gamma^* \to \tau\tau\), \(WW\), \(WZ\), and \(ZZ\) cross sections are 10 %, 5 %, 7 %, 7 %, and 5 % respectively; these arise from the choice of PDFs, the factorization and renormalization scale dependence, and \(\alpha_s\) variations.

6 Limit setting

Since no excess is observed in data, the \(m_{\mu\mu}\) distribution in Fig. 3, with a single bin for \(m_{\mu\mu} > 400\) GeV to reduce sensitivity to statistical fluctuations, is used to set limits on the production cross section of \(e\mu\) pairs through \(t\)-channel exchange of \(\tilde{t}\) in RPV SUSY models. A modified frequentist approach, using a binned log-likelihood ratio (LLR) of the signal-plus-background hypothesis to the background only hypothesis [49], is used to set the 95 % confidence level (CL) upper limits. Confidence levels, \(CL_{s+b}\) and \(CL_b\), are defined by integrating the normalized probability distribution of LLR values from the observed LLR value to infinity for the two hypotheses. Since no data excess is observed, the production cross section is excluded at 95 % CL when \(1 - CL_{s+b}/CL_b = 0.95\). The limits take into account systematic uncertainties by convolving the Poisson probability distributions for signal and background with the probability distributions for the corresponding uncertainty, which are assumed to be Gaussian.

The upper limit on the production cross section for \(pp \to e\mu X\) through the \(t\)-channel exchange of a \(\tilde{t}\) at 95 %
CL is shown in Fig. 4(a). For a $t$ with mass of 95 GeV (1000 GeV), the limit on the production cross section is 170 (30) fb which is in agreement with the expected limit of $180^{+80}_{-60} (30)^{+11}_{-10} \text{ fb}$. The theoretical cross section for $|\lambda'_{131}\lambda'_{231}| = |\lambda'_{132}\lambda'_{232}| = 0.05$ is also shown to illustrate the sensitivity.

The fraction of events produced by the $d\bar{d}\to e\mu$ ($s\bar{s}\to e\mu$) process is predicted to be $f_{d\bar{d}} = 0.72$ ($f_{s\bar{s}} = 0.28$) using the PYTHIA generator with the central CTEQ6L1 PDF set and with $m_t = 95 \text{ GeV}$. The cross section for the signal process is hence proportional to the PDF-weighted sum of the RPV couplings, which is $f_{d\bar{d}} \times |\lambda'_{131}\lambda'_{231}|^2 + f_{s\bar{s}} \times |\lambda'_{132}\lambda'_{232}|^2$. The cross section limits set above can be interpreted as a limit on the plane spanned by the sum of couplings and $m_{\ell}$. The resulting two-dimensional 95% confidence limit is shown in Fig. 4(b).

Assuming the equality of all couplings considered in this analysis ($\lambda'_{i3j} = \lambda'_{131} = \lambda'_{i32} = \lambda'_{232}$), it is possible to compare this result with the one obtained by H1 for masses higher than the centre-of-mass collision energy of 319 GeV available at HERA. For example, at $m_{\ell} = 400$ (1000) GeV this analysis sets limits on a single coupling, $\lambda'_{i3j}$, of 0.35 (0.70), compared to the limits set by H1 experiment, which are 0.38 (0.95) [11].

7 Conclusion

This paper presents a search for LFV interactions in the $e\mu$ continuum, as modelled by the $t$-channel exchange of a scalar top quark, using 2.1 fb$^{-1}$ of data collected by the ATLAS detector in $\sqrt{s} = 7 \text{ TeV}$ $pp$ collisions at the LHC. The data are found to be consistent with the SM predictions. Upper limits are set on the production cross section for $pp \to e\mu X$ through the $t$-channel exchange of a $t$. A two-dimensional limit in the plane of the weighted sum of couplings vs $m_{\ell}$ is also obtained.

Acknowledgements

We thank CERN for the very successful operations of the LHC, as well as the support staff from our institutions without whom ATLAS could not be operated efficiently.

We acknowledge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC, Australia; BMWF, Austria; ANAS, Azerbaijan; SSTC, Belarus; CNPq and FAPESP, Brazil; NSERC, NRC and CFI, Canada; CERN; CONICYT, Chile; CAS, MOST and NSFC, China; COCICAS, Colombia; CMS CR, MPO CR and VSC CR, Czech Republic; DNRF, DNSRC and Lundbeck Foundation, Denmark; EPLANET and ERC, European Union; IN2P3-CNRS, CEA-DSM/IRFU, France; INAS, Georgia; BMBF, DFG, HGF, MPG and AvH Foundation, Germany; GSRT, Greece; ISF, MINERVA, GIF, DIP and Benoziyo Center, Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST, Morocco; FOM and NWO, Netherlands; RCN, Norway; MINIS, Poland; GRICES and FCT, Portugal; MINECO, Spain; SRC and Wallenberg Foundation, Sweden; SER, SNSF and
Cantons of Bern and Geneva, Switzerland; NSC, Taiwan; TAEK, Turkey; STFC, the Royal Society and Leverhulme Trust, United Kingdom; DOE and NSF, United States of America.

The crucial computing support from all WLCG partners is acknowledged gratefully, in particular from CERN and the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Denmark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF (Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Taiwan), RAL (UK) and BNL (USA) and in the Tier-2 facilities worldwide.

Open Access This article is distributed under the terms of the Creative Commons Attribution License which permits any use, distribution, and reproduction in any medium, provided the original author(s) and the source are credited.

References

The ATLAS Collaboration
ak Also at Laboratoire de Physique Nucléaire et de Hautes Energies, UPMC and Université Paris-Diderot and CNRS/IN2P3, Paris, France
al Also at Institute of Physics, Academia Sinica, Taipei, Taiwan
am Also at Department of Physics, Nanjing University, Jiangsu, China
*Deceased