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Abstract
Here, we initiate a program to study relationships between finite groups and arithmetic–geometric invariants in a systematic way. To do this, we first introduce a notion of optimal module for a finite group in the setting of holomorphic mock Jacobi forms. Then, we classify optimal modules for the cyclic groups of prime order, in the special case of weight 2 and index 1, where class numbers of imaginary quadratic fields play an important role. Finally, we exhibit a connection between the classification we establish and the arithmetic geometry of imaginary quadratic twists of modular curves of prime level.
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INTRODUCTION

Relationships between representations of sporadic simple groups and arithmetic–geometric invariants of various kinds have recently appeared in the literature. See [4, 19, 26] for examples of this, and see [14, 18] for related expository accounts. Our objective here is to initiate a systematic theory of such interrelationships.

1.1 Motivation

To motivate our approach, we begin by recalling that in each of the abovementioned works, the starting point is reminiscent of monstrous moonshine. More specifically, a (weakly holomorphic) modular form $F_g$ is assigned to each conjugacy class $[g]$ of a finite group $G$, and it is shown that there exists a (virtual) graded $G$-module $V = \bigoplus_n V_n$ with the property that

$$F_g(\tau) = \sum_n \text{tr}(g|V_n) q^n,$$

(1.1.1)

for each $g \in G$, where $q = e^{2\pi i \tau}$. Furthermore, the $F_g$ are distinguished, in that they satisfy an optimality property that naturally generalizes the principal modulus property of monstrous moonshine: A principal modulus can be characterized as the unique modular function that has a simple pole at the cusp $\infty$ and nowhere else and 0 as a constant term in its Fourier expansion. Generalizing this, the functions $F_g$ satisfy a growth condition

$$F_g(\tau) = P(q^{-1}) + O(q)$$

(1.1.2)

as $\Im(\tau) \to \infty$, for a certain polynomial $P(x) \in \mathbb{Z}[x]$ that is independent of $g$, and also remain bounded near (as many as possible of) the noninfinite cusps of their invariance groups. (See the cited works for precise formulations.)

For example, in [26], where $G = \text{Th}$ is the sporadic simple group of Thompson, we have $P(x) = 6x^5$ in (1.1.2). In the setup of [19], where $G = O'N$ is the (nonmonstrous) sporadic simple group
of O’Nan, \( P(x) = -x^4 + 2 \). In monstrous moonshine \( P(x) = x \), and optimality, as we have just defined it, is — as mentioned above — exactly the principal modulus property.

We refer to [1, 13, 15] for general reviews of moonshine, and refer to [7, § 6.3], [17, §§ 1.5–1.6], and also [14], for more detailed expository discussions of optimality.

A key difference between monstrous moonshine and the analyses of [4, 19, 26] is the inclusion of results relating the \( \mathfrak{G} \)-module \( V \) in (1.1.1) to arithmetic invariants of elliptic curves in the latter works. For an example of this, let \( E \) be the elliptic curve over \( \mathbb{Q} \) defined by \( y^2 = x^3 - 12987x - 263466 \) (this is EllipticCurve15.a5 in [32]), and for \( D \) an integer, let \( E \otimes D \) denote the \( D \)th quadratic twist of \( E \), so that \( E \otimes D \) is defined by

\[
y^2 = x^3 - 12987D^2x - 263466D^3.
\]

Also, recall that \( D \in \mathbb{Z} \) is said to be a fundamental discriminant if it coincides with the discriminant of \( \mathbb{Q}(\sqrt{D}) \). Now, taking \( \mathfrak{G} = \mathfrak{O}' \), letting \( F_8 \) be as in [19], and letting \( D \) be a negative fundamental discriminant that is \( \equiv 1 \mod 3 \), and either \( \equiv 2 \mod 5 \) or \( \equiv 3 \mod 5 \), it follows from Theorem 1.4 of op. cit. that there are only finitely many rational number solutions to (1.1.3), unless

\[
\text{tr}(g|\mathfrak{G}|) + h(D) \equiv 0 \mod 5,
\]

where \( g \) is an element of order 3 in \( G \), and \( h(D) \) is the class number of \( \mathbb{Q}(\sqrt{D}) \). As is illustrated in detail in [14, § 7], a basic significance of this is that the obstruction (1.1.4) may be computed in terms of binary quadratic forms, whereas the computation of the rank of an elliptic curve is generally a more difficult task (cf., e.g., [48]).

Stepping back for a moment, we may ask if such interrelationships (1.1.3–1.1.4) are isolated exceptional phenomena (like the sporadic simple groups themselves), or representative of a broader general theory (like the sporadic simple groups themselves). As we explain in more detail, both here and in forthcoming work [8, 9], the results we have obtained support a balance between both points of view. To wit, the main results of [8, 9] are counterparts to (1.1.1–1.1.2) which feature the sporadic simple Mathieu groups, and thereby exemplify the exceptional aspect of the setup in which we work. However, we demonstrate here that these sporadic examples are representative of a general theory, by producing an infinite family that involves all the cyclic groups of prime order (see Theorem 4.1.1), and specializes, in some cases (see Section 1.3), the sporadic examples of [8, 9]. In this work, we formulate complements to (1.1.3)–(1.1.4), for each of our cyclic group counterparts to (1.1.1–1.1.2) (see Theorem 4.2.1 and Corollary 4.2.2), and we do similarly for sporadic simple Mathieu groups in [8, 9]. In the latter works, we also further extend the arithmetic side of the theory, by elucidating some more subtle relationships between group representations and arithmetic geometric invariants.

### 1.2 | Methods

Previous works [19, 26] use the setting of modular forms of weight \( \frac{3}{2} \). Through the general theory of Jacobi forms, the relevant aspects of which we recall in Section 3.2, this setting can be transformed in a natural way to Jacobi forms of weight 2 and index 1, which is the setting we
choose for this work.† However, in contrast to [19, 26], we start with a specific notion of optimality, and then seek compatible representations of finite simple groups, rather than the other way around.

We are interested in “where the theory starts,” so we consider the “simplest possible” choices for \( P \) in (1.1.2); namely, the constant polynomials. This imposes two more points of contrast between our setup and that of [19, 26]. First, it leads us to mock modular forms, since otherwise we are forced to take \( F_e = 0 \) in (1.1.1), for \( e \) denoting the identity in a given finite group \( G \) (and this forces \( P = 0 \) in (1.1.2) too). Second, it motivates us to strengthen the notion of optimality we described in Section 1.1 (cf. (1.1.2)), so as to require vanishing of the \( F_g \) near the noninfinite cusps of their invariance groups (for otherwise there are “too many” choices for \( F_g \) in (1.1.1), as is illustrated below by (1.2.2)).

Another point of contrast is that we actually work with (mock) Jacobi forms of weight 2, rather than (mock) modular forms of weight \( \frac{3}{2} \). This is mainly because it allows us to more easily formulate the precise notions of optimality that we employ, but also because it allows us to attach forms of level \( N \) to elements of order \( N \) (rather than forms of level \( 4N \)).

Thus, our focus in this work is on virtual graded \( G \)-modules \( W = \bigoplus_D W_D \) (cf. (3.3.3)), for \( G \) a finite group, with the property that the associated McKay–Thompson series,

\[
\phi^W_g(\tau, z) := \sum_{n, s \in \mathbb{Z}} \text{tr}(g|W_{s^2-4n})q^n y^s, \tag{1.2.1}
\]

is a mock Jacobi form of weight 2 and index 1 for \( \Gamma_0(o(g)) \) (see Proposition 3.4.1), for each \( g \in G \), where \( o(g) \) denotes the order of \( g \). The space of mock Jacobi forms of weight 2 and index 1 for \( \Gamma_0(1) \) is one-dimensional, spanned by the Hurwitz class number generating function, \( \mathscr{H}_{\text{Hur}} = \mathscr{H}^1_{\text{Hur}} \) (see (3.1.7) and Proposition 3.4.4). So, such modules \( W \), supposing they exist, exhibit (rescaled) class numbers as dimensions of representations of finite groups.

Actually, such modules abound in the absence of further conditions on the McKay–Thompson series (1.2.1). To see this, let \( G \) be any finite group, and set

\[
\phi_g := 12\mathscr{H}_{\text{Hur}} + M\left(\mathscr{H}^1_{\text{Hur}} - \iota(o(g))\mathscr{H}_{\text{Hur}}\right) \tag{1.2.2}
\]

for \( g \in G \), for a fixed integer \( M \), where \( \mathscr{H}_{\text{Hur}} \) and \( \mathscr{H}^1_{\text{Hur}} \) are as defined in (3.1.4)–(3.1.6), and \( \iota(N) \) is the index of \( \Gamma_0(N) \) in \( SL_2(\mathbb{Z}) \) (cf. (3.1.5)). Then, \( \phi_g \) is a mock Jacobi form of weight 2 and index 1 for \( \Gamma_0(o(g)) \) by Proposition 3.4.1, and Thompson’s characterization of virtual characters (cf., e.g., [45]) confirms the existence of a virtual graded \( G \)-module \( W = \bigoplus_D W_D \) such that \( \phi_g = \phi^W_g \) for each \( g \in G \) (cf. (1.2.1)), so long as \( M \) is divisible by sufficiently large powers of the primes that divide \( \#G \).‡

For this reason, and with moonshine as motivation, we restrict attention in this work to \( G \)-modules \( W \) for which the associated mock Jacobi forms \( \phi^W_g \) are optimal, in the sense sketched in Section 1.1, taking \( P \) to be constant in (1.1.2). That is, we require that

\[
\phi^W_g(\tau, z) = -c + O(q) \tag{1.2.3}
\]

† As the Shimura correspondence relates modular forms of integer weight to modular forms of half-integer weight, so may the setup of [4] be regarded as related to that of this work.
‡ Note that the 12 in (1.2.2) clears the denominators in the coefficients of \( \mathscr{H}^1_{\text{Hur}} \).
as $\mathcal{F}(\tau) \to \infty$, for all $g \in G$ and $z \in \mathbb{C}$, for some fixed integer $c$, and also require that the theta coefficients

$$h^W_{g,r}(\tau) := \sum_{D \equiv r^2 \mod 4} \text{tr}(g|W_D)q^{-D}$$  \hfill (1.2.4)$$

of $\phi^W_g$ tend to 0 as $\tau$ tends to any cusp of $\Gamma^0(\mathfrak{o}(g))$ other than the infinite one, for $r \in \{0,1\}$. We formulate this notion of optimality more carefully and more generally in Section 3.3.

Note that the connection between $\phi^W_g$ (1.2.1) and the $h^W_{g,r}$ (1.2.4) is that

$$\phi^W_g(\tau, z) = h^W_{g,0}(\tau)\vartheta_{1,0}(\tau, z) + h^W_{g,1}(\tau)\vartheta_{1,1}(\tau, z),$$  \hfill (1.2.5)$$

where $\vartheta_{1,r}$ is as defined in (3.2.4). Also, the weight $\frac{3}{2}$ (mock) modular form corresponding to $\phi^W_g$ is the function

$$\tilde{h}^W_g(\tau) := h^W_{g,0}(4\tau) + h^W_{g,1}(4\tau),$$  \hfill (1.2.6)$$

so the $\tilde{h}^W_g$ for $g \in G$ are more direct counterparts to the $F_g$ of (1.1.1).

In monstrous, penumbral, and umbral moonshine, the optimal forms arising are naturally associated to genus zero subgroups of $SL_2(\mathbb{R})$. (See [16, 17] for more on this in the case of penumbral moonshine, and see [6] for a precise formulation and proof in the case of umbral moonshine.) So, there are only finitely many examples according to [46]. By contrast, optimal mock Jacobi forms of weight 2 and index 1 for $\Gamma^0(N)$ exist for all $N$. Indeed, we identify an explicit example, $\mathcal{H}^N_{\text{Rad}}$, for each $N$ in Section 3.4 (see (3.4.12) and Proposition 3.4.2). So, the relationships to finite groups promise to be richer in the present setting.

### 1.3 Results

Say that a virtual graded $G$-module $W = \bigoplus_D W_D$ as in (1.2.1) is optimal if the associated McKay–Thompson series $\phi^W_g$ of (1.2.1) are optimal, in the sense of (1.2.3–1.2.4), for all $g \in G$. In a similar spirit to [26], we seek an understanding of the full set $\mathcal{W}^\text{opt}_{2,1}(G)$ of optimal $G$-modules. As we explain in Section 3.3 (see Proposition 3.3.1), this set $\mathcal{W}^\text{opt}_{2,1}(G)$ is naturally a free abelian group of finite rank. A full solution to the problem of understanding it depends upon the minimal positive integer $c^\text{opt}_{2,1}(G)$ for which

$$12c^\text{opt}_{2,1}(G)\mathcal{H}^G_{\text{Hur}}(\tau, z) = -c^\text{opt}_{2,1}(G) + O(q)$$  \hfill (1.3.1)$$

arises as the graded dimension function $\phi^W_g$, for some $W \in \mathcal{W}^\text{opt}_{2,1}(G)$ (cf. (3.3.20)), and also depends upon a lattice structure $\mathcal{L}^\text{opt}_{2,1}(G)$ (cf. (3.3.19)) on the subgroup of optimal $G$-modules that have $c = 0$ in (1.2.3). With this as motivation, we call the computation of $c^\text{opt}_{2,1}(G)$ and $\mathcal{L}^\text{opt}_{2,1}(G)$, for a given finite group $G$, the classification problem for optimal (mock Jacobi) $G$-modules (of weight 2 and index 1).

In this work, we produce a solution to the optimal module classification problem just described, for the “first” infinite family of finite simple groups. Specifically, we determine $\mathcal{W}^\text{opt}_{2,1}(G)$, for $G$ a
cyclic group of prime order, by computing $c_{2,1}^{\text{opt}}(G)$ and the lattice $L_{2,1}^{\text{opt}}(G)$. This is the content of our first main result, Theorem 4.1.1. Our computation of $c_{2,1}^{\text{opt}}(G)$ results in the explicit formula

$$c_{2,1}^{\text{opt}}(G) = \text{num}\left(\frac{\#G + 1}{6}\right)$$

(1.3.2)

(see (4.1.4)), where num($\alpha$) denotes the numerator of a rational number $\alpha$. We compute $L_{2,1}^{\text{opt}}(G)$ by expressing it in terms of virtual modules for $G$, and the space $S_2(\#G)$ of cuspidal modular forms with weight 2 and level the order of $G$ (see (4.1.5)).

Thus, as a consequence of Theorem 4.1.1, we see that — even for the simplest family of finite simple groups — structures as rich as spaces of cusp forms play a role in classifying its optimal modules. It is natural to ask if this richness is captured by the structures we introduce in this work. Our second main result, Theorem 4.2.1, answers this question affirmatively, by connecting the classification result of Theorem 4.1.1 to the existence, or otherwise, of infinite-order rational points on imaginary quadratic twists of modular abelian varieties. For example, it is a consequence (see Corollary 4.2.2) of our classification of optimal $\mathcal{U}$-modules for $G = \mathbb{Z}/11\mathbb{Z}$, that if $D$ is a negative fundamental discriminant such that 11 is inert in $\mathbb{Q}(\sqrt{D})$, then the $D$-twist

$$y^2 = x^3 - 13392D^2x - 1080432D^3$$

(1.3.3)

(cf. (1.1.3)), of the modular Jacobian $J_0(11)$ (this is Elliptic Curve 11.a2 in [32]), has only finitely many rational number solutions, unless $h(D) \equiv 0 \mod 5$ (cf. (1.1.4)). It turns out to be no coincidence (see Theorem 4.2.1) that 5 is the number of rational points of finite order on $J_0(11)$.

As we have alluded to in Section 1.1, the optimal modules for cyclic simple groups that we focus on in this work, in some cases specialize optimal modules for sporadic simple groups that we consider in [8, 9]. For example, it follows from the results of [8] that for $G = \mathbb{Z}/11\mathbb{Z}$, every element of $W_{2,1}^{\text{opt}}(G)$ extends to a module for the unique nontrivial double cover $2.M_{12}$ of the Mathieu group $M_{12}$. By a similar token, taking $G = \mathbb{Z}/23\mathbb{Z}$, we have that every element of $W_{2,1}^{\text{opt}}(G)$ extends to a module for the Mathieu group $M_{23}$, according to the results of [9].

As the reader may anticipate, the relative complexity of the groups involved in [8, 9] entails richer relationships to arithmetic–geometric invariants. To preview this, we mention that we connect the congruent number problem of antiquity (see, e.g., the introduction to [47]) to representations of the Mathieu group $M_{11}$ in [8], and establish $M_{23}$-based interdependencies between the arithmetic–geometric invariants of elliptic curves of different (coprime) levels in [9].

We conclude by highlighting three problems for future work. The first of these is the classification of optimal modules for other finite groups. In addition to the sporadic simple groups, which have proven particularly successful at producing striking results in similar settings, it would be of interest to understand optimal modules for the infinite families of nonabelian finite simple groups. A primary motivation for this is the promise of richer relationships to arithmetic geometry, along the lines of those we present in [8, 9], but in infinite families rather than in isolated examples. The classification result of this work may serve as a starting point for this. We also point out that we define optimality in some generality in Section 3.3, in order to prepare for the exploration of other weights and indices.

A second problem is to apply the approach of our work, here and in [8, 9], to optimality with nonconstant $P$ in (1.1.2). Thanks to the results of [19, 26], discussed in Section 1.1, we know already that interesting examples exist. It would be good to understand where these examples are situated,
in the balance between the general and the exceptional that we contrived at the conclusion of Section 1.1, and it could be profitable to explore what more can be said about their arithmetic–geometric aspects.

The final problem we emphasize is the construction of richer algebraic structure on the optimal modules themselves. Do any of the optimal G-modules, we consider admit a G-invariant algebra, or represent a G-invariant Lie-type structure of some kind? If so, what are the implications of this for the associated arithmetic geometry?

1.4 | Overview

The structure of this article is as follows. We present a guide to the specialized notation that we use in Section 2. Then, in Section 3, we prepare for the statements and proofs of our main results. Specifically, we review generalized Hurwitz class numbers, and some related notions, in Section 3.1, and review (mock) Jacobi forms in Section 3.2. We introduce the notion of optimality we use, in general weight and index, in Section 3.3, and discuss this notion in more detail in the special case of weight 2 and index 1 in Section 3.4. With the preparation of Section 3 in place, we formulate and prove our main results in Section 4. The formulation and proof of Theorem 4.1.1 appear in Section 4.1, and the formulation and proof of Theorem 4.2.1 appear in Section 4.2.

2 | NOTATION

- \(
\langle \cdot, \cdot \rangle
\) The symmetric bilinear forms on \( L_{k,m}(G) \) and \( L_{k,m}^{opt}(G) \). See (3.3.14) and (3.3.19).
- \( \langle \cdot, \cdot \rangle \) The Petersson inner product on \( S_{k,m}(N) \). See (3.2.18).
- \( A \otimes D \) The \( D \)-twist of an abelian variety \( A \). See (4.2.1).
- \( B \) A quaternion algebra over \( \mathbb{Q} \). See the proof of Lemma 4.1.4.
- \( c \) The negative of the constant term of a holomorphic mock Jacobi form. See (3.3.2).
- \( c_{Eis}^{opt}(G) \) An invariant we attach to a finite group \( G \) in Section 4.1. Cf. (4.1.6).
- \( c_{Eis}(N) \) A certain constant that we define in Section 4.1 for \( N \) prime. See (4.1.1).
- \( c_{k,m}^{opt}(G) \) An invariant we attach to a finite group \( G \) in Section 3.3. See (3.3.20).
- \( C_{\varphi}(D) \) A shorthand for \( C_{\varphi}(D) \), for a certain choice of \( \varphi \), in the proof of Theorem 4.2.1.
- \( C_{\varphi,n}(D) \) A coefficient in the Fourier expansion of \( \varphi_{N} \). Cf. (4.1.19).
- \( d_{N}^{Coh} \) The denominator of \( \frac{N+1}{6} \) for \( N \) prime. See (3.1.20).
- \( d_{N}^{Hur} \) The denominator of \( \frac{N+1}{6} \) for \( N \) prime. See (3.1.20).
- \( \text{den}(\alpha) \) The denominator of a rational number \( \alpha \) when expressed in reduced form. Cf. (3.1.20).
- \( e \) The identity element of a finite group \( G \). See Section 3.3.
- \( e_{i} \) A point in the geometric fiber of \( X_{0}(N) \) in characteristic \( N \). See the proof of Lemma 4.1.4.
- \( E_{i} \) A supersingular elliptic curve. See the proof of Lemma 4.1.4.
- \( f \otimes D \) The \( D \)-twist of a cuspidal modular form \( f \). See (4.2.5).
- \( F(N) \) A fundamental domain for \( \Gamma_{0}(N) \). Cf. (3.2.18).
- \( \phi_{W}^{g} \) The assignment \( g \mapsto \phi_{W}^{g} \) for \( W \) a virtual graded \( G \)-module, for \( G \) a finite group. Cf. (3.3.17).
- \( \phi_{W}^{g} \) The McKay–Thompson series associated to the action of \( g \) on \( W \). See (3.3.8) and (3.4.5).
\( \varphi_N \) A cuspidal Jacobi form of weight 2 and index 1 for \( \Gamma_0^J(N) \). See Lemma 4.1.4.

\( N \) An element in a finite group \( G \). See Section 3.3.

\( G \) A finite group. See Section 3.3.

\( \overline{\Gamma}_0(N) \) The metaplectic double cover of \( \Gamma_0(N) \). Cf. (3.2.2).

\( \Gamma_0^J(N) \) A group of the form \( \Gamma_0(N) \rtimes \mathbb{Z}^2 \). Cf. (3.2.1).

\( h_W^g \) The vector-valued function that takes the \( h_{W,r}^g \), as its components. See (3.3.8).

\( h_{W,r}^g \) The theta coefficients of \( \phi_W^g \). See (3.3.9).

\( \chi_W^g \) The McKay–Thompson series associated with the action of \( G \) on \( \chi_W \). See (3.3.22).

\( H^{\text{Hur}}(D) \) The Hurwitz class number of \( D \). See (3.1.7).

\( H_N^{\text{Hur}}(D) \) The generalized Hurwitz class number of level \( N \) and discriminant \( D \). See (3.1.4–3.1.5).

\( H_{\text{Coh}}^N(D) \) A coefficient of the Cohen–Eisenstein series \( H_{\text{Coh}}^N \). Cf. (3.1.9–3.1.10).

\( H_{\mathbb{Z}/N\mathbb{Z}}^1(D) \) A certain holomorphic mock Jacobi form defined for \( \mathbb{Z}/N\mathbb{Z}, \alpha \) with integer coefficients. See (4.1.20).

\( H_{\mathbb{Z}/N\mathbb{Z}}^1(D) \) A shorthand for \( H_{\mathbb{Z}/N\mathbb{Z}}^1 \) when \( N = \alpha(\mathbb{Z}) \). See (3.1.10).

\( J_k,m(N) \) The holomorphic Jacobi forms of weight \( k \) and index \( m \) for \( \Gamma_0^J(N) \). Cf. (3.2.16).

\( J_{k,m}^\text{sk}(N) \) The skew-holomorphic Jacobi forms of weight \( k \) and index \( m \) for \( \Gamma_0^J(N) \). Cf. (3.2.19).

\( J_k,m(N) \) The holomorphic mock Jacobi forms of weight \( k \) and index \( m \) for \( \Gamma_0^J(N) \). Cf. (3.2.16).

\( L_{k,m}(G) \) A certain lattice. See (3.3.12).

\( L_{k,1}(G) \) A certain sublattice of \( L_{2,1}(G) \). See (3.4.16).

\( L_{k,m}^\text{opt}(G) \) The lattice of 0-optimal virtual graded \( G \)-modules of weight \( k \) and index \( m \). Cf. (3.3.19).

\( \lambda_{k,m}^g \) A cuspidal Jacobi form determined by \( \lambda \in L_{k,m}(G) \) and \( g \in G \). See (3.3.13).

\( M_{\frac{1}{2}}^+(4N) \) A Kohnen plus space of modular forms. Cf. (3.2.14) and (4.1.15).

\( N \) The numerator of \( N+1 \) for \( N \) prime. See (4.1.3).

\( n_{\text{Hur}}^N \) The numerator of \( N+1 \) for \( N \) prime. See (4.1.3).

\( \text{num}(\alpha) \) The numerator of a rational number \( \alpha \) when expressed in reduced form. Cf. (4.1.3).

\( \overline{N} \) An inverse for \( N \) modulo \( n_{\text{Hur}}^N \) in the case that \( N \) is prime. See (4.1.20).

\( q \) We set \( q = e^{2\pi i \tau} \) for \( \tau \in \mathbb{H} \).

\( Q_N(D) \) A set of binary quadratic forms with integer coefficients. See Section 3.1.

\( R_l \) The endomorphism ring of \( E_l \). See the proof of Lemma 4.1.4.

\( R(G) \) The Grothendieck group of finitely generated \( G \)-modules. See (3.3.4).

\( R(G)_0 \) The subgroup of \( R(G) \) composed of virtual \( G \)-modules \( V \) with \( \text{tr}(\alpha|V) = 0 \). Cf. (3.4.16).

\( \varphi_m \) A certain unitary representation of \( SL_2(\mathbb{Z}) \). Cf. (3.2.10).

\( S_l \) A shorthand for \( \mathbb{Z} + 2\mathbb{Z} \). See the proof of Lemma 4.1.4.

\( S_0^1 \) The elements of \( S_l \) with vanishing trace. Cf. (4.1.15).

\( S_k(N) \) The cuspidal modular forms of weight \( k \) for \( \Gamma_0(N) \). Cf. (4.1.5).

\( S_{k,m}(N) \) The cuspidal Jacobi forms of weight \( k \) and index \( m \) for \( \Gamma_0(N) \). See (3.2.16).
3 | PREPARATION

We prepare for the main arguments of this paper in this section. We discuss some variations of class numbers of imaginary quadratic fields, and the relations between them, in Section 3.1. Then we formulate our conventions for Jacobi forms in Section 3.2. The notion of optimality is a cornerstone of this work, and we discuss it in detail in Section 3.3. With future applications in mind, we work with Jacobi forms of general weight and index in Subsection 3.2–3.3. In Section 3.4, we specialize to the situation of main interest in this work, wherein the weight is 2 and the index is 1, and in this setting, we tie together the topics of the preceding sections, Subsection 3.1–3.3.

3.1 | Class numbers

For integers $N$ and $D$, let $Q_N(D)$ denote the set of integer coefficient binary quadratic forms $Q(x, y) = Ax^2 + Bxy + Cy^2$ of discriminant $D := B^2 - 4AC$ with $A \equiv 0 \mod N$. Then the group

$$\Gamma_0(N) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) \mid c \equiv 0 \mod N \right\}$$ (3.1.1)

acts naturally on $Q_N(D)$ via the rule

$$Q \begin{pmatrix} a & b \\ c & d \end{pmatrix}(x, y) := Q(ax + by, cx + dy),$$ (3.1.2)

so it is natural to consider the cardinalities of the orbit spaces $Q_N(D)/\Gamma_0(N)$. At least in the positive-definite case, whereby $D < 0$, it turns out to be even more natural to consider the
weighted cardinalities, with weights determined by the stabilizers

$$\Gamma_0(N)_Q := \{ \gamma \in \Gamma_0(N) \mid Q|\gamma = Q \}. \quad (3.1.3)$$

For $D < 0$ such that $Q_N(D)$ is not empty the corresponding weighted cardinality

$$H^\text{Hur}_N(D) := \sum_{Q \in Q_N(D)/\Gamma_0(N)} \frac{1}{\#\Gamma_0(N)_Q} \quad (3.1.4)$$

is called a generalized Hurwitz class number of $D$.

Our main motivation for the definition (3.1.4) is that it manifests functions with (mock) modular properties (cf. Section 3.2). To state this more concretely, we set $H^\text{Hur}_N(0) := 0$ in case $D < 0$ is such that $Q_N(D)$ is empty, we define

$$H^\text{Hur}_N(0) := -\frac{1}{12} t(N), \quad (3.1.5)$$

where $t(N) := [\Gamma_0(1) : \Gamma_0(N)]$ denotes the index of $\Gamma_0(N)$ in the modular group $\Gamma_0(1) = SL_2(\mathbb{Z})$, and set $H^\text{Hur}_N(D) := 0$ when $D > 0$. With these conventions, the generating functions

$$\mathcal{N}^\text{Hur}_N(\tau, z) := \sum_{n, s \in \mathbb{Z}} H^\text{Hur}_N(s^2 - 4n) q^n y^s \quad (3.1.6)$$

define mock Jacobi forms (see Proposition 3.4.1) once we substitute $q = e^{2\pi i \tau}$ and $y = e^{2\pi i z}$, for $\tau \in \mathbb{H}$ and $z \in \mathbb{C}$.

In what follows we usually suppress the subscript $N$ from notation in (3.1.4–3.1.6) when $N = 1$, so that

$$H^\text{Hur}(D) := H^\text{Hur}_1(D), \quad \mathcal{N}^\text{Hur} := \mathcal{N}^\text{Hur}_1. \quad (3.1.7)$$

The $H^\text{Hur}(D)$ are called simply Hurwitz class numbers.

Say that $D \in \mathbb{Z}$ is a discriminant if $Q(D)$ is not empty (i.e., $D$ is congruent to 0 or 1 modulo 4), and say that $D$ is a fundamental discriminant if it is the discriminant of the number field $\mathbb{Q}(\sqrt{D})$. Then, for $D$, a negative fundamental discriminant we have $H^\text{Hur}(D) = \frac{1}{w_D} h(D)$, where $h(D)$ is the usual class number of the imaginary quadratic field $\mathbb{Q}(\sqrt{D})$, and $w_D$ is half the number of units in the ring of integers of $\mathbb{Q}(\sqrt{D})$. So, $H^\text{Hur}(-3) = \frac{1}{3}$, $H^\text{Hur}(-4) = \frac{1}{2}$, and $H^\text{Hur}(D) = h(D)$ for fundamental $D < -4$.

We will also make use of a variation on the class numbers $h(D)$ due to Cohen (cf. [10]). To define this note that for $D$, an arbitrary discriminant we have $D = f^2 D_0$, where $D_0$ is the discriminant of $\mathbb{Q}(\sqrt{D})$ and $f$ is the conductor of the order

$$\mathcal{O}_D := \mathbb{Z} \left[ \frac{D + \sqrt{D}}{2} \right]. \quad (3.1.8)$$

Next, for $N$ prime and $D = f^2 D_0$ as above, let $f'$ be the largest factor of $f$ that is coprime to $N$, and set $D' := (f')^2 D_0$. Then, following Gross (see [23, §1]), we define $H^\text{Coh}_N(D)$ for $N$ prime and
\(D\) a negative discriminant by setting

\[
H_{N}^{\text{Coh}}(D) := \begin{cases} 
0 & \text{if } N \text{ splits in } \mathcal{O}_{D'}, \\
\frac{1}{2}H_{N}^{\text{Hur}}(D') & \text{if } N \text{ is ramified in } \mathcal{O}_{D'}, \\
H_{N}^{\text{Hur}}(D') & \text{if } N \text{ is inert in } \mathcal{O}_{D'}.
\end{cases}
\quad (3.1.9)
\]

We also set \(H_{N}^{\text{Coh}}(0) := \frac{-N-1}{24}\), and set \(H_{N}^{\text{Coh}}(D) := 0\) when \(D\) is positive, or a negative integer that is not a discriminant. We then define the *Cohen–Eisenstein series* of (prime) level \(N\) by setting

\[
\mathcal{H}_{N}^{\text{Coh}}(\tau, z) := \sum_{n, s \in \mathbb{Z}} H_{N}^{\text{Coh}}(n^2 - 4n)q^n y^s,
\quad (3.1.10)
\]

where \(q = e^{2\pi i \tau}\) and \(y = e^{2\pi i z}\), as in (3.1.6).

It develops that the Cohen–Eisenstein series (3.1.10) are linearly related to the generalized Hurwitz class number generating functions (3.1.6), and are, in fact, modular (see Proposition 3.4.1).

**Lemma 3.1.1.** For \(N\) prime, we have \(\mathcal{H}_{N}^{\text{Hur}} = \mathcal{H}_{N}^{\text{Coh}} + \frac{1}{2} \mathcal{H}_{N}^{\text{Hur}}\).

**Proof.** It follows directly from the definitions that the constant terms on either side of the desired identity coincide, so we must show that \(H_{N}^{\text{Hur}}(D) = H_{N}^{\text{Coh}}(D) + \frac{1}{2}H_{N}^{\text{Hur}}(D)\) for \(D\) a negative discriminant.

To begin, we observe that the definition (3.1.9) of \(H_{N}^{\text{Coh}}(D)\) may be written more succinctly as

\[
H_{N}^{\text{Coh}}(D) = \frac{1}{2} \left(1 - \left(\frac{D'}{N}\right)\right) H_{N}^{\text{Hur}}(D'),
\quad (3.1.11)
\]

where \(\cdot\) is the Kronecker symbol (see, e.g., [24, p. 503] for the definition) and \(D'\) is as in (3.1.9). We will derive a similar expression for \(H_{N}^{\text{Hur}}(D)\), by using the fact that

\[
H_{N}^{\text{Hur}}(D) = \sum_{\ell \in L(D)} H_{N}^{\text{Hur,0}}(\frac{D}{\ell^2}),
\quad (3.1.12)
\]

for any positive integer \(N\), where \(L(D) := \{\ell > 0 \mid \ell^2|D\}\) and \(H_{N}^{\text{Hur,0}}(D)\) is defined just as \(H_{N}^{\text{Hur}}(D)\) is, but replacing \(Q_{N}(D)\) with the subset of *primitive* quadratic forms \(Q_{N}^{0}(D) := \{Q \in Q_{N}(D) \mid (A, B, C) = 1\}\) in (3.1.4). Note that, according to [24, p. 507], we have

\[
\#Q_{N}^{0}(D)/\Gamma_{0}(N) = \left(n_{D}(N) + n_{D}/N^2\right)\#Q_{1}(D)/\Gamma_{0}(1)
\quad (3.1.13)
\]

for \(N\) prime, where \(n_{a}(m) := \#\{x \in \mathbb{Z}/2m\mathbb{Z} \mid x^2 \equiv a \mod 4m\}\) for \(a, m \in \mathbb{Z}\) (and \(n_{a}(m) := 0\) if \(a\) is not an integer). Also, by applying Satz 2 in [51, § 8], we see that for \(Q \in Q_{N}^{0}(D)\), the quantity \(\#\Gamma_{0}(N)_{Q}\) depends only on \(D\), and furthermore,

\[
\#\Gamma_{0}(N)_{Q} = \begin{cases} 
6 & \text{if } D = -3, \\
4 & \text{if } D = -4, \\
2 & \text{if } D < -4.
\end{cases}
\quad (3.1.14)
\]
We now put (3.1.13) and (3.1.14) together, and obtain that

\[
H_N^{\text{Hur}}(D) = \sum_{\ell \in L(D)} H_1^{\text{Hur},0}(D/\ell^2) \left( n_{D/\ell^2}(N) + n_{D} \left( \frac{N}{\ell^2} \right) \right). \tag{3.1.15}
\]

Observe that \(n_D(N) = 1 + \left( \frac{D}{N} \right)\) for \(N\) prime. Writing \(D = N^2aD'\) where \(D'\) is as in (3.1.9), we define \(L'(D) := \{ \ell \in L(D) \mid N^a|\ell \}\). Then the map \(L(D') \to L'(D), \ell' \mapsto N^a\ell'\) is a bijection and we obtain \(H_1^{\text{Hur},0}(D/\ell^2) = \left( \frac{D'}{N} \right)H_1^{\text{Hur},0}(D'/\ell'^2)\) for \(\ell = N^a\ell' \in L'(D)\). The Kronecker symbol \(\left( \frac{D}{\ell^2} \right)\) vanishes for \(\ell \in L(D) \setminus L'(D)\), so we have

\[
\sum_{\ell \in L(D)} H_1^{\text{Hur},0}(D/\ell^2)n_{D/(\ell^2)\ell^2}(N) = H^{\text{Hur}}(D) + \left( \frac{D'}{N} \right)H^{\text{Hur}}(D'). \tag{3.1.16}
\]

Next, observe that \(\ell' \mapsto n_{D/\ell^2}(1)\) is 0 or 1 according as \(\ell \in L(D)\) belongs to \(L'(D)\) or not, so using

\[
H_1^{\text{Hur},0}(D/\ell^2) = H_1^{\text{Hur},0}(D'/\ell'^2)\]

for \(\ell = N^a\ell' \in L'(D)\), we obtain

\[
\sum_{\ell \in L(D)} H_1^{\text{Hur},0}(D/\ell^2)n_{D/(\ell^2)\ell^2}(1) = H^{\text{Hur}}(D) - H^{\text{Hur}}(D'). \tag{3.1.17}
\]

We substitute (3.1.16) and (3.1.17) into (3.1.15) now, and arrive at the identity

\[
H_N^{\text{Hur}}(D) = 2H^{\text{Hur}}(D) - \left( 1 - \left( \frac{D'}{N} \right) \right)H^{\text{Hur}}(D'). \tag{3.1.18}
\]

This, taken together with (3.1.11), verifies that \(H_N^{\text{Coh}}(D) + \frac{1}{2}H^{\text{Hur}}(D) = H^{\text{Hur}}(D)\) for \(D < 0\). \(\square\)

For application later, in Section 4.1, we record here the following special cases of (3.1.11) and (3.1.18).

**Lemma 3.1.2.** For \(N\) prime and \(D < 0\) fundamental, we have

\[
H_N^{\text{Hur}}(D) = \left( 1 + \left( \frac{D}{N} \right) \right)H^{\text{Hur}}(D), \quad H_N^{\text{Coh}}(D) = \frac{1}{2} \left( 1 - \left( \frac{D}{N} \right) \right)H^{\text{Hur}}(D). \tag{3.1.19}
\]

Observe that the Hurwitz class number \(H^{\text{Hur}}(D) = H_1^{\text{Hur}}(D)\) (cf. (3.1.4)) is an integer unless \(D = -3e^2\) or \(D = -4e^2\) for some \(e \in \mathbb{Z}\). In the former case, the \(SL_2(\mathbb{Z})\)-orbit containing \(ex^2 + exy + ey^2 \in Q_D\) contributes \(\frac{1}{3}\) to \(H^{\text{Hur}}(D)\), and in the latter case, the orbit of \(ex^2 + ey^2\) contributes \(\frac{1}{2}\), and all other orbits make integer contributions. So, in particular, \(6H_N^{\text{Hur}}(D) \in \mathbb{Z}\) for every negative discriminant \(D\). Our last objective in this section is the determination of analogous statements for \(H_N^{\text{Hur}}(D)\) and \(H_N^{\text{Coh}}(D)\) for \(N\) prime. For this, define

\[
d_N^{\text{Hur}} := \text{den} \left( \frac{N+1}{6} \right), \quad d_N^{\text{Coh}} := \text{den} \left( \frac{N-1}{12} \right), \tag{3.20}
\]

where \(\text{den}(\alpha)\) denotes the denominator of a rational number \(\alpha\) when expressed in reduced form.
Lemma 3.1.3. For \( N \) prime and \( D < 0 \), we have \( d_N^{\text{Hurr}} H_N^{\text{Hurr}}(D) \in \mathbb{Z} \) and \( d_N^{\text{Coh}} H_N^{\text{Coh}}(D) \in \mathbb{Z} \).

Proof. The statement that \( d_N^{\text{Coh}} H_N^{\text{Coh}}(D) \) is an integer for all \( D < 0 \) can be found in [23, §1]. For the integrality of \( d_N^{\text{Hurr}} H_N^{\text{Hurr}}(D) \), we may argue as follows. For \( N = 2 \), we have \( d_N^{\text{Hurr}} = 2 \), so

\[
d_2^{\text{Hurr}} H_2^{\text{Hurr}}(D) = 4H_2^{\text{Hurr}}(D) - 2 \left( 1 - \left( \frac{D'}{2} \right) \right) H_2^{\text{Hurr}}(D'),
\]

(3.1.21)

according to (3.1.18), where \( D' \) is as in (3.1.9). From the remarks preceding the statement of the lemma, we have that \( H_2^{\text{Hurr}}(D) \) and \( H_2^{\text{Hurr}}(D') \) belong to \( \frac{1}{2} \mathbb{Z} \) unless \( D = -3e^2 \) for some integer \( e \) and \( D' = -3(e')^2 \) for some \( e' \in \mathbb{Z} \), and the right-hand side of (3.1.21) becomes \( 4(a + \frac{1}{3}) - 4(b + \frac{1}{3}) = 4(a - b) \) for some integers \( a \) and \( b \). So, the claim holds for \( N = 2 \).

Next, consider the case that \( N \) is an odd prime that is not \( 5 \mod 6 \). Then \( d_N^{\text{Hurr}} = 3 \) and we have

\[
d_N^{\text{Hurr}} H_N^{\text{Hurr}}(D) = 6H_N^{\text{Hurr}}(D) - 3 \left( 1 - \left( \frac{D'}{N} \right) \right) H_N^{\text{Hurr}}(D'),
\]

(3.1.22)

by (3.1.18). So, we have to check that \( 1 - \left( \frac{D'}{N} \right) \) is even when \( D' = -4(e')^2 \) for some \( e' \). This holds because \( \left( \frac{1}{N} \right) \) is not zero for odd \( N \).

Finally, suppose that \( N \equiv 5 \mod 6 \). Then \( d_N^{\text{Hurr}} = 1 \) and we have

\[
d_N^{\text{Hurr}} H_N^{\text{Hurr}}(D) = 2H_N^{\text{Hurr}}(D) - \left( 1 - \left( \frac{D'}{N} \right) \right) H_N^{\text{Hurr}}(D'),
\]

(3.1.23)

We also have \( \left( \frac{-3}{N} \right) = -1 \), so if \( D = -3e^2 \) for some \( e \), then the right-hand side of (3.1.23) becomes \( 2(a + \frac{1}{3}) - 2(b + \frac{1}{3}) = 2(a - b) \) for some integers \( a \) and \( b \). If \( D = -4e^2 \) for some \( e \), then \( \left( \frac{-1}{N} \right) \) is not zero so \( 1 - \left( \frac{D'}{N} \right) \) is even. So, the integrality of \( d_N^{\text{Hurr}} H_N^{\text{Hurr}}(D) \) follows from (3.1.23) in this case too. \( \square \)

3.2  |  Jacobi forms

Here, we explain our conventions for mock Jacobi forms. For this, we assume some familiarity with the basic definitions. We refer to [6, §3.1] and the classic text [20] for background on Jacobi forms, and refer to §3.2 of [6] and §7.2 of [12] for more on mock Jacobi forms.

For \( N \), a positive integer let \( \Gamma_0^1(N) \) denote the group composed of the pairs \((\gamma, (\lambda, \mu))\), with \( \gamma \in \Gamma_0(N) \) (see (3.1.1)) and \((\lambda, \mu) \in \mathbb{Z}^2\), with multiplication given by

\[
(\gamma, (\lambda, \mu))(\gamma', (\lambda', \mu')) = (\gamma \gamma', (\lambda + \lambda', \mu + \mu')).
\]

(3.2.1)

Then \( \Gamma_0^1(N) \) takes the form \( \Gamma_0^1(N) = \Gamma_0(N) \ltimes \mathbb{Z}^2 \), and, in particular, \( \Gamma_0^1(1) = SL_2(\mathbb{Z}) \ltimes \mathbb{Z}^2 \).

We will also make use of the metaplectic double cover of \( SL_2(\mathbb{Z}) \), denoted as \( \tilde{SL}_2(\mathbb{Z}) \), which we realize as the set of pairs \((\gamma, \nu)\), where \( \gamma \in SL_2(\mathbb{Z}) \), and \( \nu : \mathbb{H} \to \mathbb{C} \) is either of the two smooth
functions such that \(\nu(\tau)^2 = c\tau + d\) when \((c, d)\) is the lower row of \(\gamma\). The multiplication in this case is given by

\[
(\gamma, \nu)(\gamma', \nu') = (\gamma \gamma', (\nu \circ \gamma')\nu').
\]  

(3.2.2)

We write \(\tilde{\Gamma}_0(N)\) for the preimage of \(\Gamma_0(N)\) in \(\tilde{SL}_2(\mathbb{Z})\).

The action of \(SL_2(\mathbb{Z})\) on \(\mathbb{H}\) extends naturally to a transitive action on the projective line \(\mathbb{P}^1(\mathbb{Q}) = \mathbb{Q} \cup \{\infty\}\) over \(\mathbb{Q}\). So, we obtain an action of \(\Gamma_0^J(1)\) on \(\mathbb{P}^1(\mathbb{Q})\) by letting the normal subgroup \((I, (\lambda, \mu)) = \mathbb{Z}^2\) (cf. (3.2.1)) act trivially, and then obtain an action of \(\Gamma_0^J(N)\), for any \(N\), by restriction. Thus, we may consider the set

\[
\Gamma_0^J(N) \setminus \mathbb{P}^1(\mathbb{Q}) = \{\Gamma_0^J(N) \cdot \alpha \mid \alpha \in \mathbb{Q} \cup \{\infty\}\}
\]  

(3.2.3)

of orbits of \(\Gamma_0^J(N)\) on \(\mathbb{P}^1(\mathbb{Q})\). We call these orbits (3.2.3) the cusps of \(\Gamma_0^J(N)\), and we refer to the orbit \(\Gamma_0^J(N) \cdot \infty\) containing \(\infty\) as the infinite cusp of \(\Gamma_0^J(N)\).

For any positive integer \(N\), a mock Jacobi form of weight \(k\) and positive integer index \(m\) for \(\Gamma_0^J(N)\) admits a theta-decomposition

\[
\phi(\tau, z) = \sum_{r \mod 2m} h_r(\tau) \theta_{m,r}(\tau, z)
\]  

(3.2.4)

(cf. (1.2.5)), where the theta series \(\theta_{m,r}\), standard in the theory, are defined for integers \(m\) and \(r\), with \(m\) positive, by setting

\[
\theta_{m,r}(\tau, z) := \sum_{s \equiv r \mod 2m} q^{s^2/4m} y^s.
\]  

(3.2.5)

Moreover, the functions \(h_r\) in (3.2.4), called the theta-coefficients of \(\phi\), admit Fourier series expansions of the form

\[
h_r(\tau) = \sum_{D \equiv r^2 \mod 4m} C_q(D, r) q^{-D/4m}.
\]  

(3.2.6)

In (3.2.5)–(3.2.6), and throughout this work, we take \(q = e^{2\pi i \tau}\) and \(y = e^{2\pi iz}\) for \(\tau \in \mathbb{H}\) and \(z \in \mathbb{C}\) (cf. (3.1.6), (3.1.10)), and we only consider Jacobi forms of integer weight and positive integer index. (See [5] for a discussion of mock Jacobi forms of half-integer index, along with applications to the module problem in umbral moonshine). Also, we write the theta decomposition (3.2.4) compactly as

\[
\phi(\tau, z) = h(\tau)^t \theta_m(\tau, z)
\]  

(3.2.7)

or even \(\phi = h^t \theta_m\) when convenient, taking \(h = (h_r)\) to be the vector-valued function with the theta coefficients \(h_r\) (3.2.6) as its components, and taking \(\theta_m = (\theta_{m,r})\) to be the vector-valued function whose components are the theta series \(\theta_{m,r}\) (3.2.5). †

† The superscript in \(h(\tau)^t\) and \(h^t\) denotes matrix transposition.
Note that there is redundancy in the theta decomposition \((3.2.4)\), because \(\theta_{m,r}(\tau, -z) = \theta_{m,-r}(\tau, z)\) (cf. \((3.2.5)\)). This manifests in the rule that
\[
h_r(\tau) = (-1)^k h_{-r}(\tau) \tag{3.2.8}
\]
at the level of theta coefficients \((3.2.6)\), because \(\phi(\tau, -z) = (-1)^k \phi(\tau, z)\) when \(\phi\) is a mock Jacobi form of integer weight \(k\) (by invariance under the action of \((-I, (0, 0)) \in \Gamma_0^J(1)\), cf. \((3.2.9)\)).

Especially when expressed in the form \((3.2.7)\), the theta decomposition evidences a relationship between mock Jacobi forms of integer weight and vector-valued mock modular forms of half-integer weight that will be useful for us in what follows. To formulate this relationship precisely, we first define the slash operator \(\varphi \mapsto \varphi|_{k,m}(\gamma, \nu)\) on (vector-valued) functions on \(\mathbb{H} \times \mathbb{C}\), for \(k \in \frac{1}{2} \mathbb{Z}\) and \(m \in \mathbb{Z}^+\), and for \((\gamma, \nu) \in \widetilde{SL}_2(\mathbb{Z})\) (cf. \((3.2.2)\)), by setting
\[
(\varphi|_{k,m}(\gamma, \nu))(\tau, z) := \varphi\left(\frac{a\tau + b}{c\tau + d}, \frac{z}{c\tau + d}\right) \frac{1}{\nu(\tau)^{2k}} \exp\left(-2\pi i \frac{cmz^2}{c\tau + d}\right) \tag{3.2.9}
\]
in case \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\). Note that \(\varphi|_{k,m}(\gamma, \nu)\), for either choice of \(\nu\), recovers the usual weight \(k\) and index \(m\) action of \((\gamma, (0, 0)) \in \Gamma_0^J(1)\), when \(k\) is an integer. Next, we recall (see, e.g., § 3.1 of \([6]\) that we may define a unitary representation \(\varphi_m : \widetilde{SL}_2(\mathbb{Z}) \to GL_{2m}(\mathbb{C})\) by requiring that
\[
\varphi_m(\gamma, \nu) \varphi_{m|\frac{1}{2},m}(\gamma, \nu) = \varphi_m \tag{3.2.10}
\]
for \((\gamma, \nu) \in \widetilde{SL}_2(\mathbb{Z})\), where \(\varphi_{m|\frac{1}{2},m} = (\varphi_{m,r})\) is as in \((3.2.7)\).

Now let \(\phi\) be a mock Jacobi form of weight \(k\) and index \(m\) for \(\Gamma^J_0(N)\), and write \(\hat{\phi}\) for the modular completion of \(\phi\). Then a theta-decomposition
\[
\hat{\phi}(\tau, z) = \hat{h}(\tau)|\varphi_{m}(\tau, z) \tag{3.2.11}
\]
of the form \((3.2.7)\) holds for \(\hat{\phi}\), where the components \(\hat{h}_r\) of the vector-valued function \(\hat{h} = (\hat{h}_r)\), being the theta coefficients of \(\hat{\phi}\), are the modular completions of the theta coefficients of \(\phi\). From \((3.2.10–3.2.11)\) and the invariance of \(\hat{\phi}\) under the usual weight \(k\) and index \(m\) action of \(\Gamma_0^J(N)\), we then obtain that
\[
\varphi_m(\gamma, \nu) \hat{h}|_{k-\frac{1}{2}}(\gamma, \nu) = \hat{h} \tag{3.2.12}
\]
for \((\gamma, \nu) \in \widetilde{\Gamma}_0(N)\), where the action \(f \mapsto f|_k(\gamma, \nu)\), on (vector-valued) functions on \(\mathbb{H}\), is given by
\[
(f|_k(\gamma, \nu))(\tau) := f\left(\frac{a\tau + b}{c\tau + d}\right) \frac{1}{\nu(\tau)^{2k}} \tag{3.2.13}
\]
for \(k \in \frac{1}{2} \mathbb{Z}\) and \((\gamma, \nu) \in \widetilde{SL}_2(\mathbb{Z})\), when \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\).

We call \(\varphi_m\) the Weil representation of \(\widetilde{SL}_2(\mathbb{Z})\) of index \(m\), and we interpret \((3.2.12)\) as saying that \(\hat{h} = (\hat{h}_r)\) is a (real analytic) vector-valued modular form of weight \(k - \frac{1}{2}\) for the restriction of the Weil representation of index \(m\) to \(\widetilde{\Gamma}_0(N)\).
Before returning our focus to Jacobi forms, we mention that, with a closer analysis of the Weil representation \( \varphi_m \) (cf. (3.2.10)), it may be shown that if \( \phi \) is a mock Jacobi form of weight \( k \) and index \( m \) for \( \Gamma_0(N) \) for some \( N \), with theta coefficients \( h_r \) (cf. (3.2.4)), then
\[
\tilde{h}(\tau) := \sum_{r \mod 2m} h_r(4m\tau) = \sum_{r \mod 2m} \sum_{D \equiv r^2 \mod 4m} C_\phi(D, r)q^{-D}
\]
(3.2.14)
is a mock modular form in the Kohnen plus space \([27, 28]\) of weight \( k - \frac{1}{2} \) for \( \Gamma_0(4mN) \). This explains one way in which scalar-valued (mock) modular forms of half-integer weight may stand in for (mock) Jacobi forms of integer weight, and vice versa. Note, however, that this construction (3.2.14) vanishes identically unless \( k \) is even, on account of (3.2.8). Also, it is generally not possible to recover \( h = (h_r) \) from \( \tilde{h} \) (cf. (3.2.7)), even when \( k \) is even, without further assumptions on \( \phi \). The exception to this rule is the case that \( m \) is not composite (i.e., \( m \) is 1 or a prime), for that is the only case where \( r^2 \equiv s^2 \mod 4m \) implies \( r \equiv \pm s \mod 2m \) for all integers \( r \) and \( s \), and we have that \( C_\phi(D, r) = C_\phi(D, -r) \) when \( k \) is even, again by (3.2.8).

Typically, in the theory of mock Jacobi forms, the theta coefficients (3.2.6) are allowed to have exponential growth at cusps. In this work, we are specifically interested in mock Jacobi forms that are \textit{holomorphic}, in the sense that the vector-valued form \( \hat{h} = (\hat{h}_r) \) in (3.2.11) remains bounded as \( \Im(\tau) \to \infty \), and similarly at noninfinite cusps (cf. (3.2.3)). With the representation \( \varphi_m \) of (3.2.10) in hand, we may formulate this concretely as the condition that
\[
\left( \varphi_m(\gamma, \nu)\tilde{h}_{k - \frac{1}{2}}(\gamma, \nu) \right)(\tau) = O(1)
\]
(3.2.15)
as \( \Im(\tau) \to \infty \), for all \( (\gamma, \nu) \in \widetilde{SL}_2(\mathbb{Z}) \) (cf. (3.2.12)). All the mock Jacobi forms we consider in this work will be holomorphic in this sense.

For \( N \) a positive integer, let \( \mathcal{J}_{k,m}(N) \) denote the space of holomorphic mock Jacobi forms of weight \( k \) and index \( m \) for \( \Gamma_0(N) \). The subspace of holomorphic Jacobi forms is composed of the \( \phi \in \mathcal{J}_{k,m}(N) \) such that \( \hat{\phi} = \phi \) (cf. (3.2.11)), and we denote it \( \mathcal{J}_{k,m}(N) \). The subspace of cuspidal Jacobi forms is composed of the \( \phi \in \mathcal{J}_{k,m}(N) \) such that
\[
\left( \varphi_m(\gamma, \nu)h_{k - \frac{1}{2}}(\gamma, \nu) \right)(\tau) \to 0
\]
(3.2.16)
as \( \Im(\tau) \to \infty \), for all \( (\gamma, \nu) \in \widetilde{SL}_2(\mathbb{Z}) \) (cf. (3.2.15)), and we denote it \( \mathcal{S}_{k,m}(N) \). Also, we use a subscript \( \mathbb{Z} \) to specify the submodules composed of forms with rational integer Fourier coefficients, so that
\[
\mathcal{J}_{k,m}(N)_{\mathbb{Z}} := \{ \phi \in \mathcal{J}_{k,m}(N) \mid C_\phi(D, r) \in \mathbb{Z} \text{ for all } D \text{ and } r \}.
\]
(3.2.17)
The \( \mathbb{Z} \)-modules \( \mathcal{J}_{k,m}(N)_{\mathbb{Z}} \) and \( \mathcal{S}_{k,m}(N)_{\mathbb{Z}} \) are defined analogously.

If \( \phi \) belongs to \( \mathcal{J}_{k,m}(N) \) and \( N \) is the smallest positive integer for which this statement is true, we say that \( \phi \) has \textit{level} \( N \).

Recall that the space \( \mathcal{S}_{k,m}(N) \) becomes an inner product space when equipped with the Petersson inner product. In this work, we define this inner product concretely by setting
\[
\langle \phi, \phi' \rangle := \frac{1}{i(N)} \frac{3}{\pi \sqrt{2m}} \sum_{r \mod 2m} \int_{\Gamma(N)} h_r(\tau)h'_r(\tau)\frac{q^{-\frac{k}{2}}}{\tau_2 \tau_1^2} d\tau_1 d\tau_2
\]
(3.2.18)
for $\phi, \phi' \in S_{k,m}(N)$, where $h = (h_r)$ and $h' = (h'_r)$ are the theta coefficients (cf. (3.2.4)) of $\phi$ and $\phi'$, respectively, $\iota(N)$ is as in (3.1.5), we take $\mathcal{F}(N)$ to be a fundamental domain for $\Gamma_0(N)$, and we write $\tau = \tau_1 + i\tau_2$ for the decomposition of $\tau$ into its real and imaginary parts. Note that $\frac{i}{2} \iota(N)$ is the area of $\mathcal{F}(N)$. Scaling by $\iota(N)$ in (3.2.18), we obtain a normalization of $\langle \phi, \phi' \rangle$ that is independent of $N$, so long as $N$ is such that $\phi$ and $\phi'$ both belong to $S_{k,m}(N)$.

To conclude this section, we recall the $\mathbb{C}$-linear shadow map, denoted as $\xi$, which defines an exact sequence

$$0 \to J_{k,m}(N) \to J_{k,m}(N) \xrightarrow{\xi} J_{3-k,m}(N),$$

(3.2.19)

where $J_{3-k,m}(N)$ is the space of skew-holomorphic Jacobi forms of weight $3 - k$ and index $m$ for $\Gamma_0^1(N)$. †

### 3.3 Optimality

We have exposited a notion of optimality for holomorphic mock Jacobi forms of weight 2 and index 1 in Section 1.2. In this section, we explain this notion more carefully. Moreover, with future applications in mind, we work in greater generality.

To begin, we recall that a holomorphic mock Jacobi form $\phi \in \mathcal{J}_{2,1}(N)$ is called optimal if its theta coefficients vanish in the neighborhood of any noninfinite cusp (cf. (1.2.3–1.2.4)). We now formulate this concretely, for $\phi \in \mathcal{J}_{k,m}(N)$ with arbitrary integer weight $k$ and positive integer index $m$, as the requirement that

$$\left( \varphi_m(y, v) \right|_{k-\frac{1}{2}}(y, v) \right)(\tau) \to 0$$

(3.3.1)

as $\mathfrak{F}(\tau) \to \infty$ (cf. (3.2.13–3.2.15)), whenever $(y, v) \in \overline{S\Gamma_0^1}(\mathbb{Z})$ (cf. (3.2.2)) is such that $y \cdot \infty$ does not belong to the infinite cusp of $\Gamma_0^1(N)$ (cf. (3.2.3)).

For any holomorphic mock Jacobi form $\phi \in \mathcal{J}_{k,m}(N)$, and, in particular, for the optimal ones, we must have

$$\phi(\tau, z) = -c + O(q)$$

(3.3.2)

as $\mathfrak{F}(\tau) \to \infty$, for any fixed $z$, for some constant $c$. So, we may stratify the optimal forms in a space by specifying a particular choice. With this in mind, we say that $\phi \in \mathcal{J}_{k,m}(N)$ is c-optimal for a given constant $c$, if $\phi$ is optimal (3.3.1) and satisfies (3.3.2).

Note that 0-optimality is equivalent to cuspidality (3.2.16), so that if $\phi$ and $\phi'$ are c-optimal forms in $\mathcal{J}_{k,m}(N)$ for some $c$, then their difference is cuspidal, $\phi - \phi' \in S_{k,m}(N)$.

Beyond the consideration of mock Jacobi forms on an individual basis, we are really interested in collections of mock Jacobi forms that are organized by finite groups. To put this precisely, suppose that $G$ is a finite group and let $R(G)$ denote the Grothendieck group of the category of finitely generated $\mathbb{C}G$-modules. By a virtual $G$-module, we mean an element of $R(G)$, and by a virtual
graded $G$-module, we mean an indexed collection

$$V = \bigoplus_{i \in I} V_i$$

(3.3.3)

of virtual $G$-modules $V_i \in R(G)$, for some indexing set $I$.

Let $\text{Irr}(G)$ denote the set of irreducible characters of $G$. For concreteness, we employ the natural identification

$$R(G) = \sum_{\chi \in \text{Irr}(G)} \mathbb{Z}\chi$$

(3.3.4)

of $R(G)$ with the free $\mathbb{Z}$-module generated by $\text{Irr}(G)$ in what follows. Then, for $V \in R(G)$ a virtual $G$-module, we have

$$V = \sum_{\chi \in \text{Irr}(G)} m_\chi(V)\chi$$

(3.3.5)

for some uniquely determined integers $m_\chi(V) \in \mathbb{Z}$. Given $V \in R(G)$ and $\chi \in \text{Irr}(G)$, we call $m_\chi(V)$ as in (3.3.5) the multiplicity of $\chi$ in $V$, and given also $g \in G$, we interpret $\text{tr}(g|V)$ as meaning

$$\text{tr}(g|V) = \sum_{\chi \in \text{Irr}(G)} m_\chi(V)\chi(g).$$

(3.3.6)

Now fix an integer $k$ and a positive integer $m$, and suppose that $W$ is a virtual graded $G$-module (cf. (3.3.3)) with grading of the form

$$W = \bigoplus_{r \mod 2m} \bigoplus_{D \equiv r^2 \mod 4m} W_{r,D}.$$ 

(3.3.7)

Then, given $g \in G$, define the associated McKay–Thompson series, denoted as $\phi_g^W$, by requiring that

$$\phi_g^W(\tau, z) = h_g^W(\tau) \Psi_m(\tau, z)$$

(3.3.8)

(cf. (3.2.11)), where the components of the vector-valued function $h_g^W = (h_g^W)^r$ are defined by setting

$$h_{g,r}^W(\tau) := \sum_{D \equiv r^2 \mod 4m} \text{tr} \left(g \middle| W_{r,D} \right) q^{-\frac{D}{4m}}$$

(3.3.9)

(cf. (3.3.6)). We are interested in the situation that $\phi_g^W$ is a holomorphic mock Jacobi form of weight $k$, index $m$, and level $\alpha(g)$ — and moreover, satisfies the optimality condition (3.3.1)–(3.3.2) just discussed — for each $g \in G$.

This leads us to a notion of optimality for virtual graded $G$-modules. Specifically, given a fixed constant $c$, we say that a virtual graded $G$-module $W$ as in (3.3.7) is $c$-optimal (mock Jacobi) of
weight \( k \) and index \( m \) if for all \( g \in G \), we have

\[
\phi^W_g \in \mathbb{J}_{k,m}(N),
\]  

(3.3.10)

when \( N = o(g) \), but not for any smaller value of \( N \), and if \( \phi^W_g \) also satisfies the c-optimality conditions (3.3.1)–(3.3.2) for each \( g \). Also, we call \( W \) as in (3.3.7) optimal if it is c-optimal for some \( c \).

We now consider the task of classifying the optimal (mock Jacobi) virtual graded \( G \)-modules of given weight and index for a finite group \( G \). For this, we let \( \mathcal{W}^{\text{opt}}_{k,m}(G) \) denote the set of optimal virtual graded \( G \)-modules of weight \( k \) and index \( m \), and given \( c \in \mathbb{Z} \), let \( \mathcal{W}^{\text{opt}}_{k,m}(G)_c \) denote the subset of \( c \)-optimal modules. If \( W \in \mathcal{W}^{\text{opt}}_{k,m}(G)_c \) and \( W' \in \mathcal{W}^{\text{opt}}_{k,m}(G)_{c'} \) for some \( c, c' \in \mathbb{Z} \), then \( W + W' \in \mathcal{W}^{\text{opt}}_{k,m}(G)_{c+c'} \), so \( \mathcal{W}^{\text{opt}}_{k,m}(G) \) and \( \mathcal{W}^{\text{opt}}_{k,m}(G)_0 \) are free abelian groups, and we have a decomposition

\[
\mathcal{W}^{\text{opt}}_{k,m}(G) = \sum_{c \in \mathbb{Z}} \mathcal{W}^{\text{opt}}_{k,m}(G)_c,
\]

(3.3.11)

of the former into modules for the latter.

To get a better handle on the nature of \( \mathcal{W}^{\text{opt}}_{k,m}(G)_0 \), we consider the lattice

\[
L_{k,m}(G) := S_{k,m}(\#G) \otimes_{\mathbb{Z}} R(G)
\]

(3.3.12)

(cf. (3.2.17), (3.3.4)), with bilinear form obtained by combining the Petersson inner product on \( S_{k,m}(\#G) \) with the usual inner product on \( R(G) \) (see (3.3.14) below). To put this concretely, we regard an element \( \lambda \in L_{k,m}(G) \) as defining a \( S_{k,m}(\#G) \)-valued class function \( \chi \mapsto \lambda \chi \) on \( G \) by setting

\[
\lambda \chi(\tau, z) := \sum_{i, \chi} n_{i, \chi} \varphi_i(\tau, z)
\]

(3.3.13)

in case \( \lambda = \sum_{i, \chi} n_{i, \chi} \varphi_i \otimes \chi \) for some integers \( n_{i, \chi} \), for some subset \( \{ \varphi_i \} \subset S_{k,m}(\#G)_\chi \). We then define a (generally noninteger-valued) symmetric bilinear form \( (\cdot, \cdot) \) on \( L_{k,m}(G) \) by setting

\[
(\lambda, \lambda') := \frac{1}{\#G} \sum_{g \in G} \langle \lambda_g, \lambda'_g \rangle
\]

(3.3.14)

for \( \lambda, \lambda' \in L_{k,m}(G) \), where \( \langle \cdot, \cdot \rangle \) denotes the Petersson inner product on \( S_{k,m}(\#G) \), as defined in (3.2.18).

The significance of the construction (3.3.12) is that we may naturally identify \( \mathcal{W}^{\text{opt}}_{k,m}(G)_0 \) with a subset of \( L_{k,m}(G) \), and thereby equip it with the structure of a lattice. Indeed, given \( W \in \mathcal{W}^{\text{opt}}_{k,m}(G)_0 \), and taking \( \{ \varphi_i \} \) to be a \( \mathbb{Z} \)-basis for \( S_{k,m}(\#G)_\chi \), we have that

\[
\phi^W_g = \sum_i m_i(g) \varphi_i
\]

(3.3.15)

for each \( g \in G \), for some class functions \( g \mapsto m_i(g) \), since \( 0 \)-optimal forms are cuspidal by definition (cf. (3.2.16), (3.3.1)). Any class function on \( G \) is a linear combination of the irreducible
characters of $G$, so we have

$$m_i(g) = \sum_{\chi \in \text{Irr}(G)} m_{i,\chi} \chi(g),$$

(3.3.16)

for each $i$, for some scalars $m_{i,\chi} \in \mathbb{C}$. An elementary argument verifies that $m_{i,\chi} \in \mathbb{Z}$ for all $i$ and $\chi$. Thus, substituting (3.3.16) into (3.3.15), and writing $\phi^W$ for the $S_{k,m}(\#G)$-valued class function on $G$ given by $g \mapsto \phi^W_g$ (3.3.15), we obtain the identification

$$\phi^W = \sum_{i,\chi} m_{i,\chi} \varphi_i \otimes \chi$$

(3.3.17)

of $\phi^W$ as an element of $L_{k,m}(G)$, and the association $W \mapsto \phi^W$ defines the promised embedding

$$\mathcal{W}^\text{opt}_{k,m}(G)_0 \to L_{k,m}(G).$$

(3.3.18)

We henceforth write $\mathcal{L}^\text{opt}_{k,m}(G)$ for the lattice structure on $\mathcal{W}^\text{opt}_{k,m}(G)_0$ that we obtain by setting

$$(W, W') := (\phi^W, \phi^{W'})$$

(3.3.19)

for $W, W' \in \mathcal{L}^\text{opt}_{k,m}(G) = \mathcal{W}^\text{opt}_{k,m}(G)_0$, where $(\cdot, \cdot)$ on the right-hand side of (3.3.19) is the symmetric bilinear form (3.3.14) on $L_{k,m}(G)$.

Now define $c^\text{opt}_{k,m}(G)$ to be the minimal positive integer $c$ for which a $c$-optimal virtual graded $G$-module of weight $k$ and index $m$ exists,

$$c^\text{opt}_{k,m}(G) := \min \left\{ c \in \mathbb{Z}^+ \left| \mathcal{W}^\text{opt}_{k,m}(G)_c \neq \emptyset \right. \right\}.$$  

(3.3.20)

The next result follows from our remarks leading to (3.3.11), the finiteness of the rank of $S_{k,m}(\#G)_\mathbb{Z}$, and the fact that the Fourier coefficients of the McKay–Thompson series $\phi^W_g$ (3.3.8) are algebraic integers of bounded degree by construction (3.3.9).

**Proposition 3.3.1.** The sets $\mathcal{W}^\text{opt}_{k,m}(G)$ and $\mathcal{L}^\text{opt}_{k,m}(G)$ are naturally free abelian groups of finite rank. If $c \equiv 0 \mod c^\text{opt}_{k,m}(G)$, then $\mathcal{W}^\text{opt}_{k,m}(G)_c$ is naturally a $\mathcal{L}^\text{opt}_{k,m}(G)$-torsor. If $c \not\equiv 0 \mod c^\text{opt}_{k,m}(G)$, then $\mathcal{W}^\text{opt}_{k,m}(G)_c$ is empty.

We may interpret Proposition 3.3.1 as saying that the optimal virtual graded $G$-modules of weight $k$ and index $m$ are classified by $c^\text{opt}_{k,m}(G)$ and the lattice $\mathcal{L}^\text{opt}_{k,m}(G)$. For this reason, we refer to the determination of $c^\text{opt}_{k,m}(G)$ and $\mathcal{L}^\text{opt}_{k,m}(G)$ as the *classification problem* for optimal virtual graded $G$-modules of weight $k$ and index $m$.

To conclude this section, we mention that there is a counterpart operation $W \mapsto \tilde{W}$ on modules $W$ as in (3.3.7), to the construction (3.2.14) that translates from Jacobi forms of integer weight to modular forms in Kohnen plus spaces. Namely, given a virtual graded $G$-module $W$ as in (3.3.7), we may consider the virtual graded $G$-module $\tilde{W} = \bigoplus_D W_D$ determined by setting

$$W_D := \sum_{r \mod 2m} W_{r, D \equiv r^2 \mod 4m}.$$  

(3.3.21)
Then, the McKay–Thompson series associated to the action of $G$ on $\hat{W}$ are none other than the functions $\hat{h}_g^W$ (cf. (3.2.14)), where $h_g^W = (h_g^W, \rho)$ is as in (3.3.9). That is to say, we have

$$\hat{h}_g^W(\tau) = \sum_D \text{tr} (g| \hat{W}_D ) q^{-D} \quad (3.3.22)$$

for $g \in G$.

### 3.4 Our main focus

In Subsection 3.2–3.3, we have discussed mock Jacobi forms in arbitrary integer weight and positive integer index. In this section, we specialize to the situation upon which we focus in the remainder of this work, whereby the weight is 2 and the index is 1. Furthermore, we explain how it is that the constructions of Section 3.1 provide examples of the structures discussed in Subsection 3.2–3.3.

Observe that with the specialization to $m = 1$ in place the theta decomposition (3.2.4) simplifies to

$$\phi(\tau, z) = h_0(\tau) \vartheta_{1,0}(\tau, z) + h_1(\tau) \vartheta_{1,1}(\tau, z) \quad (3.4.1)$$

(cf. (1.2.5)), and this entails a simplification in the notation for the Fourier coefficients of the $h_r$. Specifically, the term $C_\phi(D, r)$ in (3.2.6) depends now only on $D$ and the parity of $r$, and since $D \equiv r^2 \mod 4$, the parity of $D$ and $r$ must match. So, we have $C_\phi(D, r) = C_\phi(D, D)$ for all $D$, and thus, there is no loss in simply writing $C_\phi(D)$. Putting this together with (3.2.5) and (3.4.1), we obtain the Fourier series expansion

$$\phi(\tau, z) = \sum_{n, s \in \mathbb{Z}} C_\phi(s^2 - 4n) q^n y^s \quad (3.4.2)$$

for $\phi$ of index 1 (cf. (3.1.6), (3.1.10)), where $C_\phi(D) = 0$ for $D > 0$ in case $\phi$ is holomorphic (cf. (3.2.6), (3.2.15)). In particular, the coefficient of $q^n y^s$ in (3.4.2) depends only on the discriminant $D = s^2 - 4n$ (cf. Section 3.1). Note that a similar simplification of notation (3.4.2) can be made in the case of prime index as well, on the strength of the comments that follow (3.2.14).

Observe also that for $\phi$ a mock Jacobi form of index 1, the construction $h \mapsto \hat{h}$ of (3.2.14) specializes to

$$\hat{h}(\tau) := h_0(4\tau) + h_1(4\tau) = \sum_D C_\phi(D) q^{-D}, \quad (3.4.3)$$

where the $h_r$ are as in (3.4.1) and $C_\phi(D)$ is as in (3.4.2), and the corresponding construction $W \mapsto \hat{W}$ of (3.3.21) is given in index 1 by setting $\hat{W}_D = W_{D, D}$. Thus, there is no loss of information in considering $W = \bigoplus_D W_D$ in place of $W$, so we do so. And again, we may do similarly, when the index $m$ is prime. However, we henceforth drop the accent from $W$ in order to simplify notation. That is, we write simply

$$W = \bigoplus_D W_D \quad (3.4.4)$$
to indicate the grading of a virtual graded $G$-module $W$ as in (3.3.7) when $m = 1$, where $W_D$ in (3.4.4) is $W_{D, D^{-1}}$ in (3.3.7). With this convention, the associated McKay–Thompson series $\phi^W_g$ (see (3.3.8–3.3.9)) may be defined succinctly by setting

$$
\phi^W_g(\tau, z) := \sum_{n, s \in \mathbb{Z}} \text{tr} (g|W_{s^2 - 4n}) q^n y^s
$$

(3.4.5)

(cf. (3.3.6), (3.4.2)).

Everything we have said so far in this section applies to mock Jacobi forms $\phi$ of index 1 with arbitrary integer weight $k$ (and with suitable modifications, also to forms with prime index). Now taking the specialization to $k = 2$ into account, we obtain that the relevant skew-holomorphic Jacobi forms belong to $J^\text{sk}_{1, 1}(N)$ according to (3.2.19), and, in particular, have weight 1. In the terminology of [6], such skew-holomorphic Jacobi forms are of theta type, by force of a result [40] of Serre–Stark. That is, for $\phi \in J^\text{sk}_{1, 1}(N)$, we must have a theta decomposition

$$
\phi(\tau, z) = \sum_{f \in \mathcal{F}} f(\tau) \theta_{f, 0}(\tau, z) + \sum_{g \in \mathcal{G}} g(\tau) \theta_{g, 1}(\tau, z)
$$

(3.4.6)

(cf. (3.2.4), (3.4.1)), where the complex conjugates $f_r$ of the theta coefficients $f_r$ of $\phi$ are linear combinations of the Thetanullwerte

$$
\theta^0_{m, r}(\tau) := \theta_{m, r}(\tau, 0)
$$

(3.4.7)

(cf. (3.2.5)).

As we alluded to in Section 3.1, the generating functions $\mathcal{H}_N^\text{Hur}$ (3.1.6) and $\mathcal{H}_N^\text{Coh}$ (3.1.10) are (mock) modular. To put this precisely, we define a theta-type skew-holomorphic Jacobi form $t_d \in J^\text{sk}_{1, 1}(d^2)$, for $d$ a positive integer, by setting $t_d := t^0_d + t^1_d$, where

$$
t^r_d(\tau, z) := \theta^0_{r, d^2, m}(\tau) \theta_{r, 1, s}(\tau, z)
$$

(3.4.8)

(cf. (3.4.6)), for $\theta^0_{m, r}$ as in (3.4.7), and $\theta_{m, r}$ as in (3.2.5). The most important case is $d = 1$, on account of the fact that

$$
t_1(\tau, z) = \theta^0_{1, 0}(\tau) \theta_{1, 0}(\tau, z) + \theta^0_{1, 1}(\tau) \theta_{1, 1}(\tau, z)
$$

(3.4.9)

spans $J^\text{sk}_{1, 1}(N)$ for $N$ square-free, and belongs to $J^\text{sk}_{1, 1}(N)$ for every $N$.$^\dagger$

**Proposition 3.4.1.** For $N$, a positive integer the function $\mathcal{H}_N^\text{Hur}$ of (3.1.6) belongs to $J_{2, 1}(N)$, and the shadow of $\mathcal{H}_N^\text{Hur}$ is a linear combination of the functions $t_d$ for which $d$ is a positive integer such that $d^2 | N$. For $N$ prime, the function $\mathcal{H}_N^\text{Coh}$ of (3.1.10) belongs to $J_{2, 1}(N)$.

**Proof.** The statements about $\mathcal{H}_N^\text{Hur}$ for $N = 1$ follow directly from the Corollary in § 2.2 of [25] (see also [50]). For general $N$, we may apply the results of [22]. The statement about $\mathcal{H}_N^\text{Coh}$ for $N$ prime follows from the discussion in § 12 of [23].

$^\dagger$ Concrete methods for computing spaces of holomorphic and skew-holomorphic Jacobi forms, including $J^\text{sk}_{1, 1}(N)$, may be found in [43].
One consequence of Proposition 3.4.1 is that \( \xi(H^\text{Hur}_N) \) is a multiple of \( t_1 \) (3.4.9) when \( N \) is square-free.

Note that the definition of the shadow map \( \xi \) in (3.2.19) requires the choice of an overall constant, so in order to be completely concrete about the shadow of \( H^\text{Hur}_N \), let us fix this choice by requiring that

\[
\xi(H^\text{Hur}_1) = \frac{1}{2} t_1 \tag{3.4.10}
\]

(cf. (3.4.9)). \(^\dagger\) With this normalization (3.4.10) in place, we have

\[
\xi(H^\text{Hur}_N) = t_1 \tag{3.4.11}
\]

for \( N \) prime, according to Lemma 3.1.1.

Except for \( H^\text{Hur} = H^\text{Hur}_1 \) (cf. (3.1.7)), the \( H^\text{Hur}_N \) are not optimal (cf. (3.3.1)–(3.3.2)), but we may use them to define our main examples. For this, we set

\[
H^\text{Rad}_N := \frac{12}{\phi(N)} \sum_{M \mid N} \mu \left( \frac{N}{M} \right) \frac{M}{\iota(M)} H^\text{Hur}_M, \tag{3.4.12}
\]

for \( N \) a positive integer, where \( \phi(N) \) denotes the Euler totient function, \( \mu(N) \) is the Möbius function, and \( \iota(N) \) is as in (3.1.5).

**Proposition 3.4.2.** For any positive integer \( N \), the function \( H^\text{Rad}_N \) is a 1-optimal element of \( J_{2,1}(N) \).

**Proof.** The statement that \( H^\text{Rad}_N \) belongs to \( J_{2,1}(N) \) follows from the construction (3.4.12) and Proposition 3.4.1. The statement that

\[
H^\text{Rad}_N(\tau, z) = -1 + O(q) \tag{3.4.13}
\]

as \( \Im(\tau) \to \infty \), for any fixed \( z \), also follows from the construction. Thus, \( H^\text{Rad}_N \) is 1-optimal (cf. (3.3.2)) if it is optimal (3.3.1). The optimality of \( H^\text{Rad}_N \) follows from Proposition 5.2 of [19]. \( \square \)

**Remark 3.4.3.** To motivate the notation in (3.4.12), we mention that the fact that \( H^\text{Rad}_N \) is optimal means that it may be expressed as a Rademacher sum. We refer to § 2 of [19] for more detail on this.

Note that the Fourier coefficients of \( H^\text{Rad}_N \) are rational numbers that, except when \( N = 1 \), are generally not integers. Also, \( J_{2,1}(1) \) is spanned by \( H^\text{Rad}_1 = 12 H^\text{Hur} \) (cf. (3.1.7) and see Proposition 3.4.4). So for any finite group \( G \), a c-optimal virtual graded \( G \)-module \( W = \bigoplus_D W_D \) of weight 2 and index 1 (cf. (3.4.4)–(3.4.5)) satisfies

\[
\phi^W_e(\tau, z) = \sum_{n,s \in \mathbb{Z}} \dim(W_{s^2-4n})q^n y^s
\]

\[
= c H^\text{Rad}_1(\tau, z)
\]

\[
= 12 c H^\text{Hur}(\tau, z),
\]

\(^\dagger\) Motivation for this particular choice will be more clear in our companion papers [8, 9].
where \( e \) denotes the identity element of \( G \). In particular, it follows from (3.4.14) that \( \phi^W_e \) vanishes identically if \( W \in L_{2,1}^{\text{opt}}(G) \) (cf. (3.3.19)). Thus, the embedding (3.3.18) refines to a map

\[
L_{2,1}^{\text{opt}}(G) \to L_{2,1}(G)_0
\]

(3.4.15)
in the situation at hand, where \( L_{2,1}(G)_0 \) (cf. (3.3.12)) denotes the kernel of the map \( \lambda \mapsto \lambda_e \) (cf. (3.3.13)). In other words,

\[
L_{2,1}(G)_0 := S_{2,1}(#G) \otimes R(G)_0,
\]

(3.4.16)

where \( R(G)_0 \) is composed of the virtual modules \( V \in R(G) \) (see (3.3.4)) such that \( \text{tr}(e|V) = 0 \) (cf. (3.3.6)).

In the sequel Section 4, we will focus on the case that \( G = \mathbb{Z}/N\mathbb{Z} \) is a cyclic group of prime order. Thus, in addition to (3.4.14), we are interested in the optimal level \( N \) forms in \( J_{2,1}(N) \), for \( N \) prime. To get a sense for how these forms look, we first note the following two results.

**Proposition 3.4.4.** The space \( J_{2,1}(1) \) is spanned by \( \mathcal{H}^{\text{Hur}} \). More generally, \( J_{2,1}(N)/J_{2,1}(N) \) is spanned by the image of \( \mathcal{H}^{\text{Hur}} \) when \( N \) is square-free.

**Proof.** As mentioned in Section 3.4 (cf. (3.4.9)), the methods of [43] may be used to check that \( J_{1,1}^{sk}(N) \) is spanned by \( t_1 \) (see (3.4.9)) when \( N \) is square-free. Thus, the second statement follows from the \( k = 2 \) and \( m = 1 \) case of the exact sequence (3.2.19). For the first statement, we take \( N = 1 \) in the second statement, and note that \( J_{2,1}(1) = \{0\} \) according to [20, Theorem 3.5].

**Proposition 3.4.5.** If \( N \) is prime, then \( J_{2,1}(N)/S_{2,1}(N) \) is spanned by the images of \( \mathcal{H}^{\text{Hur}} \) and \( \mathcal{H}_N^{\text{Coh}} \).

**Proof.** It follows from the methods of [28] and [34] (see also [31] and [33]) that \( J_{2,1}(N) \) is isomorphic, as a module for the Hecke algebra \( T_N \) of level \( N \), to the space of holomorphic modular forms of weight 2 for \( \Gamma_0(N) \) for \( N \) prime.

When \( N \) is prime there is a unique (modular) Eisenstein series of weight 2 for \( \Gamma_0(N) \), and it may be checked that it has the same Hecke eigenvalues as the Cohen–Eisenstein series \( \mathcal{H}_N^{\text{Coh}} \). Thus, \( J_{2,1}(N)/S_{2,1}(N) \) is spanned by the images of \( \mathcal{H}_N^{\text{Hur}} \) and \( \mathcal{H}_N^{\text{Coh}} \) according to Proposition 3.4.4, and the claimed result then follows from Lemma 3.1.1.

Suppose now that \( W \in \mathcal{W}_{k,m}^{\text{opt}}(G) \) is a c-optimal module for \( G = \mathbb{Z}/N\mathbb{Z} \) for \( N \) prime. Then, on the strength of Proposition 3.4.5, for a nonidentity element \( g \in G \), we must have

\[
\phi^W_g(\tau, z) = \sum_{n,s \in \mathbb{Z}} \text{tr}(g|W_{s^2-4n})q^n y^s = c \mathcal{H}_N^{\text{Rad}}(\tau, z) + \varphi_N(\tau, z)
\]

(3.4.17)

where

\[
\varphi_N(\tau, z) = \frac{N}{N^2 - 1} 12c \mathcal{H}_N^{\text{Hur}}(\tau, z) - \frac{1}{N - 1} 12c \mathcal{H}_N^{\text{Hur}}(\tau, z) + \varphi_N(\tau, z)
\]
(cf. (3.4.12)) for some cuspidal form \( \varphi_N \in S_{2,1}(N) \). Thus, the problem of computing \( c_{2,1}^{\text{opt}}(G) \) (see (3.3.20)) boils down to the problem of finding the minimal positive integer \( c \) such that

\[
\frac{N}{N^2 - 1} 12c \mathcal{H}_N^{\text{Hur}}(\tau, z) - \frac{1}{N-1} 12c \mathcal{H}_N^{\text{Hur}}(\tau, z) + \varphi_N(\tau, z)
\]

(3.4.18)

belongs to \( J_{2,1}(N)_Z \) (see (3.2.17)) for some \( \varphi_N \in S_{2,1}(N) \).

With the preceding as motivation, we conclude this section by singling out the subspace

\[
J_{2,1}^{\text{Eis}}(N) := \text{Span} \left\{ \mathcal{H}_M^{\text{Hur}} | M \text{ divides } N \right\}
\]

(3.4.19)

of \( J_{2,1}(N) \), which we refer to as the space of *Eisenstein series* in \( J_{2,1}(N) \). According to Proposition 3.4.5, we have that \( J_{2,1}^{\text{Eis}}(N) \) is a complement to the subspace of cuspidal Jacobi forms in \( J_{2,1}(N) \), so that

\[
J_{2,1}(N) = J_{2,1}^{\text{Eis}}(N) \oplus S_{2,1}(N),
\]

(3.4.20)

at least when \( N \) is prime.

## 4 | RESULTS

In this section, we prove our main results. The first of these is a solution to the classification problem formulated in Section 3.3 (cf. Proposition 3.3.1) in the setting described in Section 3.4, for the cyclic groups of prime order. We establish this classification in Section 4.1. Then, in Section 4.2, we formulate consequences of this classification for the arithmetic of imaginary quadratic twists of modular abelian varieties.

### 4.1 | Modules

Here, we solve the optimal module classification problem formulated in Section 3.3 (cf. Proposition 3.3.1), in the setting described in Section 3.4, for the cyclic groups of prime order. That is, we determine \( L_{2,1}^{\text{opt}}(G) \) (cf. (3.3.19), (3.4.15)) and \( c_{2,1}^{\text{opt}}(G) \) (cf. (3.3.20), (3.4.18)) precisely, where here — and from here on — \( G \) denotes \( \mathbb{Z}/N\mathbb{Z} \) and \( N \) denotes a prime. To formulate the result, we define

\[
c_{\text{Eis}}(N) := \begin{cases} 
1 & \text{if } N = 2, \\
2 & \text{if } N = 3, \\
\frac{N^2-1}{12} & \text{if } N \equiv 1 \text{ mod } 4, \\
\frac{N^2-1}{12} & \text{if } N \equiv 3 \text{ mod } 4 \text{ and } N > 3,
\end{cases}
\]

(4.1.1)

we write \( J_0(N) \) for the Jacobian of the modular curve \( X_0(N) \) defined by \( \Gamma_0(N) \) (3.1.1), and write \( J_0(N)(\mathbb{Q})_{\text{tor}} \) for the torsion subgroup of the group \( J_0(N)(\mathbb{Q}) \) of \( \mathbb{Q} \)-rational points on \( J_0(N) \). We also recall the embedding (3.4.15), and use it to regard \( L_{2,1}^{\text{opt}}(G) \) as a subset of \( L_{2,1}(G)_0 \) (see (3.4.16)).
Theorem 4.1.1. For $N$ prime and $G = \mathbb{Z}/N\mathbb{Z}$, we have $c_{2,1}^{\text{opt}}(G) = L_{2,1}(G)_0$ and
\[ c_{2,1}^{\text{opt}}(G) = \frac{c_{\text{Eis}}(N)}{\# J_0(N)(Q)_{\text{tor}}} \tag{4.1.2} \]

It may not be clear from (4.1.2) that $c_{2,1}^{\text{opt}}(G)$ is a rational integer. For $\alpha$ a positive rational number, let $\text{num}(\alpha)$ denote the numerator of $\alpha$, when expressed in reduced form, and define
\[ n_N^{\text{Hur}} := \text{num}\left(\frac{N + 1}{6}\right), \quad n_N^{\text{Coh}} := \text{num}\left(\frac{N - 1}{12}\right) \tag{4.1.3} \]
(cf. (3.1.20)). Then we have $c_{\text{Eis}}(N) = n_N^{\text{Hur}} n_N^{\text{Coh}}$. Also, we have $\# J_0(N)(Q)_{\text{tor}} = n_N^{\text{Coh}}$ for prime $N$, according to a result of Mazur [36]. (Note that $n_N^{\text{Coh}}$ is denoted as $n_N$ in op. cit.) So, the identity (4.1.2) may be reformulated as the statement that
\[ c_{2,1}^{\text{opt}}(G) = n_N^{\text{Hur}} = \text{num}\left(\frac{N + 1}{6}\right), \tag{4.1.4} \]
for $G = \mathbb{Z}/N\mathbb{Z}$.

Note also that $S_{2,1}(N)$ is naturally isomorphic to the space $S_2(N)$ of cuspidal modular forms of weight 2 for $\Gamma_0(N)$, when $N$ is prime, according to [33] (and this can also be seen using [28]). Thus, we may express our computation of $L_{2,1}^{\text{opt}}(G)$, for $G = \mathbb{Z}/N\mathbb{Z}$ for $N$ prime, by writing
\[ L_{2,1}^{\text{opt}}(G) = L_{2,1}(G)_0 = S_2(N) \otimes R(G)_0. \tag{4.1.5} \]

As preparation for the proof of Theorem 4.1.1, we first consider the analogous situation wherein the graded trace functions (3.3.8)--(3.3.9) arising are restricted to be Eisenstein series, as defined in (3.4.19) (cf. (3.4.20)). In fact, this situation is very constrained, because according to Propositions 3.4.2 and 3.4.5, the unique-up-to-scale optimal Eisenstein series for $\Gamma_0^1(N)$ is $\mathcal{H}_N^{\text{Rad}}$ (3.4.12). So, the task at hand is to determine the minimal positive integer $c_{\text{Eis}}(G)$ for which there exists a virtual graded $G$-module $W = \bigoplus_D W_D$ (3.4.4) of weight 2 and index 1 such that
\[ \phi_g^W = c_{\text{Eis}}(G) \mathcal{H}_g^{\text{Rad}} \tag{4.1.6} \]
(cf. (3.4.14)--(3.4.17)). Given our choice of notation in (4.1.1), the reader may expect, or hope, that $c_{\text{Eis}}(G) = c_{\text{Eis}}(N)$. We confirm this identity next.

Proposition 4.1.2. For $N$ prime and $G = \mathbb{Z}/N\mathbb{Z}$, we have $c_{\text{Eis}}(G) = c_{\text{Eis}}(N)$.

Proof. We first show that $c_{\text{Eis}}(G)$ divides $c_{\text{Eis}}(N)$, by verifying that there exists a virtual graded $\mathbb{Z}/N\mathbb{Z}$-module $W$ such that $\phi_g^W = c_{\text{Eis}}(N) \mathcal{H}_g^{\text{Rad}}$ for $g \in \mathbb{Z}/N\mathbb{Z}$. For this, we require to check that $c_{\text{Eis}}(N) \mathcal{H}_1^{\text{Rad}}$ and $c_{\text{Eis}}(N) \mathcal{H}_N^{\text{Rad}}$ have integer coefficients, and satisfy the congruence
\[ c_{\text{Eis}}(N) \mathcal{H}_1^{\text{Rad}} \equiv c_{\text{Eis}}(N) \mathcal{H}_N^{\text{Rad}} \mod N. \tag{4.1.7} \]
To carry out this check, we take \( c = c_{\text{Eis}}(N) \) in the last identity in each of (3.4.14)–(3.4.17), and apply Lemma 3.1.1 in order to rewrite the \( \mathscr{H}^{\text{Hur}} \) appearing in terms of \( \mathscr{H}^{\text{Hur}}_N \) and \( \mathscr{H}^{\text{Coh}}_N \). This yields

\[
c_{\text{Eis}}(N) \mathscr{H}^{\text{Rad}}_N = (N + 1)d^\text{Hur}_N n^\text{Coh}_N \mathscr{H}^{\text{Hur}}_N + (N - 1)d^\text{Coh}_N n^\text{Hur}_N \mathscr{H}^{\text{Coh}}_N,
\]

\[
c_{\text{Eis}}(N) \mathscr{H}^{\text{Rad}}_1 = d^\text{Hur}_N n^\text{Coh}_N \mathscr{H}^{\text{Hur}}_N - d^\text{Coh}_N n^\text{Hur}_N \mathscr{H}^{\text{Coh}}_N,
\]

\[
c_{\text{Eis}}(N) \mathscr{H}^{\text{Rad}}_1 - c_{\text{Eis}}(N) \mathscr{H}^{\text{Rad}}_N = Nd^\text{Hur}_N n^\text{Coh}_N \mathscr{H}^{\text{Hur}}_N + Nd^\text{Coh}_N n^\text{Hur}_N \mathscr{H}^{\text{Coh}}_N,
\]

where \( d^\text{Hur}_N \) and \( d^\text{Coh}_N \) are as in (3.1.20), and \( n^\text{Hur}_N \) and \( n^\text{Coh}_N \) are as in (4.1.3). Then comparison with Lemma 3.1.3 confirms that all the coefficients in (4.1.8)–(4.1.9) are integers, and all the coefficients in (4.1.10) are integers divisible by \( N \).

We have shown that \( c_{\text{Eis}}(G) \) divides \( c_{\text{Eis}}(N) \). Thus, we have \( c_{\text{Eis}}(G) = c_{\text{Eis}}(N) \) for \( N = 2 \) and for \( N = 5 \), because in these cases, \( c_{\text{Eis}}(N) = 1 \). More generally, we may verify that \( c_{\text{Eis}}(G) = c_{\text{Eis}}(N) \) by finding a pair of coprime Fourier coefficients of \( c_{\text{Eis}}(N) \mathscr{H}^{\text{Rad}} \). For the remainder of this proof, let us write \( C_{\text{Eis}}(D) \) for the coefficient of \( q^n y^s \) in \( c_{\text{Eis}}(N) \mathscr{H}^{\text{Rad}}_N \), when \( D = s^2 - 4n \). Then, for \( D \) negative and fundamental, we have

\[
C_{\text{Eis}}(D) = d^\text{Hur}_N n^\text{Coh}_N \left( 1 + \left( \frac{D}{N} \right) \right) H^{\text{Hur}}(D) - \frac{1}{2} d^\text{Coh}_N n^\text{Hur}_N \left( 1 - \left( \frac{D}{N} \right) \right) H^{\text{Hur}}(D),
\]

according to (4.1.9) and Lemma 3.1.2. Thus, we obtain \( c_{\text{Eis}}(G) = c_{\text{Eis}}(N) \) for \( N = 3 \), for example, by using (4.1.11) to compute that \( C_3^{\text{Eis}}(-3) = -1 \). Our main tool for handling more general \( N \) will be the application of Theorem A from [49]. We will also freely apply the fact that \( d^\text{Hur}_N \) and \( n^\text{Hur}_N \) are coprime by construction (cf. (3.1.20), (4.1.3)), and similarly for \( d^\text{Coh}_N \) and \( n^\text{Coh}_N \), and \( n^\text{Hur}_N \) and \( n^\text{Coh}_N \), and even \( d^\text{Hur}_N \) and \( d^\text{Coh}_N \) when \( N > 3 \).

Suppose now that \( N > 5 \) is prime, and \( N \equiv 1 \mod 4 \). Suppose also that \( D_{-1} \) is a negative fundamental discriminant such that \( \left( \frac{D_{-1}}{N} \right) = -1 \). Then according to (4.1.11), we have

\[
C_{\text{Eis}}(D_{-1}) = -d^\text{Coh}_N n^\text{Hur}_N H^{\text{Hur}}(D_{-1}).
\]

We also have \( C_{\text{Eis}}(-4) = d^\text{Hur}_N n^\text{Coh}_N \). It follows then, from the coprimalities among the \( d^\text{Hur}_N \), \( d^\text{Coh}_N \), \( n^\text{Hur}_N \), and \( n^\text{Coh}_N \), that if \( p \) is a common prime divisor of all the coefficients of \( c_{\text{Eis}}(N) \mathscr{H}^{\text{Rad}}_N \), then \( p \) divides \( H^{\text{Hur}}(D_{-1}) \) for all negative fundamental \( D_{-1} \) such that \( \left( \frac{D_{-1}}{N} \right) = -1 \). So, suppose that \( p \) is a common prime divisor of \( H^{\text{Hur}}(D_{-1}) \), for all negative fundamental \( D_{-1} \) such that \( \left( \frac{D_{-1}}{N} \right) = -1 \). Then \( p \neq 2 \), because \( H^{\text{Hur}}(D_{-1}) \) is odd by genus theory (cf., e.g., [11]) if we take \( D_{-1} = -q \), for \( q \) a prime such that \( q \equiv 3 \mod 4 \) and \( \left( \frac{q}{N} \right) = -1 \). But \( p \) is also not odd, for if so, we get a contradiction by applying Theorem A of [49], with \( S = S_\ell = \{ N \} \) and \( \ell = p \), and by taking \( D_{-1} \) to be the discriminant of the field \( L \) that theorem produces. So, \( c_{\text{Eis}}(G) = c_{\text{Eis}}(N) \) when \( N \equiv 1 \mod 4 \).

It remains to manage the case that \( N > 5 \) satisfies \( N \equiv 3 \mod 4 \). For this, we consider the negative fundamental \( D_0 \) that are divisible by \( N \). For such \( D_0 \), we have

\[
c_{\text{Eis}}(N) = \left( d^\text{Hur}_N n^\text{Coh}_N - \frac{1}{2} d^\text{Coh}_N n^\text{Hur}_N \right) H^{\text{Hur}}(D_0)
\]

by (4.1.11), and we also have \( c_{\text{Eis}}(-4) = -\frac{1}{2} d^\text{Coh}_N n^\text{Hur}_N \). Note that \( \frac{1}{2} d^\text{Coh}_N \) is an integer when \( N \equiv 3 \mod 4 \) (cf. (3.1.20)). Thus, similar to the above, we conclude that a common prime divisor \( p \) of the
coefficients of $c_{Eis}^N(N) \mathcal{H}^\text{Rad}_N$ divides $H^\text{Hur}(D_0)$, for all negative fundamental $D_0$ that are divisible by $N$. Now $p$ is not even because $H^\text{Hur}(D_0)$ is odd, by genus theory, for $D_0 = -N$, and we rule out the possibility that $p$ is odd by again applying Theorem A of [49], but now with $S = S_0 = \{N\}$. This completes the proof.

\textbf{Remark 4.1.3.} The full force of [49] is not required to verify that $c_{Eis}^G(G) = c_{Eis}^N(N)$ for $N \equiv 5 \pmod{12}$ or $N \equiv 7 \pmod{12}$, since in these cases, it suffices to compare $C_{Eis}^N(-3)$ and $C_{Eis}^N(-4)$. However, this observation does not seem to shorten the proof of Proposition 4.1.2.

We will use the next result to bridge the gap between Proposition 4.1.2 and Theorem 4.1.1. The argument we give utilizes quaternion algebras, and is similar in essence to the proof of Theorem 2.1 in [35].

\textbf{Lemma 4.1.4.} Let $N$ be prime. Then there exists a cuspidal Jacobi form $\varphi_N \in S_{2,1}(N)$ that has rational integer Fourier coefficients and satisfies

$$d^\text{Coh}_N \left( \mathcal{H}^\text{Coh}_N - \frac{N - 1}{24} \right) \equiv \varphi_N \mod n^\text{Coh}_N. \quad (4.1.14)$$

\textbf{Proof.} Recall that $\frac{N - 1}{24}$ is the constant term of $\mathcal{H}^\text{Coh}_N$ (cf. (3.1.9)-(3.1.10)). So, the left-hand side of (4.1.14) has integer coefficients according to Lemma 3.1.3. If $N \in \{2, 3, 5, 7, 13\}$, then $S_{2,1}(N) = \{0\}$, but $n^\text{Coh}_N = 1$ in these cases (4.1.3), so $\varphi_N = 0$ satisfies the required congruence. So, let us henceforth assume that $N = 11$ or $N \geq 17$. Then the genus of $X_0(N)$ is greater than 0, and $S_{2,1}(N) \neq \{0\}$.

To proceed, we follow [21] in letting $\mathcal{X}$ denote the free $\mathbb{Z}$-module generated by the singular points of the geometric fiber of $X_0(N)$ in characteristic $N$. We denote these singular points $\{e_i\}_{i \in I}$, where $I$ is some index set with size exactly 1 more than the genus of $X_0(N)$. The $e_i$ are in natural correspondence with the isomorphism classes of supersingular elliptic curves in characteristic $N$.

Next, let $B$ be a quaternion algebra over $\mathbb{Q}$ ramified only at $N$ and $\infty$. For $i \in I$, let $E_i$ be a supersingular elliptic curve in the class corresponding to $e_i$, and set $R_i := \text{End}(E_i)$. Then $R_i$ may be identified with a maximal order in $B$ in such a way that the norm $N(b) \in R_i$ is the degree of $b$ when regarded as an isogeny $E_i \to E_i$ (see §§1–2 of [23]). Set $S_i := \mathbb{Z} + 2R_i \subset B$ and let $S^0_i$ be the set of elements of $S_i$ with trace zero. Then from §12 of [23], we obtain that the theta series

$$\vartheta_i(\tau) := \sum_{b \in S^0_i} q^{N(b)} \quad (4.1.15)$$

belongs to the Kohnen plus space $M^+_\frac{1}{2}(4N)$ of modular forms of weight $\frac{1}{2}$ for $\Gamma_0(4N)$. Thus, we may consider the $\mathbb{Z}$-linear map $\vartheta : \mathcal{X} \to M^+_\frac{1}{2}(4N)$ defined by setting $\vartheta(e_i) := \frac{1}{2} \vartheta_i$. Note that the image of $\vartheta$ is composed of modular forms whose Fourier coefficients are rational integers, except possibly for their constant terms, which generally lie in $\frac{1}{2} \mathbb{Z}$.

For $i \in I$, define $w_i$ to be half the number of invertible elements of $R_i$. Then we have

$$\prod_{i \in I} w_i = d^\text{Coh}_N = \text{den} \left( \frac{N - 1}{12} \right), \quad \sum_{i \in I} \frac{1}{w_i} = \frac{n^\text{Coh}_N}{d^\text{Coh}_N} = \frac{N - 1}{12} \quad (4.1.16)$$
(cf. (3.1.20), (4.1.3)), according to § 1 of [23] (or § 3 of [21]), and it follows that the expression
\[
x_E := \sum_i d_N^{\Coh} \frac{e_i}{w_i}
\] (4.1.17)
defines an element of $\mathcal{X}$. In particular, then the Fourier coefficients of $\vartheta(x_E)$ are integers, except possibly for the constant term. We compute
\[
\vartheta(x_E) = \frac{1}{2} n_N^{\Coh} + O(q)
\] (4.1.18)
by applying (3.1.20) and (4.1.3), and the second part of (4.1.16).

It follows from the methods of [28] that $M^+_2(4N)$ is isomorphic to $M_2(N)$ as a Hecke algebra module, so, in particular, since $N$ is prime, a modular form in either space is cuspidal as soon as it vanishes at the infinite cusp (cf. the proof of Proposition 3.4.5). Thus, for any $i \in I$, we have by (4.1.18) that the function $\vartheta(x_E) - \frac{1}{2} n_N^{\Coh} \vartheta_i$ (cf. (4.1.15)) is a cusp form with integer Fourier coefficients that is congruent to $\vartheta(x_E) - \frac{1}{2} n_N^{\Coh} \vartheta_i$ modulo $n_N^{\Coh}$. So, fix a choice of $i \in I$, and let $C_{\varphi_N}(n)$ denote the coefficient of $q^n$ in $\vartheta(x_E) - \frac{1}{2} n_N^{\Coh} \vartheta_i$. Then
\[
\varphi_N(\tau, z) := \sum_{n,s} C_{\varphi_N}(s^2 - 4n)q^n y^s
\] (4.1.19)
is the cuspidal Jacobi form we seek.

We are almost ready to prove Theorem 4.1.1. As a final act of preparation, we choose an inverse $\overline{N}$ for $N$ modulo $n_N^{\Coh}$ (4.1.3), and define
\[
\mathcal{H}^{Z/NZ}_g := \begin{cases} 
\mathcal{H}_1^{\text{Hur}} & \text{for } \alpha(g) = 1, \\
\mathcal{H}_1^{\text{Rad}} - n_N^{\text{Hur}} \mathcal{H}_1^{\overline{N}} \overline{N} \varphi_N & \text{for } \alpha(g) = N,
\end{cases}
\] (4.1.20)
for $g \in \mathbb{Z}/NZ$, where $\varphi_N$ is as in Lemma 4.1.4.

**Proof of Theorem 4.1.1.** We first show that $c_{\text{opt}}^{2,1}(G)$ divides $n_N^{\text{Hur}}$, by verifying that there exists a $\mathbb{Z}/NZ$-module $W$ as in (3.4.4) such that $\varphi_W = \mathcal{H}^{Z/NZ}_g$ for $g \in \mathbb{Z}/NZ$. We then show that $c_{\text{opt}}^{2,1}(G) = n_N^{\text{Hur}}$ by a method similar to that which we used for Proposition 4.1.2, to verify that $c_{\text{Eis}}(G) = c_{\text{Eis}}(N)$. We conclude the proof by showing that the embedding (3.4.15) is surjective.

To ease the exposition, let us write $\mathcal{H}^{Z/NZ}_{\alpha(g)}$ for $\mathcal{H}^{Z/NZ}_g$. Then to verify that the $\mathcal{H}^{Z/NZ}_g$ are the graded traces arising from some virtual $\mathbb{Z}/NZ$-module, we must show that $\mathcal{H}_1^{Z/NZ}$ and $\mathcal{H}_N^{Z/NZ}$ have integer Fourier coefficients, and satisfy the congruence $\mathcal{H}_1^{Z/NZ} \equiv \mathcal{H}_N^{Z/NZ} \mod N$. For the integrality, we note that the forms
\[
-n_N^{\text{Hur}} + d_N^{\text{Hur}} \left( \mathcal{H}_N^{\text{Hur}} + \frac{N+1}{12} \right),
\] (4.1.21)
\[
n_N^{\text{Hur}} \frac{d_N^{\Coh}}{n_N^{\Coh}} \left( \mathcal{H}_N^{\Coh} - \frac{N-1}{24} \right) - n_N^{\text{Hur}} \frac{NN}{n_N^{\Coh}} \varphi_N,
\] (4.1.22)
both have integer Fourier coefficients, according to Lemma 3.1.3 for (4.1.21), since \(-\frac{N+1}{12}\) is the constant term of \(\mathcal{H}_N^{\text{Rad}}\) (cf. (3.1.5)), and by Lemma 4.1.4 for (4.1.22). Now \(\mathcal{H}_N^{Z/NZ}\) is just the sum of the forms in (4.1.21)–(4.1.22), and \(\mathcal{H}_N^{Z/NZ} = n_N^{\text{Hur}}\mathcal{H}_N^{\text{Rad}}\) has integer coefficients because \(\mathcal{H}_N^{\text{Rad}} = 12\mathcal{H}_N^{\text{Hur}}\) has integer coefficients by construction. For the congruence modulo \(N\), it suffices to check that \(n_N^{\text{Coh}}\mathcal{H}_N^{Z/NZ} \equiv n_N^{\text{Coh}}\mathcal{H}_N^{Z/NZ} \mod N\) since \(N\) is coprime to \(n_N^{\text{Coh}}\) (4.1.3). This congruence follows, in turn, from (4.1.20) together with the congruence (4.1.7) that we proved for Proposition 4.1.2.

The forms \(\mathcal{H}_N^{Z/NZ}\) defined in (4.1.20) are optimal by construction, so we have shown that \(\text{copt}_{2,1}(\mathbb{G})\) divides \(n_N^{\text{Hur}}\). Similar to the situation in Proposition 4.1.2, we can verify that \(\text{copt}_{2,1}(\mathbb{G}) = n_N^{\text{Hur}}\), for any given \(N\), by demonstrating that \(\mathcal{H}_N^{Z/NZ}\) has a pair of coprime coefficients. Thus, \(\text{copt}_{2,1}(\mathbb{G}) = n_N^{\text{Hur}}\) for \(N = 2\) and \(N = 5\), because \(n_N^{\text{Hur}} = 1\) in these cases according to (4.1.3).

To go further, let us write \(H_N^{Z/NZ}(D)\) for the coefficient of \(q^n y^s\) in \(\mathcal{H}_N^{Z/NZ}\), when \(D = s^2 - 4n\). Then we have \(H_N^{Z/NZ}(0) = -n_N^{\text{Hur}}\) by construction, and we obtain that

\[
H_N^{Z/NZ}(D) \equiv d_N^{\text{Hur}} H_N^{\text{Hur}}(D) \mod n_N^{\text{Hur}}
\]

for all negative \(D\), by applying Lemma 4.1.4 and the fact that \(\mathcal{H}_N^{Z/NZ}\) is the sum of the forms in (4.1.21)–(4.1.22). So, a common divisor of the coefficients of \(\mathcal{H}_N^{Z/NZ}\) divides the numerator of \(H_N^{\text{Hur}}(D)\) for all negative \(D\), because \(d_N^{\text{Hur}}\) and \(n_N^{\text{Hur}}\) are coprime by construction (3.1.20), (4.1.3).

We have \(H_N^{\text{Hur}}(D) = (1 + (\frac{D}{N})) H_N^{\text{Hur}}(D)\) by Lemma 3.1.2 if \(D\) is negative and fundamental. So, \(\text{copt}_{2,1}(\mathbb{G}) = n_N^{\text{Hur}}\) when \(N \equiv 1 \mod 4\), because then \(H_N^{\text{Hur}}(-4) = (1 + 1)\frac{1}{2} = 1\). To see that \(\text{copt}_{2,1}(\mathbb{G}) = n_N^{\text{Hur}}\) when \(N \equiv 3 \mod 4\), we proceed as in the last paragraph of the proof of Proposition 4.1.2.

The analog of (4.1.13) is now \(H_N^{Z/NZ}(D_0) = d_N^{\text{Hur}} H_N^{\text{Hur}}(D_0) \mod n_N^{\text{Hur}}\), for \(D_0\) negative, fundamental and divisible by \(N\), and we compare this to \(H_N^{Z/NZ}(0) = -n_N^{\text{Hur}}\). We rule out the possibility that a common divisor is even by noting that \(H_N^{\text{Hur}}(-N)\) is odd, and we rule out the possibility of an odd common divisor by applying Theorem A of [49] with \(S = S_0 = \{N\}\). This completes the verification that \(\text{copt}_{2,1}(\mathbb{G}) = n_N^{\text{Hur}}\) (cf. (4.1.4)).

It remains to determine \(\text{copt}_{2,1}(\mathbb{G})\). For this, it suffices to show that the embedding (3.4.15) is surjective, so let \(\lambda \in L_{2,1}(\mathbb{G})_0\). Then we may write \(\lambda = \sum_{i,\chi} n_{i,\chi} \varphi_i \otimes \chi\) for some subset \(\{\varphi_i\} \subset S_{2,1}(N)\), where the \(n_{i,\chi}\) are integers such that

\[
\sum_{\chi \in \text{Irr}(G)} n_{i,\chi} \chi(e) = 0
\]

for each \(i\). Now let \(W = \bigoplus D W_D\) be the virtual graded \(G\)-module determined by setting

\[
W_D := \sum_{i,\chi} n_{i,\chi} C_{\varphi_i}(D) \chi
\]

for each \(D\). Then \(\phi^W_g\) is 0-optimal of weight 2 and index 1 in case \(o(g) = N\) since the \(\varphi_i\) belong to \(S_{2,1}(\#G)\), and also in case \(o(g) = 1\) since \(\phi^W_e\) vanishes identically on account of (4.1.24). Thus, \(\phi^W\) belongs to \(L_{2,1}(\mathbb{G})_0\). We have \(\phi^W_g = \lambda_g\) for all \(g \in G\) by our construction (4.1.25) of \(W\), so the map \(W \mapsto \phi^W\) from \(\text{copt}_{2,1}(\mathbb{G})\) to \(L_{2,1}(\mathbb{G})_0\) is surjective, as we required to show. □
We record the following consequence of Theorem 4.1.1.

**Corollary 4.1.5.** For $N$ prime and $G = \mathbb{Z}/N\mathbb{Z}$, the rank of $L_{2,1}^{\text{opt}}(G)$ is $(N - 1) \dim J_0(N)$.

**Proof.** It follows from the main result of [39] that the space $S_{2,1}(N)$ admits a basis composed of forms with rational integer coefficients, so from Theorem 4.1.1, we conclude that the rank of $L_{2,1}^{\text{opt}}(G)$ is $(N - 1) \dim S_{2,1}(N)$. To obtain the desired result, we note that $S_{2,1}(N)$ is isomorphic to $S_2(N)$ as a module for the Hecke algebra $T_N$ according to [34] (cf. Proposition 3.4.5). In particular, these spaces have the same dimension, and the submodules of forms with integer coefficients have the same rank as $\mathbb{Z}$-modules, and these dimensions and ranks all coincide. The dimension of $S_2(N)$ is the same as that of $J_0(N)$ so we have $(N - 1) \dim J_0(N)$ for the rank of $L_{2,1}^{\text{opt}}(G)$, as required. □

### 4.2 Arithmetic

In this section, we derive a consequence of the classification of optimal modules for cyclic groups of prime order, Theorem 4.1.1, for the arithmetic geometry of imaginary quadratic twists of modular abelian varieties.

Recall that $J_0(N)$ denotes the Jacobian of the modular curve defined by $\Gamma_0(N)$, regarded as an abelian variety defined over $\mathbb{Q}$ (cf. Section 4.1). To formulate the main result, Theorem 4.2.1, we follow [37] in defining an *optimal quotient* of $J_0(N)$ to be an abelian variety $A$, also defined over $\mathbb{Q}$, which admits a surjective map $J_0(N) \to A$ with connected kernel. For $A$ an abelian variety and $D < 0$, we define the $D$-twist of $A$, to be denoted as $A \otimes D$, by setting

$$A \otimes D := A_F,$$

where $A_F$ is as in Definition 5.1 of [38], for $F = \mathbb{Q}(\sqrt{D})$ (and $k = \mathbb{Q}$).

**Theorem 4.2.1.** Let $N$ be a prime, let $D$ be a negative fundamental discriminant such that $(\frac{D}{N}) = -1$, and let $p$ be a divisor of $\#J_0(N)(\mathbb{Q})_{\text{tor}}$. For such $N$, $D$ and $p$, if

$$H_{\text{Hur}}(D) \not\equiv 0 \mod p,$$

then there exists an optimal quotient $A$ of $J_0(N)$ such that $A \otimes D$ has only finitely many rational points.

**Proof.** For the course of this proof, we let $\varphi_N \in S_{2,1}(N)$ be a cuspidal Jacobi form as in (4.1.22), and write $C_N(D)$ for the coefficient of $q^n y^s$ in the Fourier expansion (cf. (3.4.2)) of the form that appears in (4.1.22) when $D = s^2 - 4n$. Then, as mentioned in the proof of Theorem 4.1.1, the $C_N(D)$ are all rational integers, according to Lemma 4.1.4. Furthermore, we have

$$C_N(D) \equiv n_N^{\text{Hur}}(d_N^{\text{ Coh}}H_{\text{Hur}}(D) - C_{\varphi_N}(D)) \mod n_N^{\text{ Coh}},$$

where $C_{\varphi_N}(D)$ is as in (4.1.19), because $H_{N}^{\text{ Coh}}(D) = H_{\text{Hur}}(D)$ under our hypothesis on $D$, according to Lemma 3.1.2.

Suppose, as in the statement of the theorem, that $p$ is a divisor of $\#J_0(N)(\mathbb{Q})_{\text{tor}}$ that does not divide $H_{\text{Hur}}(D)$. As mentioned after (4.1.3), we have $\#J_0(N)(\mathbb{Q})_{\text{tor}} = n_N^{\text{ Coh}}$. Thus, since $d_N^{\text{ Coh}}$
and \( n^\text{Hur}_N \) and \( n^\text{Coh}_N \) are coprime to \( n^\text{Coh}_N \) by construction (cf. (3.1.20), (4.1.3)), we conclude from (4.2.3) that \( n^\text{Hur}_N \) and \( n^\text{Coh}_N \) are not divisible by \( n^\text{Coh}_N \), and \( C_\varphi(N)(D) \) is not divisible by \( n^\text{Coh}_N \) either. In particular, \( C_\varphi(N)(D) \) is not zero. So, there must be an eigenform \( \varphi \in S_{2,1}(N) \), for the level \( N \) Hecke algebra \( T_N \), such that \( C_\varphi(D) \) is nonzero, where \( C_\varphi(s^2 - 4n) \) is the coefficient of \( q^n y^s \) in the Fourier expansion of \( \varphi \). As we have mentioned in the proof of Corollary 4.1.5, the \( T_N \)-modules \( S_{2,1}(N) \) and \( S_2(N) \) are isomorphic. Both spaces are spanned by newforms since \( N \) is prime, so there is a uniquely determined newform \( f \in S_2(N) \) corresponding to \( \varphi \).

At this point, we apply Theorem 5.7 of [33], taking \( k = 2, m = 1 \) and \( M = N \) in loc. cit., to obtain

\[
\frac{|C_\varphi(D)|^2}{\langle \varphi, \varphi \rangle} = \frac{\sqrt{|D|}}{2\pi} \frac{L(f \otimes D, 1)}{\langle f, f \rangle} \tag{4.2.4}
\]

(cf. Corollary 1 of [29]), where \( f \otimes D \) is defined by requiring that

\[
(f \otimes D)(\tau) = \sum_n c_f(n) \left( \frac{D}{n} \right) q^n \tag{4.2.5}
\]

when \( f(\tau) = \sum_n c_f(n) q^n \), and the \( L \)-function special value \( L(f \otimes D, 1) \) may be defined by setting

\[
L(f \otimes D, 1) := 2\pi \int_0^\infty (f \otimes D)(it) dt. \tag{4.2.6}
\]

Let \( I_f \) be the annihilator of \( f \) in the Hecke algebra \( T_N \). Then \( A = J_0(N)/I_f J_0(N) \) is an optimal quotient of \( J_0(N) \) (i.e., \( I_f J_0(N) \) is connected), and we have \( L(A \otimes D, s) = L(f \otimes D, s) \) by construction. So, in particular, \( L(A \otimes D, 1) \) is not zero. The proof is completed by applying the main result of [30], which tells us that the group of rational points on \( A \otimes D \) is finite unless \( L(A \otimes D, 1) \) vanishes.

The conclusion of Theorem 4.2.1 simplifies in the case that \( \dim J_0(N) \) is one-dimensional (i.e., an elliptic curve). For example, taking \( N = 11 \), so that \( \#J_0(N)(\mathbb{Q}) = 5 \) (cf. (4.1.3)), we obtain the following corollary, which appeared earlier in [3].

**Corollary 4.2.2.** Suppose that \( D < 0 \) is a fundamental discriminant such that 11 is inert in the ring of integers of \( \mathbb{Q}(\sqrt{D}) \), and the class number of \( \mathbb{Q}(\sqrt{D}) \) is not divisible by 5. Then the elliptic curve defined by

\[
y^2 = x^3 - 13392D^2x - 1080432D^3 \tag{4.2.7}
\]

has only finitely many rational points.

As noted in Section 1.3 (see (1.3.3)), the elliptic curve defined by (4.2.7) is the \( D \)-twist of the modular Jacobian \( J_0(11) \) (which is Elliptic Curve 11.a2 in [32]). The reader may find some further analogs of Corollary 4.2.2 in [2].

To conclude, we underscore that the identity (4.2.3), which underpins the proof of Theorem 4.2.1, in turn, depends upon the integrality of (4.1.22), which underpins the proof of Theorem 4.1.1. Thus, it is that the arithmetic-geometric results of Theorem 4.2.1 and Corollary 4.2.2 arise as consequences of the optimal module classification, Theorem 4.1.1, that we establish in this work.
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