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Abstract

Background Knowledge graphs (KGs) are an important tool for representing complex relationships between entities in the biomedical domain. Several methods have been proposed for learning embeddings that can be used to predict new links in such graphs. Some methods ignore valuable attribute data associated with entities in biomedical KGs, such as protein sequences, or molecular graphs. Other works incorporate such data, but assume that entities can be represented with the same data modality. This is not always the case for biomedical KGs, where entities exhibit heterogeneous modalities that are central to their representation in the subject domain.

Objective We aim to understand how to incorporate multimodal data into biomedical KG embeddings, and analyze the resulting performance in comparison with traditional methods. We propose a modular framework for learning embeddings in KGs with entity attributes, that allows encoding attribute data of different modalities while also supporting entities with missing attributes. We additionally propose an efficient pretraining strategy for reducing the required training runtime. We train models using a biomedical KG containing approximately 2 million triples, and evaluate the performance of the resulting entity embeddings on the tasks of link prediction, and drug-protein interaction prediction, comparing against methods that do not take attribute data into account.

Results In the standard link prediction evaluation, the proposed method results in competitive, yet lower performance than baselines that do not use attribute data. When evaluated in the task of drug-protein interaction prediction, the method compares favorably with the baselines. Further analyses show that incorporating attribute data does outperform baselines over entities below a certain node degree, comprising approximately 75% of the diseases in the graph. We also observe that optimizing attribute encoders is a challenging task that increases optimization costs. Our proposed pretraining strategy yields significantly higher performance while reducing the required training runtime.

Conclusion BioBLP allows to investigate different ways of incorporating multimodal biomedical data for learning representations in KGs. With a particular implementation, we find that incorporating attribute data does not consistently outperform baselines, but improvements are obtained on a comparatively large subset of entities below a specific node-degree. Our results indicate a potential for improved performance in scientific discovery tasks where understudied areas of the KG would benefit from link prediction methods.
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Background
The domain of Life Sciences (LS) relies on large scale and diverse data; ranging from genomics and proteomics data, to electronic health care records, and adverse events reports [1–3].

A critical challenge to effectively using this data and inferring complex relationships across different sources is that it is often not interoperable [4] and it cannot be easily integrated, hindering the ability to query and analyze the available knowledge [5]. To address this problem, semantic technologies have been employed to create large scale LS Knowledge Graphs [5–9]. Knowledge Graphs (KG) are graph structured knowledge bases of entities and their relations [10], enabling, for example, the study of the relationship between chemical compounds and secondary pharmacology [11] as well as drug repurposing [9]. Examples of KGs built for the LS include Bio2RDF [6], Open PHACTS [7], and Hetionet [9], which represent extensive repositories of various relationships between entities in the biomedical domain, as well as descriptive attributes about entities such as molecular structures, amino acid sequences, and disease descriptions. This information can be complemented with additional data from resources such as DrugBank [12], UniProt [13], and MeSH [14].

The use of entity attributes brings about the possibility of incorporating a wealth of multimodal domain-specific data into the already extensive information present in the graph structure of the KG. Crucially, attribute data can have a complementary relationship with the information in the graph: while two proteins might have the same relations with given molecules, their amino acid sequences might be different, as we illustrate in Fig. 1. Having access to attribute data can thus be fundamental for distinguishing entities that are identical according to the topology of the KG.

We are interested in knowledge graphs where entities can be associated with attributes of specific modalities (e.g., amino acid sequences for proteins), that encode important entity attributes. Formally, we define such a KG as a tuple $G = (V, R, E, D, d)$, where $V$ is a set of nodes, $R$ a set of relations, $E$ a set of triples (or edges) of the form $(h, r, t)$ with $h, t \in V$ and $r \in R$. We refer to $h$ as the head, $r$ as the relation, and $t$ as the tail of the triple. $D$ is a dataset containing attribute data of entities, and $d$ a partial function $d : V_d \rightarrow D$ where $V_d \subseteq V$ is the subset of entities with attribute data, and $d(v)$ retrieves the attribute data of entity $v$. We define $d$ as a partial function to formally support KGs for which attribute data is available for only a subset of the entities, which is a common scenario when dealing with large and heterogeneous graphs.

The information contained in KGs is often incomplete because certain facts are unknown or not considered important enough to make explicit. In other cases, changes in the domain could require the addition of new entities, new edges, or updates to existing ones. This affects their ability to support the derivation of insights and scientific discovery. Instead of retrieving existing relations between entities in the graph, a scientist might be interested in relations that are not yet present, but are nonetheless likely [15]. These inferred relations could lead to the recommendation of a new hypothesis to be evaluated, such as an untested interaction between a protein and a molecule.

To tackle this scenario, different approaches have been proposed in machine learning literature that seek to exploit the patterns in the graph to train link prediction models, which generalize to edges not observed during training. In this work, we are concerned with the problem of link prediction over biomedical KGs with entity attributes. Various challenges arise when optimizing link prediction models from both graph structure and entity attributes, especially in the biomedical domain.

![Fig. 1](image)

Two proteins (labeled with UniProt identifiers) from the BioKG dataset, which interact with the same molecules. When viewed from the perspective of the edges in the knowledge graph, the proteins are indistinguishable from each other. Their respective amino acid sequences on the right constitute a valuable signal that reflects their differences.
The multimodal nature of entity attribute data imposes a computational burden on models, further complicated by the fact that the coverage of attribute data is rarely perfect across the entire graph. We propose a modular framework for learning knowledge graph embeddings that incorporates entity domain attributes in a link prediction setting that is subjected to these challenges.

**Link prediction with knowledge graph embeddings**

Knowledge graph embeddings have become an increasingly popular tool for link prediction [16, 17]. They consist of a mapping from the entities and relations in the graph, to vectors in a space where functions are used to model the likelihood of a triple.

More formally, KG embeddings can be defined in terms of an embedding function \( e : E \cup R \rightarrow X \) that maps an entity or relation in the graph to an element of an embedding space \( \mathcal{X} \), plus a scoring function \( f : \mathcal{X}^3 \rightarrow \mathbb{R} \) that given the embedding of the entities and relation in a triple, computes a score that indicates the likelihood of a triple. Denoting the embedding of entities and relations in boldface (e.g. \( e(h) = \mathbf{h} \)), the embeddings are optimized so that the score \( f(\mathbf{h}, \mathbf{r}, \mathbf{t}) \) is high for a triple \((h, r, t)\) that is part of the KG, and low for a triple that is not.

A large part of the research carried out in the field of KG embeddings is concerned with designing suitable spaces \( \mathcal{X} \) alongside embedding and scoring functions that are scalable and expressive enough to learn patterns that might occur in a KG. In the simplest of cases, the embedding function is a lookup operation that for each entity and relation, returns an element of \( \mathcal{X} \). We call these methods **look-up table embeddings**, where the table corresponds to a matrix of embeddings and a lookup or index that can be used to retrieve a specific row from it. A well known example of such a method is TransE [18], which maps entities and relations to vectors in a Euclidean space \( \mathbb{R}^n \) of some dimension \( n \). For a triple \((h, r, t)\), TransE employs a translational model such that the sum of embeddings \( \mathbf{h} + \mathbf{r} \) is close to \( \mathbf{t} \). This results in a scoring function that computes how close the vectors are:

\[
f_{\text{TransE}}(\mathbf{h}, \mathbf{r}, \mathbf{t}) = -\|\mathbf{h} + \mathbf{r} - \mathbf{t}\|.
\]

Other examples of lookup table embeddings are ComplEx [19] and RotatE [20], which instead use vectors defined over a complex-valued space \( \mathbb{C}^n \), and scoring functions that perform multiplications or rotations over such vectors. While these models have shown promising results in the task of predicting missing links between entities (also known as the *link prediction* task), they suffer from two fundamental limitations.

First, they are optimized using only the structure of the graph, discarding other informative signals. In particular, these representations ignore important information such as entity attributes that, as we outlined before, can contain critical information for differentiating between two entities in the graph. Second, the mapping from the entities and relations to some embedding in the lookup table has to be fixed before running the training algorithm. If new entities are added to the KG, the embeddings for these entities are not defined, which results in the inability to predict any links involving the new entities. This limitation is at odds with the dynamic nature of KGs, especially in the biomedical domain.

**Incorporating attributes in knowledge graph embeddings**

Instead of directly mapping entities in a KG to an embedding, some methods have proposed embedding functions that take as input the attributes of an entity [21, 23, 25–31]. The embedding function can then be thought of as an **encoder**, that can be designed through the use of neural network architectures to fit to specific modalities of the attribute data. The task of the encoder is to process this data and output the embedding of the entity, which can in turn be passed to a particular scoring function. During training, the encoder is optimized to map entity attributes to embeddings that are helpful for predicting links between entities. Once training is finished, the encoder is able to produce embeddings for entities not seen during training as long as they are paired with their respective attribute data, thereby achieving the goal of inductive link prediction.

Recent methods that incorporate attributes assume that all entities in the graph are paired with a textual description, which is turned into a sequence of word embeddings and passed to a neural network that processes and aggregates the embeddings into a single vector [23, 32–34]. Moreover, recent methods rely on pretrained language models such as BERT [35] as the backbone of the attribute encoder. This allows the KG embeddings to benefit from the expressive architecture of such language models, and the encoded knowledge they contain through the vast amount of data used to pretrain them.

While previous methods allow encoding entity attributes into embeddings, they work on two fundamental assumptions: i) that all the attributes of entities share the same modality (e.g. text), and ii) that such information is available for all entities in the graph. Biomedical KGs, especially those composed of data from different original sources are, on the contrary, characterized by heterogeneous entity types, each of which is associated with data of different modalities. For example, disease entities can be described...
using text, molecules can be represented as small graphs of atoms and bonds, and proteins as sequences of amino acids. It is therefore unclear how to directly transfer the results of encoder-based KG embeddings designed for text attributes, to the case of biomedical KGs where a textual representation might be natural only for some types of entities. Furthermore, such methods do not provide a mechanism for dealing with entities with missing attribute data.

Knowledge graph embedding models in biology

KG embeddings can be used to tackle many LS problems, such as drug repurposing and target identification in the drug development process. Previous works have shown that this can be achieved by collecting a sufficiently large knowledge graph that links entities such as proteins, diseases, genes, and drugs, and then training a model for various prediction tasks [36–42]. In particular, some of these works transfer the findings from the literature of KG embeddings—especially lookup table embeddings—to the biomedical domain, finding that the embeddings are effective at solving problems such as Drug-Target Interaction (DTI) prediction [40, 41, 43].

While these results are promising, prior work has also highlighted challenges for using KG embeddings in practice [36, 38]. In particular, KG embeddings perform better on well-studied biomedical entities, because more detailed information is available about them that can be incorporated in the graph. Conversely, this can cause low link prediction performance on low degree entities; i.e. entities with relatively few connections to other entities in the graph. Moreover, by using lookup table embeddings, these methods are still limited to the structural information contained in the graph, and do not allow for predictions involving new entities [40].

Recent work has investigated the effect of incorporating entity attributes into embeddings for various applications in the biomedical domain [44–49]. The proposed methods are specialized to certain data modalities, such as textual descriptions [44, 45, 49], or SMILES molecular representations [46–48]. These methods are designed for biomedical KGs where the data modality is the same for all entities in the graph, and they also assume that attribute data is available for all entities. This requirement makes existing unimodal methods unsuitable for direct comparison with BioBLP framework on KGs such as BioKG which by definition comprise of heterogeneous entities that do not share attributes of the same modality. For instance, the same attribute encoder for protein sequences could not be used to encode disease entities since disease entities do not share the same attribute. Furthermore, some works have found that incorporating attribute data can outperform baseline methods based on the structure of the graph only [45–48]. However, these works do not disclose whether or not hyperparameter optimization of baselines was carried out [45–47], or indicate that it was omitted [48]. We argue that adequate hyperparameter optimization is crucial for understanding the effect of incorporating attributes in comparison with methods based on the graph structure only, given that the latter can be quite sensitive to hyperparameters [50–52].

Research objective

Motivated by the limitations in the literature in relation to embedding multimodal knowledge graphs, we aim to answer the following research questions:

- **RQ1:** How can we incorporate multimodal attribute data into KGE models under a common learning framework?
- **RQ2:** Given this framework, what is the performance in comparison with baselines that do not incorporate attribute data on link prediction and drug-protein interaction benchmarks?
- **RQ3:** Under what conditions do we observe positive or negative effects of incorporating attribute data using our proposed framework?

By answering these questions, we seek to obtain an understanding of the practical implications of combining KGEs with attribute encoders in the context of biomedical data.

Methods

In the following sections, we describe the biomedical KG used in our research, the proposed framework for learning embeddings, and the evaluation protocols used to assess its performance.

The BioKG knowledge graph

BioKG is a Knowledge Graph built for the purpose of supporting relational learning in complex biological systems [38], with a focus on protein and molecules (interchangeably referred to as drugs). It was created in response to the problem of data integration and linking between various open biomedical knowledge bases, resulting in a compilation of curated data from 13 different biomedical databases, including DrugBank [12], UniProt [13], and MeSH [14].

The pipeline for creating BioKG employs a module to programmatically retrieve, clean and link the different entities and relations found in different databases, by reconciling their identifiers. This results in a biomedical KG containing over 2 million triples, where each entity has a uniform identifier linking it to publicly available databases. The coverage over multiple biomedical databases in BioKG presents a significant potential for training machine learning models on KGs with attribute data.
Additionally, the availability of identifiers in BioKG facilitates the search for entity attributes of different modalities. These characteristics make BioKG an ideal choice for furthering research in the direction of machine learning on knowledge graphs with attribute data.

BioKG contains triples involving entities of 5 types: proteins, drugs, diseases, pathways, and gene disorders. We use the publicly available repository\(^1\) to compile BioKG from the original sources, as available on May 2022. A visualization of the schema is shown in Fig. 2, and the statistics of the graph are listed in Table 1.

Following our aim of learning embeddings that incorporate attribute data of different modalities, while taking into account entities with missing attribute data, we retrieve attributes for proteins, drugs, and diseases. To do so, we take advantage of the uniform entity identifiers present in BioKG, that allow us to query publicly available API endpoints. In particular, we retrieve amino acid sequences from Uniprot\(^2\), SMILES representations for drugs from DrugBank\(^3\), and textual descriptions of diseases from MeSH\(^4\). In a few cases where a textual MeSH scope note was unavailable for a disease, we use the text label for the disease as is, as this can contain useful information about the class, or anatomical categorization of a disease. We report the resulting coverage of attribute data for the entity types of our interest in Table 1. The result is a KG containing attribute data of three modalities for approximately 68% of the entities, while for the rest of the entities attribute data is missing, which are the desired characteristics of the KG for our research objective.

![Visualization of the entity types in the BioKG graph. Edges between nodes denote the existence of any relation type. Shaded nodes indicate entities for which we retrieve attribute data](image)

**Table 1** Statistics of the BioKG graph used in our work. The Attribute Coverage refers to the number of entities that have associated attribute data, which we retrieve for proteins, molecules, and diseases.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Count</th>
<th>Attribute coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edges</td>
<td>2,074,346</td>
<td>—</td>
</tr>
<tr>
<td>Relations</td>
<td>17</td>
<td>—</td>
</tr>
<tr>
<td>Entity types</td>
<td>5</td>
<td>—</td>
</tr>
<tr>
<td>Entities</td>
<td>106,337</td>
<td>73,131</td>
</tr>
<tr>
<td>Proteins</td>
<td>59,664</td>
<td>59,551</td>
</tr>
<tr>
<td>Drugs</td>
<td>8,808</td>
<td>7,766</td>
</tr>
<tr>
<td>Diseases</td>
<td>5,814</td>
<td>5,814</td>
</tr>
<tr>
<td>Other</td>
<td>32,501</td>
<td>0</td>
</tr>
</tbody>
</table>

**Biomedical benchmarks**

One aspect that separates BioKG from other related efforts [7], is the inclusion of benchmark datasets around domain-specific tasks such as Drug-Protein Interaction and Drug-Drug Interaction prediction. This is crucial, as it allows for experimentation and comparison to standard benchmark datasets and approaches. The benchmarks consist of pairs of entities for which a particular relationship holds, such as an interaction between drugs. We use them for comparing the predictive performance of KG embeddings obtained when using the graph structure alone, and when incorporating attribute data. In total, five benchmarks are provided with BioKG, all considering different drug-drug and drug-protein interactions.

We focus on the DPI-FDA benchmark, which consists of drug target protein interactions of FDA approved drugs compiled from KEGG and DrugBank databases. It is comprised of 18,928 drug-protein interactions of 2,277 drugs and 22,654 proteins. This benchmark is

---

1. Available at [https://github.com/dsi-bdi/biokg](https://github.com/dsi-bdi/biokg)
2. [https://www.uniprot.org/](https://www.uniprot.org/)
3. [https://go.drugbank.com/](https://go.drugbank.com/)
Table 2  Statistics of the BioKG splits of triples used for training, validation, and testing, after removing triples overlapping with the benchmarks

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>BioKG</td>
<td>1,852,262</td>
<td>1,481,809</td>
<td>185,226</td>
<td>185,226</td>
</tr>
</tbody>
</table>

an extension of the DrugBank FDA [53] and Yamamishio9 [54] datasets which have 9,881 and 5,127 DPIs respectively. We refer to it as the DPI benchmark.

Data partitioning

In order to train and evaluate different KG embedding methods, we need to specify sets of triples for training, validation, and testing. Considering that the original BioKG dataset does not provide predefined splits, we generate our own. Since we aim to train multiple embedding methods on BioKG, and evaluate their performance over the benchmarks, we must guarantee that the KG and the benchmarks are decoupled, so that there is no data leakage from the benchmarks into the set of KG triples used for training.

Our strategy for partitioning the data is as follows:

1. We merge the five benchmarks provided in BioKG into a single collection of entity pairs.
2. For every pair of entities \((x, y)\) in the collection, we remove all triples from BioKG in which \(x\) and \(y\) appear together, regardless of which one is at the head or tail of the triple.
3. Removing triples from BioKG in step 2 might lead to the removal of an entity entirely from the graph.
4. We split the resulting triples in BioKG into training, validation, and test sets, ensuring that all entities occur at least once in the training set of triples.

The last two steps are a requirement for lookup table embeddings. These methods require that all entities are observed in the training set of triples, so that we can obtain embeddings for evaluating i) link prediction performance on the validation and test triples, and ii) prediction accuracy on the DPI benchmark.

The proportions used for selecting training, validation, and test triples are 0.8, 0.1, and 0.1, respectively. We present statistics of the generated splits in Table 2. In the DPI benchmark, we end up with 18,678 pairs that we used to train classifiers and evaluate them via cross-validation.

To further research in this area, we make all the data we collected publicly available, comprising the attribute data for proteins, molecules, and diseases, and the splits generated for training, validation, and testing of machine learning models trained on BioKG.

BioBLP

We now detail our new method, BioBLP, proposed as a solution to the problem of learning embeddings of entities in a KG with attributes. We design it as an extension of BLP [23] to the biomedical domain that incorporates the three data modalities available to us in the BioKG graph.

BLP is a method for embedding entities in KGs where all entities have an associated textual description. At its core lies an encoder of textual descriptions based on BERT, a language model pretrained on large amounts of text [35]. In this work, we propose a more general formulation that considers multiple modalities as well as missing attribute data. By supporting KGs that contain entities with and without attributes, we can exploit the full extent of the information contained in the graph, rather than limiting the data available for training to one of the two cases.

BioBLP is a model for learning embeddings of entities and relations in a KG with attribute data of different modalities. It is comprised by four components: a set of attribute encoders, lookup table embeddings for entities with missing attributes and for relation types, a scoring function, and a loss function.

Attribute encoders Let \(G = (V, R, E, D, d)\) be a KG with attribute data. BioBLP contains a set of \(k\) modality specific encoders \(e_1, \ldots, e_k\). Each of the \(e_i\) are functions of the attributes of an entity that output a fixed-length embedding. If we denote as \(D_i \subset D\) the subset of attribute data of modality \(i\) (e.g. the subset of protein sequences), then formally each encoder is a mapping \(e_i : D_i \rightarrow \mathcal{X}\), where \(\mathcal{X}\) is the embedding space shared by all entities. We design the encoders as neural networks with learnable parameters, whose architecture is tailored to the input modality.

Lookup table embeddings For entities that are missing attribute data, we employ a lookup table of embeddings. For each entity in \(V\) with missing attributes, we assign it an initial embedding by randomly sampling a vector from \(\mathcal{X}\). We follow the same procedure for all relations in \(R\). These embeddings are then optimized, together with the parameters of the attribute encoders in \(F\). In practical terms, this means that when attributes are not available at all, BioBLP reduces to lookup table embedding methods such as TransE [18]. We implement the lookup table embeddings via matrices \(W_e\) and \(W_r\) for entities and relations, respectively, with each of the rows containing a vector in \(\mathcal{X}\). The embedding function of an entity without attributes is an additional encoder \(e_0\) such that \(e_0(h)\) returns the row corresponding to entity \(h\) in \(W_e\). Similarly for relations, we define its embedding via a function \(e_r\) that retrieves the embedding of a relation from the rows of \(W_r\).

Scoring function Once the attribute encoders and the lookup table embeddings have been defined, for a given triple \((h, r, t)\) we can obtain the corresponding embeddings \(h, r, t \in \mathcal{X}\). These can be passed to any scoring function for

\[^5\] Available at https://doi.org/10.5281/zenodo.8005711.
triples \( f : \mathcal{X}^3 \rightarrow \mathbb{R} \), such as the TransE scoring function defined in Eq. 1. The scoring function also determines the type of embedding space \( \mathcal{X} \). For TransE, this corresponds to the space of real vectors \( \mathbb{R}^n \) while for ComplEx and RotatE it is the space of complex vectors \( \mathbb{C}^n \).

**Loss function** The loss function is designed so that it can be minimized by assigning high scores to observed triples, and low scores to corrupted triples [51]. Corrupted triples are commonly obtained by replacing the head or tail entities in a triple \((h, r, t)\) by an entity sampled at random from the KG. For such a triple, the loss function can thus be defined as a function \( \mathcal{L}(f(h, r, t), f(\tilde{h}, r, t)) \). An example is the margin ranking loss function:

\[
\mathcal{L}(f(h, r, t), f(\tilde{h}, r, t)) = \max(0, f(h, r, t) - f(\tilde{h}, r, t) + m),
\]

which forces the score of observed triples to be higher than for corrupted triples by a margin of \( m \) or more.

We optimize the parameters of the attribute encoders and the lookup table embeddings via gradient descent on the loss function. If we denote by \( \theta \) the collection of parameters in the entity encoders plus the lookup table embeddings, the training update rule during for a specific triple is the following:

\[
\theta^{(t+1)} = \theta^{(t)} - \alpha \nabla_{\theta} \mathcal{L}(f(h, r, t), f(\tilde{h}, r, t)),
\]

where \( t \) is a training step, \( \nabla_{\theta} \) is the gradient with respect to \( \theta \) and \( \alpha \) is the learning rate. We outline the algorithm for training BioBLP in Algorithm 1.

---

**Algorithm 1** BioBLP: Learning embeddings in a KG with entity attributes

---

**Implementing BioBLP**

The modular formulation of BioBLP is general enough to enable experiments with different choices for each of the modules, and presents an opportunity for incorporating domain knowledge into the design of different attribute encoders. In this section we describe the particular choices that we make for training BioBLP with the BioKG graph.

Considering that we retrieve attribute data for proteins, drugs, and diseases in BioKG, we define encoders for these three types. Recent works have demonstrated the effect of using pretrained embeddings in link prediction models that use textual descriptions [23, 32, 33]. Pretraining is done on a task for which a large dataset is available, such as masked language modeling [35]. Intuitively, the use of large pretrained models provides a better starting point for training, compared to randomly initializing an encoder and training for link prediction. In the context of the biomedical domain, we explore this strategy by considering three pretrained models as attribute encoders: ProtTrans [55], MolTrans [56], and BioBERT [57].

**Protein encoder** ProtTrans is a model for encoding amino acid sequences of proteins, where each of the input tokens is an amino acid [55]. The output is a matrix of "contextualized" amino acid embeddings of size \( n_e \times I \), where \( I \) is the length of the sequence and \( n_e \) the dimension of the ProtTrans embeddings. Encoding proteins with ProtTrans in BioKG is challenging: we found that some sequences can have lengths up to 35,213, which greatly increases memory requirements. To reduce memory usage during training, we choose not to optimize the parameters of the ProtTrans encoder. Given the output matrix of amino acid embeddings, we obtain a single protein embedding by taking the average over the sequence, and then linearly projecting the result to the embedding space of dimension \( n \) via a matrix of size \( n \times n_t \) with learned parameters. The reason for averaging the embeddings is that due to computation constraints, it is not feasible to fine-tune the ProtTrans encoder. If fine-tuning the encoder were feasible, it would be possible to use the embedding of a special marker at the beginning of the sequence. We thus use the average as an aggregated representation.

**Molecule encoder** MolTrans is a model initially trained to learn representations of molecules, by translating them from their SMILES representation to their IUPAC name [56]. We use it to obtain embeddings for molecules in BioKG for which we have a SMILES representation. The output of MolTrans is a matrix of embeddings of size \( n_e \times I \), where \( I \) is the length of the SMILES string and \( n_e \) is the size of the MolTrans embeddings. Similar to the case of the protein encoder, we do not optimize the parameters of MolTrans due to memory constraints. Instead, we apply a layer of self-attention [58] and select the output embedding at the first position, which corresponds to a special marker for the beginning of the sequence. This embedding is then linearly projected to an embedding of size \( n \), and the result is used as
the embedding of the molecule. In the case of the molecule encoder, the learnable parameters are the weights in the self-attention layer, and the linear projection matrix.

**Disease encoder** We rely on BioBERT [57] to encode textual descriptions of entities. BioBERT is a language model trained to predict words that have been removed from some input text, which is also known as the masked language modeling task [35]. In contrast to models like BERT [35] that have been trained over diverse sources from the internet, BioBERT has been pretrained with scientific articles obtained from PubMed and PMC. Given an input textual description, we select the output embedding of the special marker at the start of the description, and then project it to an embedding of size \( n \). As opposed to the protein and molecule encoders, we optimize all the layers in the BioBERT encoder as well as the projection layer. We can afford this by limiting the length of the descriptions to a maximum of 64 tokens, which helps to curb the memory requirements during training. Previous work has shown that further increasing the length of text encoders for embedding entities in KGs brings diminishing returns [23].

**Choice of pretrained encoder models.** An important tradeoff between computational complexity and accuracy arises when selecting encoders. While state-of-the-art methods can provide better representations [59], we prioritized publicly available encoders that would fit within our computation budget.

In summary, we provide an implementation of BioBLP for the BioKG graph that uses encoders of amino acid sequences for proteins, SMILES representations for molecules, and textual descriptions of diseases. Following the BioBLP framework, other entity types like pathways and gene disorders are embedded using lookup table embeddings. We illustrate the architecture in Fig. 3.

Previous research has shown that in spite of continuous developments in the area of KG embeddings, the choice of scoring function is a matter of experimentation and the results are highly data-dependent [23, 50, 51]. For these reasons, we experiment with three scoring functions: TransE [18], ComplEx [19], and RotatE [20]. For the loss functions, we consider the margin ranking loss, the binary cross-entropy loss, and the cross-entropy loss [51]. Our implementation uses the PyKEEN library [60] and is publicly available^6^.

**Efficient model pretraining**

Training KG embedding methods that use encoders of attribute data has been shown to significantly increase the required computational resources for training [23, 32, 33]. Furthermore, BioBLP consists of a set of attribute encoders, together with lookup table embeddings for entities with missing attributes. Training such a model from scratch requires all the encoders to adapt together for the link prediction objective. If lookup table embeddings are initialized randomly as is customary, attribute encoders will adjust to their random-level performance, greatly slowing down the rate of learning. We thus propose the following strategy to overcome this problem:
1. Train a BioBLP model with lookup table embeddings for all the entities in the graph.
2. Train a BioBLP model with encoders for entities with attribute data, and for entities without such data, initialize their lookup table embeddings from the model trained in step 1.

Step 1 is much cheaper to run since it does not make use of any attribute encoders. This speeds up training, and facilitates hyperparameter optimization. In step 2, the encoders no longer have to adapt to randomly initialized lookup table embeddings, but to pretrained embeddings that already contain useful information about the structure of the graph, which reduces the number of training steps required.

**Answering RQ1** Given the question, “How can we incorporate multimodal attribute data into KGE models under a common learning framework?”, we find that

- A survey of the literature shows that existing methods ignore attribute data, or assume a uniform modality (such as text) for all entities.
- We design BioBLP as a method that enables the study of the effect of incorporating multimodal data into knowledge graph embedding, under a common learning framework where all encoders are optimized jointly.
- We propose a strategy for efficient model pretraining that improves the practical application of BioBLP.

**Evaluation**

In our experiments, we aim to answer research questions RQ2 and RQ3, related to how the different attribute encoders in BioBLP compare with traditional KGE embedding methods that rely on the structure of the graph only.

We focus on two tasks to answer this question: link prediction, and the DPI benchmark present in BioKG.

**Link prediction**

The link prediction evaluation is standard in the literature of KG embeddings [50, 51]. Once the model is trained, the evaluation is carried out over a held-out test set of triples that is disjoint from the set of triples used during training.

For a triple \((h, r, t)\) in the test set, a list of scores for tail prediction is obtained by fixing \(h\) and \(r\) and computing the scoring function \(f(h, r, x)\), for all possible entity embeddings \(x\). The list of scores is sorted from high to low, and the rank of the score for the true tail entity \(t\) is determined. We repeat this for all triples in the test set, collecting a list of ranks for tail prediction. For head prediction, the process is similar, but instead we fix \(r\) and \(t\) and collect the ranks of the true head entity \(h\) given scores for the head position. We collect the ranks for head and tail prediction in a list \((p_1, \ldots, p_m)\). From this list we compute the Mean Reciprocal Rank, defined as

\[
MRR = \frac{1}{m} \sum_{i=1}^{m} \frac{1}{p_i},
\]

and Hits at k, defined as

\[
H@k = \frac{1}{m} \sum_{i=1}^{m} \mathbb{1}[p_i \leq k],
\]

where \(\mathbb{1}[\cdot]\) is an indicator function equal to 1 if the argument is true and zero otherwise.

It is important to note that by averaging over the set of evaluation triples, these metrics are more influenced by high-degree nodes, simply because they have more incident edges. This means that it is possible that a model can score highly in the link prediction task by correctly predicting edges for a small number of entities that account for a significant number of the triples in the graph [61].

We use the MRR and H@k metrics to report the performance of the embeddings obtained with BioBLP. As baselines that do not incorporate attribute data, we consider TransE, ComplEx, and RotatE. For a direct comparison, we experiment with variants of BioBLP that use the same scoring functions as in these baselines. This allows us to determine when improvements are due to the choice of scoring function, rather than a result of incorporating attribute data.

**Hyperparameter study**

Previous research has shown that KG embedding models and the optimization algorithms used to train them can be sensitive to particular choices of hyperparameters [50], including in the biomedical domain [52]. Hence, a key step in determining the performance of our baselines against models that incorporate attributes is an exhaustive optimization of their hyperparameters. For each of the three baselines we consider, we carry out a hyperparameter study with the aim of optimizing their performance before comparing them with BioBLP. We focus on four hyperparameters as listed in Table 3, where we also describe the intervals and values we considered. For each baseline, we used Bayesian optimization to search for hyperparameters, running a maximum of 5 trials in parallel. We ran a total of 90 different hyperparameter configurations with TransE, 180 with ComplEx, and 180 with RotatE. For TransE we only consider the margin ranking loss function, while for ComplEx and TransE we experiment with the binary cross-entropy and cross-entropy, which leads to twice the number of experiments.
Table 3: Intervals and values used in the hyperparameter study we carried out to optimize the TransE, ComplEx, and RotatE baselines.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>Log-uniformly sampled from $[1 \times 10^{-3}, 1.0]$</td>
</tr>
<tr>
<td>Regularization weight</td>
<td>Log-uniformly sampled from $[1 \times 10^{-6}, 1 \times 10^{-3}]$</td>
</tr>
<tr>
<td>Batch size</td>
<td>${128, 256, 512, 1024}$</td>
</tr>
<tr>
<td>Loss function</td>
<td>Margin ranking, binary cross-entropy, cross-entropy</td>
</tr>
</tbody>
</table>

**Benchmarks**

We evaluate the utility of entity embeddings by testing their performance as input features for classifiers trained on related biomedical tasks. We focus on the DPI benchmark obtained from BioKG. As it is common in literature, we interpret this task as binary classification [62–64]. We use the pairs in the benchmarks as positive instances to train the classifiers. A common issue in modelling efforts in biomedical domain is the lack of true negative samples in public benchmark datasets. Therefore, we sample negatives from the combinatorial space assuming a pair that is unobserved in the dataset is a candidate negative sample [39, 62–64]. Furthermore, we filter out any triples appearing in BioKG from the list of candidate negatives. We use a ratio of positive to negatives of 1:10.

For a given pair of entities, we concatenate their embeddings into a single vector that is used as input to a classifier. We evaluate a number of baselines for computing embeddings, including random embeddings, entity embeddings that do not rely on the graph, and KG embeddings. We compare these to embeddings obtained with BioBLP. In particular, we use the following embeddings:

- **Random.** Every entity is assigned a randomly generated feature vector from a normal distribution. We use this method to determine a lower bound of chance performance. Each entity is assigned an 128-dimensional embedding.

- **Structural.** Drug entities are represented by their MolTrans embeddings of 512 dimensions, and proteins are represented by their ProtTrans embedding, averaged across tokens resulting in a 1024-dimensional vector.

- **KG.** Entities are represented by TransE, ComplEx, and RotatE embeddings trained on BioKG. The entity embeddings from these models all have 512 dimensions.

- **BioBLP.** Entities are represented from the attribute encoders in BioBLP models trained using the RotatE scoring function, on the BioKG graph. The entity embeddings from the BioBLP-D, BioBLP-M and BioBLP-P models have 512 dimensions.

When using Structural Embedding, it may occur that a particular entity does not have a corresponding feature, for example, because we are missing the chemical structure embeddings for a set of molecules (as detailed in Table 1) because these are biologic therapies and do not have a SMILES property. In these cases, we impute the missing embedding by the mean of all entity embeddings for that entity type.

**Training and evaluation** We experiment with Logistic Regression (LR), Random Forest (RF) and Multi Layer Perceptron (MLP) models for classification. To aid the training of the classifiers in the imbalanced data setting, we use class weights inversely proportional to the class frequency in the LR and RF models, and undersample the majority class in the training of the MLP models.

The performance estimates of the classification models is based on 5-fold stratified cross-validation. The folds are kept consistent for training and testing across all models. For each fold, hyperparameter optimization is performed to establish optimal model parameters on the training split. Ten percent of the training split is reserved for validation in the tuning procedure. We use Optuna to perform the hyperparameter search, which uses a tree-structured Parzen estimator algorithm for sampling the space of hyperparameters. For all models, 10 trials are performed to find the best parameters on the validation set that maximize performance on the area under precision-recall curve (AUPRC) and area under ROC curve (AUROC) metrics. From these trials the best parameters are determined and the model is retrained on the full training set and scored against the test set.

**Metrics** In the evaluation procedure of the classification models we use Precision, Recall, F1, AUROC and AUPRC values. The AUROC is commonly reported in bioinformatics literature but is argued to be an overly optimistic measure of performance [65]. For this reason, we additionally report the AUPRC because this metric is particularly informative in imbalanced datasets due to its sensitivity to true positives among all positive predictions.

**Results**

In this section we describe our findings on the link prediction performance of embedding methods that do not use attributes, and the effect of incorporating them with BioBLP. We additionally present the results on the DPI benchmark, and we then provide a fine-grained analysis of the performance provided by BioBLP.
Hyperparameter study

We illustrate in Fig. 4 the distribution of link prediction metrics for the three baselines that we consider, across all the configurations explored during the hyperparameter study, evaluated on the test set of triples. These results confirm the importance of thoroughly exploring the space of hyperparameters, as the three baselines exhibit high variance in the final performance. For example, we observe that for specific configurations, TransE can outperform RotatE, even though by design RotatE is more expressive at modeling different kinds of relations [20].

Across all the hyperparameter trials that we run, we observe that RotatE yields consistently better results, with the worse RotatE configuration outperforming multiple configurations of TransE and RotatE. We select the best configurations of these three models based on the validation set performance, and we use them in the next set of experiments.

Link prediction performance

We present link prediction results of BioBLP under different configurations, corresponding to variants along three axes: the scoring function, the type of encoder, and whether or not the model includes our proposed pretraining strategy. For scoring functions, we experiment with TransE, ComplEx, and RotatE, and for encoders, we experiment with Proteins (P), Molecules (M), and Diseases (D). An example of a specific configuration for a BioBLP model that uses the TransE scoring function and implements a molecule encoder is TransE+BioBLP-M.

The results are shown in Table 4, where we compare BioBLP with our baselines. We observe that in all cases, introducing different kinds of attribute encoders results in lower performance when compared to the baselines that rely on the structure of the graph alone to learn embeddings. However, we note that when combined with the RotatE scoring function, BioBLP yields competitive performance when using protein and disease encoders. This implies a trade-off to be considered when learning embeddings from attribute data: while lookup table embedding methods are effective at link prediction, they are limited to the set of entities observed during training. BioBLP results in a drop in performance, but it provides a more general embedding method that can generate representations for entities outside the training set of entities.

As observed during the hyperparameter study, RotatE results in the best performance across all models. Its performance also transfers to BioBLP models that use the RotatE scoring function, indicating that regardless of the mechanism used for embedding entities (be it lookup tables, or attribute encoders), the geometry of the space induced by RotatE and its scoring function are particularly effective for link prediction on BioKG. When using BioBLP with other scoring functions, performance is significantly lower. Notably, ComplEx+BioBLP-D fails at solving the link prediction task.

When focusing on the best-performing group of models that use RotatE, we can see that the lowest performance is obtained when using molecule encoders, suggesting that further improvements are required in how molecules are represented an encoded in BioBLP-M models. When using protein and disease encoders, link prediction performance increases, with RotatE+BioBLP-D yielding the highest performance over all our models that use encoders.

We note that our proposed strategy for pretraining always increases the performance over the corresponding models that have not been pretrained. The magnitude of such improvements varies, with some resulting in slightly
higher performance and others displaying pronounced differences. The best variant that we obtained corresponds to a pretrained RotatE+BioBLP-D model, whose performance increases by approximately four times when compared to the model that is not pretrained. We test for significance using a paired Welch’s t-test by comparing the reciprocal rank per triple in the test set, between models trained from scratch and pretrained models. We illustrate the impact of pretraining in Fig. 5, where we plot the increase in MRR, and the performance until convergence as a function of time. With the exception of BioBLP-P with the TransE scoring function, we find that the increase in MRR provided by pretraining is statistically significant (p < 0.05). We also note that pretraining reduces the time required to converge and reach higher link prediction performance, compared to no pretraining. Even when allocating more time resources to the setting without pretraining, the model reaches much lower values of MRR.

### Benchmarks

We present results on the DPI benchmarks using the BioBLP models that employ the RotatE scoring function, since these provided significantly higher performance in the link prediction task compared to variants using other scoring functions.

In Figure 6 we report the AUROC and AUPRC metrics for the RF classifiers, which resulted on better performance compared to LR and MLP classifiers, on the five test folds for positive-negative ratio 1:10. We focus on these models to discuss the impact of the type of embedding for solving the DPI task. We provide extended results for all classifiers in Appendix A.

We observe that classifiers trained on BioBLP embeddings remain competitive with the baseline embeddings considered in this work. The Random baseline (not

---

### Table 4  Link prediction performance on the BioKG dataset (in percent)

<table>
<thead>
<tr>
<th>Method</th>
<th>Pretrained</th>
<th>MRR</th>
<th>H@1</th>
<th>H@3</th>
<th>H@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>TransE</td>
<td></td>
<td>20.61</td>
<td>12.15</td>
<td>22.14</td>
<td>36.27</td>
</tr>
<tr>
<td>+ BioBLP-P</td>
<td>✓</td>
<td>14.76</td>
<td>8.42</td>
<td>15.60</td>
<td>25.92</td>
</tr>
<tr>
<td>+ BioBLP-M</td>
<td>✓</td>
<td>14.87</td>
<td>8.47</td>
<td>15.67</td>
<td>26.16</td>
</tr>
<tr>
<td>+ BioBLP-D</td>
<td>✓</td>
<td>6.56</td>
<td>4.46</td>
<td>6.78</td>
<td>9.90</td>
</tr>
<tr>
<td>+ BioBLP-M</td>
<td>✓</td>
<td>8.72</td>
<td>6.22</td>
<td>9.42</td>
<td>13.10</td>
</tr>
<tr>
<td>+ BioBLP-D</td>
<td>✓</td>
<td>7.42</td>
<td>4.91</td>
<td>7.39</td>
<td>11.62</td>
</tr>
<tr>
<td>+ BioBLP-D</td>
<td>✓</td>
<td>15.74</td>
<td>11.73</td>
<td>16.44</td>
<td>23.04</td>
</tr>
<tr>
<td>ComplEx</td>
<td></td>
<td>42.75</td>
<td>31.55</td>
<td>48.09</td>
<td>65.50</td>
</tr>
<tr>
<td>+ BioBLP-M</td>
<td>✓</td>
<td>34.88</td>
<td>25.11</td>
<td>39.52</td>
<td>54.83</td>
</tr>
<tr>
<td>+ BioBLP-M</td>
<td>✓</td>
<td>1.68</td>
<td>1.24</td>
<td>1.86</td>
<td>2.49</td>
</tr>
<tr>
<td>+ BioBLP-D</td>
<td>✓</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>+ BioBLP-D</td>
<td>✓</td>
<td>4.45</td>
<td>0.36</td>
<td>0.43</td>
<td>0.55</td>
</tr>
<tr>
<td>RotatE</td>
<td></td>
<td>55.20</td>
<td>44.46</td>
<td>61.95</td>
<td>74.76</td>
</tr>
<tr>
<td>+ BioBLP-P</td>
<td>✓</td>
<td>45.29</td>
<td>35.60</td>
<td>51.33</td>
<td>62.89</td>
</tr>
<tr>
<td>+ BioBLP-M</td>
<td>✓</td>
<td>47.30</td>
<td>36.56</td>
<td>54.59</td>
<td>66.10</td>
</tr>
<tr>
<td>+ BioBLP-M</td>
<td>✓</td>
<td>10.40</td>
<td>7.02</td>
<td>10.40</td>
<td>16.30</td>
</tr>
<tr>
<td>+ BioBLP-D</td>
<td>✓</td>
<td>11.60</td>
<td>8.79</td>
<td>12.43</td>
<td>16.67</td>
</tr>
<tr>
<td>+ BioBLP-D</td>
<td>✓</td>
<td>49.68</td>
<td>40.62</td>
<td>55.30</td>
<td>66.26</td>
</tr>
</tbody>
</table>

---

**Fig. 5** The impact of our proposed pretraining strategy. Left: increase in MRR due to the pretraining strategy over base models trained from scratch. Asterisks indicate significance at p-values less than 0.05. Right: A comparison of the runtime required until convergence on the validation set, when training BioBLP-D from scratch, and when including pretraining. During pretraining, attributes are ignored, and after pretraining we start optimizing the attribute encoders.
shown in Fig. 6) reached mean AUROC of 0.720 and mean AUPRC of 0.192. All models score above these values, confirming the classifiers learn the task better than chance when given the proposed embeddings as features. Among the baselines, RotatE and Structural embeddings lead to highest mean scores in the AUROC and AUPRC metrics. The model trained on BioBLP-M reaches highest mean AUPRC overall, but on the AUROC metric scores below BioBLP-D and RotatE embeddings. Notably, the models trained on BioBLP-P embeddings score lowest in this setup, while this model was among the top scoring models in the link prediction setup.

These results show that embeddings from BioBLP-M and BioBLP-D, which encode molecular structures and disease descriptions, provide competitive performance when compared to lookup table embeddings. In contrast, embeddings from BioBLP-P, which encodes protein sequences, perform worse among other types of embeddings. In particular, BioBLP-P performs worse than the Structural baseline, whose embeddings are obtained from ProtTrans and MolTrans. Since we also employ ProtTrans embeddings as inputs for BioBLP-P, this indicates that using BioBLP-P degrades the quality of the ProtTrans embeddings, thus further work is required in properly incorporating protein sequences into encoders for BioBLP. We do not observe such degradation in BioBLP-M, which uses MolTrans embeddings as inputs but outperforms the Structural baseline.

It is notable that we find BioBLP-D among the top performing models in this task involving molecule and protein entities. It suggests that the embeddings for these entity types receive meaningful signals from the disease attribute encoding during training on the link prediction objective, through their relations with disease entities.

Answering RQ2 We next summarize our answers to the question: “What is the performance in comparison with baselines that do not incorporate attribute data
on link prediction and drug-protein interaction benchmarks?” Our experiments show that:

- When their hyperparameters are properly tuned, baselines not incorporating attribute data can exhibit higher link prediction performance.
- The best performing variants of BioBLP make use of protein and disease encoders, and the RotatE scoring function. It results in link prediction performance that though lower than RotatE, remains competitive given the complexity of the task. The fact that molecule encoders underperform indicate that further work is required in the respective encoder to properly capture the relevant features of molecules, and alternatives to using MolTrans embeddings should be considered.
- These results extend to the DPI benchmark. Furthermore, we find that the disease encoder has an indirect positive effect in the benchmark (which does not contain diseases), since diseases are linked to proteins and molecules in the graph.

Performance analysis

Lookup table embeddings such as RotatE have been observed to suffer from node-degree bias, obtaining high link prediction scores by learning to predict links for a small fraction of entities that are responsible for a large number of triples in the graph [61]. These models show poor link prediction performance in sparser regions of the graph comprised by entities with a low degree of incoming or outgoing edges.

We investigate the performance of link prediction models with respect to the degree of the entities being predicted, focusing on a comparison between RotatE and BioBLP-D, which uses an encoder of descriptions of diseases. We select all test triples involving diseases, and we compute the difference in MRR between BioBLP-D and RotatE when i) given a non-disease entity and a relation, diseases are predicted; and ii) given a disease entity and a relation, non-disease entities are predicted. A positive difference indicates that RotatE results in higher performance.

The results are shown in Fig. 7, where we present the difference in MRR, together with a visualization of the degree distribution for predicted entities. From Fig. 7, we observe that BioBLP-D outperforms RotatE when the predicted entity is a disease, over a subset of low degree entities that range from a degree of 1 to approximately 20. For entities with a degree between 20 and 100 we observed mixed results, with multiple cases in which BioBLP-D produces better results. In the case of high degree entities, RotatE consistently performs better than BioBLP-D when predicting a disease.

When given a disease and predicting a non-disease, Fig. 7 shows that RotatE works better across different degree values, with the exception of a small set of high-degree diseases where BioBLP-D results in higher MRR.

The degree distributions visualized in Fig. 7 suggest that a substantial amount of entities in the graph have low to medium degrees, while entities of high degree are few. This is expected in graphs where the distribution of the degree follows a power law, and it can occur in the biomedical domain where some entities are involved in multiple processes, while other entities have specific functions or are understudied [66]. We confirm this by examining the quantities of degree values for different entity types in Table 5. We note that 50% of the entities in the graph have degrees of up to 6, which is well below the degree values at which BioBLP-D outperforms RotatE. Interestingly, this result is not apparent in the standard link prediction evaluation, where metrics are micro-averaged over the complete set of triples and are thus dominated by the performance over high-degree entities.

As observed in previous work [61], relying heavily on such micro averages might bias the selection of models that perform well only on frequent entities, which occur as high degree nodes in the graph. This motivates us to analyze a macro version of MRR, in which we compute the average MRR for each value of node degree. The result is an average MRR where the performance over each node degree value contributes equally, rather than being dominated by high degree nodes as in the case of the standard, micro average MRR.

In Fig. 8 we present the difference in macro MRR between RotatE and BioBLP as we consider cumulative values of degree: for each value \( d \) of degree in \( 1, 2, \ldots \), we compute the difference in macro MRR for all nodes with degree less than or equal to \( d \). The result shows that there is a cutoff point below which BioBLP-D outperforms RotatE at a degree value of 74. Table 5 shows that this value accounts for more than 75% of the diseases in the graph. This implies that applications concerned with low degree entities would benefit from BioBLP-D once this cutoff has been determined. For BioKG, this cutoff comprises the majority of the diseases in the graph.

Answering RQ3 Based on our experimental results, we now answer the question: “Under what conditions do we observe positive or negative effects of incorporating attribute data using our proposed framework?” We find that:
• When incorporating attribute data, the choice of the scoring function is crucial for performance. Using BioBLP with the RotatE scoring function results in significantly better performance in comparison with using TransE or ComplEx as the scoring function.

• The observed high performance of RotatE can be partially attributed to the fact that test triples are dominated by high-degree entities, where BioBLP underperforms.

• When the focus is in low-degree entities BioBLP can have a positive effect in comparison with RotatE. When values of node degree contribute equally to the computation of MRR, we find a threshold of node degree below which BioBLP outperforms RotatE. This threshold covers more than 75% of the diseases in the graph.

Discussion

With BioBLP, we present a framework for studying the effect of incorporating multimodal attribute data into KG embeddings. Doing so requires reconsidering the requirements of existing work on embedding biomedical KGs that assumes that all entities in the KG are associated with the same data modality or that such information is available for all entities in the graph. We observe that when combined with the RotatE scoring function, BioBLP-D provided competitive, yet lower performance in the link prediction and DPI benchmark, in comparison with a RotatE baseline that uses lookup table embeddings and thus does not take attribute data into account. This is in line with prior works that explore the use of textual descriptions to learn entity embeddings [23]. Optimizing the molecule and protein encoders in BioBLP-M and BioBLP-P proved more challenging, resulting in

Fig. 7 Difference in Average MRR between RotatE and BioBLP-D predictions against node degree of disease (left) or non-disease (right) being predicted, together with the degree distribution of predicted entities. A negative ΔMRR means that BioBLP-D outperforms RotatE, while a positive value means that RotatE has higher performance.

Table 5 Quantiles for node degree per entity type in the BioKG training graph used in our work. The node degree of an entity is the sum of the incoming and outgoing edges from the entity.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>mean ± std</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proteins</td>
<td>9.60 ± 19.33</td>
<td>2</td>
<td>4</td>
<td>9</td>
<td>480</td>
</tr>
<tr>
<td>Diseases</td>
<td>25.89 ± 85.37</td>
<td>3</td>
<td>5</td>
<td>15</td>
<td>2448</td>
</tr>
<tr>
<td>Drugs</td>
<td>218.85 ± 351.24</td>
<td>2</td>
<td>6</td>
<td>369</td>
<td>1942</td>
</tr>
<tr>
<td>All</td>
<td>27.95 ± 119.00</td>
<td>2</td>
<td>4</td>
<td>10</td>
<td>2448</td>
</tr>
</tbody>
</table>

Table 5
embeddings with lower performance. Future work could attempt to find ways to create encoders for these modalities that are expressive while keeping training over large KGs scalable.

On one hand, these findings indicate that RotatE is an effective model for link prediction on BioKG, as well as a suitable scoring function when used in the BioBLP framework. However, we note that the common evaluation protocol where link prediction metrics are micro-averaged over a test set of triples biases the results such that the average is dominated by high-degree entities in the graph. This issue has been highlighted in prior work on evaluation protocols for link prediction methods [61]. We argue that for tasks of scientific discovery, the performance over low degree entities is essential - if not more important - since these are understudied areas of the graph that would benefit more from predicting potential links that do not exist in the KG yet. Our analysis shows that BioBLP-D achieves better performance than RotatE when predicting edges to low degree diseases, which comprise a substantial amount of the complete set of entities in the KG. Based on this finding, we call for future scientific discovery work which develops alternative evaluation protocols for assessing link prediction methods in that context.

Further, we observed that training BioBLP results in increased computational costs, since the attribute encoders are deep neural networks with multiple layers and more parameters in comparison with the shallow, lookup table embeddings found in models like RotatE. Our results show that pretraining is an effective strategy for lowering the computational cost of training BioBLP. Pretraining is done using a model that is drastically cheaper to optimize, such as RotatE, so that once the relevant modules are transferred to BioBLP, less training steps are required and the resulting performance is higher compared to omitting pretraining.

A useful property of BioBLP is its ability to encode arbitrary entities, rather than entities predefined in the training set, as long as attribute data is available for them. While our focus was comparing lookup table embeddings with BioBLP, future work could focus on the inductive setting where lookup table embeddings are not applicable. Our framework could also be further extended by considering that a single entity might have not one but multiple attributes, such as SMILES representations and molecular graphs.

The use of attribute encoders in BioBLP suggests a new interface for leveraging the information contained in a KG with attribute data. One interesting application for our proposed approach is the development of a natural language interface with the KG for biomedical tasks. Using the text encoder component, we have the ability to make predictions such as the effectiveness of a specific drug for a particular disease, even if the disease is not explicitly present in the KG.

Another use case that we would explore in future work is expanding the KG with new entities. As KGs are inherently incomplete and require frequent updates, we could use BioBLP to compute embeddings for incoming entities, discover the closest entities by attribute similarity, and predict the most appropriate links with entities already in the KG.

**Conclusions**

In this work, we have studied the effect of incorporating multimodal attribute data into biomedical KG embeddings. To this end, we have presented BioBLP, a modular framework for learning embeddings of entities in a KG with attribute data, that also supports entities with missing attribute data. We have additionally introduced a pretraining strategy for reducing training runtime.

Experiments on general link prediction show that BioBLP does not yet match baselines that do not use attribute data, though it performs closely. In drug-protein interaction benchmarks, its performance matches the baselines. An in-depth analysis reveals that BioBLP in fact outperforms the baselines over entities below a certain node degree. This subset of entities covers at least 75% of the diseases in the graph. We argue that these low node-degree entities are of special interest in the area of scientific discovery.

In future work, we foresee the investigation of the tradeoff that arises when designing attribute encoders that are expressive yet scalable, as well as applications...
enabled by the use of multimodal attribute encoders in biomedical knowledge graphs, including predictive problems over entities not seen during training.

Appendix A additional benchmark results
We present extended results on the DPI benchmark for all three classifiers (logistic regression, multi-layer perceptron, and random forest) on Table 6. In most cases, we observe that the random forest outperforms the other classifiers on the DPI task when using KG embeddings as inputs.

Table 6 Classification performance on DPI benchmark with ratio 1:10. Reported are the mean (std) over the 5 best models scored on the test folds. Values in bold indicate the highest metric for each feature type

<table>
<thead>
<tr>
<th>Feature</th>
<th>DPI-FDA</th>
<th>AUPRC</th>
<th>AUROC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.129 ± 0.003</td>
<td>0.597 ± 0.001</td>
<td>0.602 ± 0.010</td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>0.139 ± 0.006</td>
<td>0.635 ± 0.014</td>
<td>0.594 ± 0.004</td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>0.192 ± 0.004</td>
<td>0.720 ± 0.005</td>
<td>0.888 ± 0.001</td>
<td></td>
</tr>
<tr>
<td>Structural</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.153 ± 0.003</td>
<td>0.690 ± 0.010</td>
<td>0.617 ± 0.010</td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>0.244 ± 0.006</td>
<td>0.771 ± 0.003</td>
<td>0.665 ± 0.010</td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>0.359 ± 0.021</td>
<td>0.871 ± 0.008</td>
<td>0.885 ± 0.016</td>
<td></td>
</tr>
<tr>
<td>ComplEx</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.170 ± 0.002</td>
<td>0.706 ± 0.004</td>
<td>0.639 ± 0.004</td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>0.359 ± 0.006</td>
<td>0.838 ± 0.004</td>
<td>0.755 ± 0.003</td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>0.332 ± 0.014</td>
<td>0.849 ± 0.003</td>
<td>0.892 ± 0.008</td>
<td></td>
</tr>
<tr>
<td>RotatE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.180 ± 0.002</td>
<td>0.722 ± 0.005</td>
<td>0.643 ± 0.003</td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>0.453 ± 0.008</td>
<td>0.886 ± 0.002</td>
<td>0.794 ± 0.006</td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>0.404 ± 0.005</td>
<td>0.885 ± 0.006</td>
<td>0.905 ± 0.006</td>
<td></td>
</tr>
<tr>
<td>TransE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.170 ± 0.003</td>
<td>0.691 ± 0.021</td>
<td>0.650 ± 0.017</td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>0.350 ± 0.009</td>
<td>0.846 ± 0.005</td>
<td>0.750 ± 0.003</td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>0.380 ± 0.012</td>
<td>0.868 ± 0.010</td>
<td>0.894 ± 0.015</td>
<td></td>
</tr>
<tr>
<td>BioBLP-D</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.177 ± 0.003</td>
<td>0.723 ± 0.003</td>
<td>0.641 ± 0.002</td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>0.447 ± 0.008</td>
<td>0.885 ± 0.003</td>
<td>0.792 ± 0.002</td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>0.397 ± 0.003</td>
<td>0.883 ± 0.004</td>
<td>0.907 ± 0.004</td>
<td></td>
</tr>
<tr>
<td>BioBLP-M</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.166 ± 0.002</td>
<td>0.713 ± 0.002</td>
<td>0.634 ± 0.003</td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>0.401 ± 0.007</td>
<td>0.865 ± 0.002</td>
<td>0.764 ± 0.002</td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>0.415 ± 0.003</td>
<td>0.881 ± 0.004</td>
<td>0.895 ± 0.006</td>
<td></td>
</tr>
<tr>
<td>BioBLP-P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.170 ± 0.006</td>
<td>0.683 ± 0.005</td>
<td>0.636 ± 0.005</td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>0.343 ± 0.008</td>
<td>0.820 ± 0.005</td>
<td>0.744 ± 0.015</td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>0.317 ± 0.006</td>
<td>0.832 ± 0.004</td>
<td>0.899 ± 0.002</td>
<td></td>
</tr>
</tbody>
</table>
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