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Abstract. We address the problem of specifying a voting rule by means of a series of examples. Each example consists of the answer to a simple question: how should the rule rank two alternatives, given the positions at which each voter ranks the two alternatives? To be able to formalise this elicitation problem, we develop a novel variant of classical social choice theory in terms of associations of alternatives with vectors of ranks rather than the common associations of voters with preference orders. We then define and study a class of voting rules suited for elicitation using such answers. Finally, we propose and experimentally evaluate several elicitation strategies for arriving at a good approximation of the target rule with a reasonable number of queries.

1 INTRODUCTION

Voting theory is concerned with the analysis of rules for conducting an election [10]. In recent years, there has been a marked interest in voting theory within AI, for two reasons: first, voting is relevant to AI-related applications such as recommender systems, search engines, and multiagent systems; and, second, techniques developed in AI and computer science more generally, such as complexity theory and knowledge representation, turned out to be useful for the analysis of voting rules [2].

In this work, we consider the problem of identifying an initially unknown rule that is suitable in a given situation. Consider a committee that wants to decide on a voting rule to use for some future decisions it will have to take. How can this committee articulate its requirements regarding the rule? The literature on voting theory provides a number of axioms, such as homogeneity or monotonicity, that are satisfied by some rules and not by others [10]. Following this approach, the committee could select the voting rule that satisfies the axioms it considers most important. This might however be difficult to implement. For example, the committee might choose axioms that are mutually incompatible or that do not determine a single rule. Considering the range of surprising paradoxes and impossibility theorems in social choice theory, it is also likely that they will not fully comprehend the implications of adopting a given axiom.

We propose to treat the problem of selecting a voting rule as a problem of preference elicitation. In classical voting theory, each voter provides a ranking (a linear order) of the alternatives on the table. Thus, we can identify each alternative with the vector of ranks it receives, one for each voter. We shall assume the voting rule our committee has in mind can be specified in terms of an ordering over these rank-vectors: an alternative wins if the rank-vector it is associated with is not dominated by any other rank-vector occurring in the election instance at hand (this may be considered a basic axiom our committee accepts). To determine which rule is best for our committee, we ask questions about the ideal behaviour of the rule. Each question takes the following form: we present two rank-vectors to the committee and ask which of them they want the voting rule to prefer or whether they think the rule should remain indifferent between the two. Every answer is interpreted as a constraint on the rule. For example, a committee wanting to favor “consensual” alternatives may prefer a rank-vector composed only of ranks 2 and 3 to one consisting of ranks 1 and 4.

To fully specify a voting rule requires a huge number of queries, even for moderate numbers of voters and alternatives. We therefore are interested in approximating the target rule as well as possible by means of what we call a robust voting rule: the rule returning the union of the sets of winners of all voting rules compatible with the constraints elicited at a given point.

In this paper, we introduce and study a class of voting rules suited for such questioning process.

Our approach is inspired by a similar idea used in multiple criteria decision aiding [5]. To obtain a model of the preferences of a decision maker [4, 8], or a group of decision makers [3, 7], looking for a preference model in some a priori defined class of possible models, the preference elicitation process asks for constraints given by the decision makers in the form of examples of input and related expected output of the model. Robust results are then computed by considering every model of the considered class that is compatible with the constraints given so far. The process is iterated by asking more questions and showing intermediate results until the decision makers are satisfied or some stopping criterion is met.

Preference learning [6] is another field concerned with methods for obtaining preference models about various kinds of objects, often preferences of consumers over sets of goods. Our approach, however, is about eliciting information about something more abstract, namely a preferred voting rule. Therefore, a crucial part of the problem that we explore in this paper is to develop a way of asking simple questions that can serve as examples for directing the elicitation process.

The remainder of the paper is organised as follows. Our formal framework for modelling voting rules is presented in Section 2. In this framework, we adopt an unusual perspective and describe elections in terms of mappings from alternatives to rank-vectors rather than the familiar profiles (which are mappings from voters to preference orders). In Section 3, we introduce the concept of a voting rule that is based on either a preorder or a weak order on rank-vectors. We prove several results that shed light on the structure of these classes of rules and show how they relate to the rules that are definable by the answers to the type of questions we are interested in here. In Section 4, we propose different strategies for deciding which questions to ask at what point in an elicitation process and we provide experimental results on the performance of different elicitation strategies. Section 5 concludes with a brief discussion of future directions.
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consider a voting rule as operating on rank-profiles, rather than on profiles of preferences. We write \( \mathcal{A}(A)^N \) for the set of all possible rank-profiles. A rank-profile is the rank-vector associated with an alternative. The set of all possible rank-profiles is \( \mathcal{A}(A)^N \). A voting rule \( F \), given a profile on \( A \), returns a non-empty subset of \( A \), which are the winning alternatives according to \( F \):

\[
F : \mathcal{A}(A)^N \rightarrow \mathcal{P}(A) \setminus \{\emptyset\}. \tag{1}
\]

This is the standard model of classical voting theory familiar from the literature [10]. Let us now change perspective and consider a profile \( R \) from the viewpoint of one alternative \( a \in A \). Each voter \( i \in N \) has ranked \( a \) at a certain position in her own preference order. That is, we can think of \( a \) as a function mapping voters to ranks (numbers between 1 and \( m \)). When taking this perspective, we shall identify alternatives with rank-vectors. Formally, a rank-vector is a function \( x : N \rightarrow [1, m] \) mapping each voter to a rank. We write \( x_i \) for \( x(i) \). The set of all possible rank-vectors is \( [1, m]^N \).

Given a profile \( R \in \mathcal{A}(A)^N \) and an alternative \( a \in A \), the rank-vector associated with \( a \) by \( R \) is defined so that \( x_i \) is the rank of \( a \) according to \( R_i \), i.e. \( x_i = k + 1 \) where \( k \) is the number of alternatives strictly better than \( a \) in \( R_i \). The rank-profile corresponding to a profile \( R \in \mathcal{A}(A)^N \) is the map \( x_R : A \rightarrow [1, m]^N \) such that \( x_R(a) \) is the rank-vector associated with \( a \) by \( R \). The correspondence between \( R \) and \( x_R \) is illustrated in Figure 1. When the identity of the alternative to which a rank-vector corresponds is not important, we denote a rank-vector by \( x \) rather than \( x_R(a) \).

Note that not all combinations of \( m \) rank-vectors are admissible as rank-profiles. As we only deal with linear orders as basic preferences, rank-profiles featuring multiple times the same rank for a given voter are not allowed. The set of admissible rank-profiles is therefore:

\[
\{x : A \rightarrow [1, m]^N \mid \forall i \in N, a, b \in A : x(a) \neq x(b)\}. \tag{2}
\]

Note that a rank-profile contains the same information as a profile: given an admissible rank-profile \( x \), there is a unique profile \( R \in \mathcal{A}(A)^N \) such that \( x_{R_i} = x_i \), and vice versa. We can therefore consider a voting rule as operating on rank-profiles, rather than on profiles. Given a voting rule \( F \), we define the corresponding rank-voting rule as the function \( F' \) that selects the winning alternatives out of an admissible rank-profile: \( F'(x_R) = F(R) \). Conversely, to each
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threshold given \( X \), selects as winners the alternatives that attain the maximum score as evaluated by \( r \leq_{\alpha} \):

\[
F(X) = \arg \max_{x \in X} (r \leq_{\alpha}(x)).
\]  

(4)

**Fact 1.** The Bucklin rule is not a PSR.

Indeed, consider the voting instances \( X_1 = \{13, 24, 32, 41\} \) and \( X_2 = \{11, 22, 33, 44\} \), with \( n = 2 \) and \( m = 4 \). Under Bucklin, the winners for \( X_1 \) are \( \{13, 32\} \) and the only winner for \( X_2 \) is 11. For Bucklin to be a PSR we would need, from the first instance, \( s(1) = s(2) \), which contradicts the second instance.

### 3 VOTING FROM A PREORDER

In this section we study several new classes of voting rules. We first introduce two simple classes of voting rules: the preorder-based rules and the weak order-based rules. We then present two ways of defining voting rules from answers to the elicitation questions we are interested in. Our goal is to show the links between the rules that can be defined from the questioning process we propose and the classes of preorder and weak order-based rules, as well as how these compare to classical voting rules. Specifically, we will show the following. First, the class of weak order-based rules is a strict superset of the PSR’s and a strict subset of the preorder-based rules.

#### 3.1 Relationship to classical voting rules

The class of preorder-based voting rules, including in particular rules based on weak orders, is certainly an intuitively appealing class to consider. We will now see that it is a generalisation of the PSR’s, but not one that is so general as to encompass all voting rules.

**Proposition 2.** Every PSR is weak order-based.

**Proof.** Take any PSR \( F \), defined by scoring function \( s \). Define the weak order \( \geq \) such that \( x \geq y \) if and only if \( \sum_i s(x_i) \geq \sum_i s(y_i) \). Then \( F = F_{\geq} \) by construction.

Our next result shows that there are weak order-based voting rules that are not PSR’s (recall that Bucklin is not a PSR by Fact 1).

**Proposition 3.** The Bucklin rule is weak order-based.

**Proof.** Given a rank \( k \in [1, m] \) and a number of voters \( \alpha \) with \( \frac{n}{2} < \alpha \leq n \), define \( X_{k=\alpha} \subseteq [1, m]^N \) as the set of rank-vectors which do not have a majority of ranks lower than \( k \) and have exactly \( \alpha \) ranks lower than or equal to \( k \). Thus \( X_{k=\alpha} \) is:

\[
\{ x \in [1, m]^N \mid r_{\leq k-1}(x) \leq \frac{n}{2} \text{ and } r_{\leq k}(x) = \alpha \}.
\]

(6)

Observe that the sets \( X_{k=\alpha} \) form a partition (a complete and disjoint covering) of \([1, m]^N\). Now define a weak order \( \geq \) on \([1, m]^N\). The sets \( X_{k=\alpha} \) define the equivalence classes of \( \geq \), and \( \geq \) orders these equivalence classes as follows: \( X_{k=\alpha} \geq X_{\ell=\beta} \) if and only if \( k < \ell \) or both \( k = \ell \) and \( \alpha > \beta \).

Now let \( \ell = 2 \) be the Bucklin threshold for a given voting instance \( X \) and define \( u = \max_{x \in X} r_{\leq 1}(x) \). Then \( x \) is a Bucklin winner if and only if \( x \in X_{u=\alpha}, \) which is the case if and only if \( x \in F_{\geq}(X) \). Hence, \( F_{\geq} \) is the Bucklin rule.

**Theorem 4.** For \( n = 3 \) and \( m = 4 \), no Condorcet-consistent voting rule is preorder-based.

**Proof.** Take any voting rule \( F \) that is Condorcet-consistent. Now consider the following three voting instances (the boxed rank-vectors are the Condorcet winners).

<table>
<thead>
<tr>
<th>( X_1 )</th>
<th>( X_2 )</th>
<th>( X_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>231</td>
<td>312</td>
<td>123</td>
</tr>
<tr>
<td>342</td>
<td>423</td>
<td>234</td>
</tr>
<tr>
<td>123</td>
<td>231</td>
<td>312</td>
</tr>
<tr>
<td>414</td>
<td>144</td>
<td>441</td>
</tr>
</tbody>
</table>

For the sake of contradiction, assume there exists a preorder \( \geq \) such that \( F_{\geq} = F \). If \( F \) must elect the Condorcet winner 123 in \( X_1 \). To have \( F_{\geq}(X_1) = \{123\} \), we must have \( 123 \geq 231 \). Similarly, from the instances \( X_2 \) and \( X_3 \) we obtain that \( 231 \geq 312 \) and \( 312 \geq 123 \). Hence, we can cycle and \( \geq \) is not a preorder.

Observe that if \( m > 4 \), we can construct a similar example: simply suppose that every voter ranks the 4th alternative (for \( i > 4 \)) always in the 4th position. Also, if \( n > 3 \) and \( n \) is divisible by 3, we can produce a variant of the above example with three groups of voters of equal size voting exactly like the three individual voters above.
3.2 Constraints and robust voting rules

We now want to approach the problem of specifying a weak order-based voting rule by means of a series of examples provided to us by a committee that needs to identify a rule they want to employ. Each example amounts to imposing a constraint on the voting rule, by fixing the relative ordering of two rank-vectors. Given two rank-vectors \( x \) and \( y \), we may say that we want to place \( x \) above \( y \), that we want to place \( x \) below \( y \), or that we want to place them both in the same indifference class. Formally, we do this by defining two binary relations, \( >^C \) and \( \sim^C \), on the set \([1, m]^N\) of rank-vectors. Given two rank-vectors \( x \) and \( y \), \( x >^C y \) says that \( x \) must be strictly better than \( y \), while \( x \sim^C y \) says that \( x \) must be equivalent to \( y \).

Given constraints \( C = (>, \sim) \), we say that a preorder \( \succ \in \mathcal{Z} \) satisfies \( C \) if \( >^C \subseteq \succ \) and \( \sim^C \subseteq \succ \). We define \( \mathcal{Z}_C \) as the set of preorders satisfying \( C \), and we say that \( C \) is consistent if \( \mathcal{Z}_C \neq \emptyset \). Similarly, \( \mathcal{W}_C \) denotes the set of weak orders satisfying \( C \).

**Definition 6** (Robust voting rule). For any nonempty set of preorders \( S \subseteq \mathcal{Z} \), the robust voting rule \( F_S \) returns as winners all those rank-vectors that win under some rule associated with a preorder in \( S \):

\[
F_S(X) = \bigcup_{\succ \in S} F_{\succ}(X).
\]

Such a rule is called robust, because we will use it to make sure that we do not exclude a potential winner, facing incomplete preference information from the committee about which preorder should be used. It is thus robust against this kind of information incompleteness.

This gives two ways of defining a robust voting rule, given constraints \( C \): the rule \( F_{\succ^C} \), considering all preorders satisfying \( C \), and the rule \( F_{\mathcal{W}_C} \), considering only the compatible weak orders. We can think of these rules as an approximation of the voting rule the committee wants to use.

We now want to approach the problem of specifying a weak order-based voting rule by means of a series of examples provided to us by a committee that needs to identify a rule they want to employ. Each example amounts to imposing a constraint on the voting rule, by fixing the relative ordering of two rank-vectors. Given two rank-vectors \( x \) and \( y \), we may say that we want to place \( x \) above \( y \), that we want to place \( x \) below \( y \), or that we want to place them both in the same indifference class. Formally, we do this by defining two binary relations, \( >^C \) and \( \sim^C \), on the set \([1, m]^N\) of rank-vectors. Given two rank-vectors \( x \) and \( y \), \( x >^C y \) says that \( x \) must be strictly better than \( y \), while \( x \sim^C y \) says that \( x \) must be equivalent to \( y \).

Given constraints \( C = (>, \sim) \), we say that a preorder \( \succ \in \mathcal{Z} \) satisfies \( C \) if \( >^C \subseteq \succ \) and \( \sim^C \subseteq \succ \). We define \( \mathcal{Z}_C \) as the set of preorders satisfying \( C \), and we say that \( C \) is consistent if \( \mathcal{Z}_C \neq \emptyset \). Similarly, \( \mathcal{W}_C \) denotes the set of weak orders satisfying \( C \).

**Lemma 5.** The following facts hold.

(i) \( \succ \subseteq \succ' \in \mathcal{Z} \) implies \( F_{\succ} \subseteq F_{\succ'} \).

(ii) \( \emptyset \subseteq S \subseteq S' \subseteq \mathcal{Z} \) implies \( F_S \subseteq F_{S'} \).

(iii) \( F_{\mathcal{Z}^*_C} = F_{\mathcal{W}_C} \) for all preorders \( \succ \in \mathcal{Z}_C \).

Let \( tr(R) \) denote the transitive closure of a binary relation \( R \) and let \( R^{-1} \) denote the inverse of \( R \). Let \( \Delta_{[1, m]^N} \) be the identity relation on \([1, m]^N\). For every consistent set of constraints \( C = (>, \sim) \), define \( \succ^C \) in \( \mathcal{Z} \) as the following preorder:

\[
\succ^C = tr(>^C \cup \sim^C \cup \sim^{C^{-1}}) \cup \Delta_{[1, m]^N}.
\]

**Fact 6.** For any consistent set of constraints \( C \), \( \succ^C \) is the smallest preorder satisfying \( C \), meaning that \( \succ^C \in \mathcal{Z}_C \) and for all \( \succ \in \mathcal{Z}_C \):

\( \succ \subseteq \succ^C \) and \( \succ^C \subseteq \succ \).

We first show that a robust voting rule, when considering preorders, necessarily corresponds to some preorder-based rule.

**Proposition 7.** Let \( C \) be a set of consistent constraints. Then the robust voting rule induced by \( C \) is equal to the voting rule based on the minimal preorder associated with \( C \):

\[
F_{\succ^C} = F_{\succ}.
\]
x, we have thus that $\forall x, y \in [1, m]^N, \forall$ permutations $p, q : x \geq y \Rightarrow p(x) \geq q(y)$. We thus start out with a set of constraints $C_0$ representing these two assumptions: $C_0 = \{ (\succ, B) \}$ where $B = \{ (x, p(x)) : x \in [1, m]^N, \forall$ permutation $p \}$.

We then ask questions to the committee to elicit the target rule. A question is an unordered pair of rank-vectors $(x, y)$. They answer each question according to their weak order: $x \geq y, y \geq x \vee (x \geq y) \wedge (y \geq x)$. Starting from constraints $C_k = (\succ_{C^k}, \sim_{C^k})$, obtained after $k$ answers, we can build $C_{k+1}$ as follows. If the answer is $x \geq y, C_{k+1} = (\succ_{C^k} \cup \{ (x, y) \}, \sim_{C^k})$. If the answer is $x$ and $y$ are equivalent, $C_{k+1} = (\succ_{C^k}, \sim_{C^k} \cup \{ (x, y) \})$.

Having elicited constraints $C_k$, we can define a robust voting rule selecting the potential winners according to the preferential information known so far. This is by definition $F_{W_{C_k}}$, the rule selecting as winners all alternatives that win in at least one weak order satisfying $C_k$. This process leads to a sequence of embedded voting rules that get more and more refined, approaching the target rule: $F_{\geq} \subseteq F_{W_{C_{k+1}}} \subseteq F_{W_{C_k}} \subseteq \cdots \subseteq F_{W_{C_0}}$.

We now want to find a good way of asking questions (i.e. of choosing unordered pairs of rank-vectors) such that the rule $F_{W_{C_k}}$ obtained at the end of the questioning process is as “close” as possible to $F_{\geq}$.

4.1 Elicitation strategies

To determine which question should be asked at a given step (with $C$ the current set of constraints at that step and $\succ_{C^k}$ the preorder induced by $C$), we define a fitness measure $fit(x, y, C) \in R_+$, a heuristic that indicates how good we expect a question $(x, y)$ to be. A fitness measure is defined for all pairs of rank-vectors $x, y$ that are incomparable in $\succ_{C^k}$. Pairs for which status is already known in $\succ_{C^k}$ are assigned a fitness of zero. An elicitation strategy then simply picks one of the maximally fit pairs (ties are broken lexicographically). Here are four strategies, defined in terms of their respective fitness functions.

**Optimistic** This strategy takes the fitness to be proportional to the number of rank-vectors dominated by $x$ or $y$, but not both. Define $\succ_{C^k} (x)$ as the set of rank-vectors dominated by $x$ according to the strict version of $\succ_{C^k}$. Then, $fit_{\succ}(x, y, C) = |\succ_{C^k} (x) \setminus \succ_{C^k} (y)| + |\succ_{C^k} (y) \setminus \succ_{C^k} (x)|$.

**Pessimistic** This is a variant of the previous strategy, which makes use of the min operator rather than the sum: $fit_{\sim}(x, y, C) = \min \{ |\preceq_{C^k} (x) \setminus \preceq_{C^k} (y)|, |\preceq_{C^k} (y) \setminus \preceq_{C^k} (x)| \}$.

**Likelihood** The fitness used by this elicitation strategy is proportional to the likelihood of a profile occurring where both $x$ and $y$ are possible winners as determined by the current approximation: with $p$ being a probability distribution over $X$, $fit_{\Pi}(x, y, C) = \sum_{(X, p) \in X \times p(X)} F_{W_{C_k}} (X)$.

**Random** This elicitation strategy (used as a basis for comparison) selects randomly a pair $(x, y)$ among incomparable pairs in $\succ_{C^k}$, using a uniform distribution, using one instance of each class of permutation-indifferent rank-vectors.

The optimistic elicitation strategy tries to optimise the number of pairs that become comparable in $\succ_{C_{k+1}}$ as compared to $\succ_{C_k}$, thus after the answer is given. If the answer to the question $(x, y)$ is that $x \geq y$, then $\succ_{C_{k+1}}$ gains at least one pair $(x, z)$ for every $z$ such that $z \succ_{C_k} x \wedge \neg [z \succ_{C_k} x]$, thus $z \in \{ \succ_{C_k} (y) \setminus \succ_{C_k} (x) \}$. (It also gains new pairs stemming from rank-vectors that dominate $x$, but the strategy does not consider those.) It implicitly makes the assumption that, when considering a pair $x, y$, the probability of an answer being $x \geq y$ equals the probability that the answer is $y \geq x$. The pessimistic strategy aims at optimising the number of pairs that become comparable in the case the answer is the least favorable.

The likelihood strategy considers that we do not only want to augment the number of pairs we know how to compare in $\succ_{C_k}$, we also want to be able to compare specifically those pairs that often appear in voting instances and might be incorrectly considered as both winning in the current approximation. To estimate the probability distribution $p$ of encountering a particular rank-profile, we use the impartial culture assumption, under which every voting instance is equally likely. It is well known that real elections do not conform to this assumption, but it is a useful simplification for our estimations.

Note that when implementing these strategies using the assumptions discussed here, it is only necessary to deal with one representation of each class of permutations of rank-vectors. This is so because all permutations of a rank-vector play the same role. Fix an arbitrary ordering $\prec_N$ on the voters $N$. Then define the set of increasing rank-vectors $I \subseteq [1, m]^N$ as the set of rank-vectors whose representation as a sequence of ranks following that arbitrary ordering is non-decreasing: $I = \{ x \in [1, m]^N \mid \forall i < j \in N: x_i \leq x_j \}$.

4.2 Experimental results

We now want to run an experiment in order to compare these elicitation strategies and see how “close” an approximation we can get depending on the number of questions asked. Recall that $F_{\geq} \subseteq F_{W_{C_k}}$. Thus, $F_{W_{C_k}} (X)$ contains all the target winners (those given by $F_{\geq} (X)$), but may also contain supplementary winners, denoted $S_X = F_{W_{C_k}} (X) \setminus F_{\geq} (X)$. To measure the quality of the approximation, we count how many supplementary winners the approximation gives, and we measure how bad these supplementary winners are compared to the target winners. We also make use of the impartial culture assumption in these definitions.

**Ratio of number of winners** The badness is $\frac{1}{|X|} \sum_{X \in x} |F_{W_{C_k}} (X)|$.

**Average WO error on a supplementary winner** The second badness measure we use indicates how many equivalence classes below the target winners an average supplementary winner is. Define the weak order score $wo(x) \in b$ of a rank-vector $x$ as the number of equivalence classes that $x$ dominates in the target weak order $\succ$. If there are $k$ equivalence classes in $\succ$, $wo(x) \in [0, k-1]$. Define $WO (X)$, with $X$ a non-empty set of rank-vectors, as the average weak order score over this set, thus $WO(X) = \sum_{x \in X} wo(x) / |X|$. Observe that for a voting instance $X \in X$, the target winners all have the same wo score; denote that score by $t_X = WO(F_{\geq} (X))$. The badness is $\sum_{X \in x} |S_X| t_X - wo(x)$.

We approximate these badness measures by sampling 1000 randomly chosen voting instances. We also approximate the fitness given by the likelihood strategy by sampling randomly chosen voting instances.

As target rule, we used the Borda rule and randomly generated rules. To obtain a random weak order-based rule $F_{\geq}$, we generate a weak order $\geq$ on the set of increasing rank-vectors $I$, as follows. We start with a preorder $\geq_0 = \succ$, the Pareto dominance relation. At step $k$, we pick at random, using the uniform distribution over $I$, a pair of rank-vectors $(x, y)$ that is incomparable in $\geq_k$. We determine how this pair compares ($x \geq y, y \geq x$; or equivalence) with equiprobability, one chance in three for each possibility. We add this comparison to the preorder as well as the comparisons resulting from transitivity, obtaining $\geq_{k+1}$. We iterate until all pairs are comparable.
Using our implementation, finding the next question to ask using any of these elicitation strategies only takes a few seconds on a normal desktop computer, for the problem sizes we tried.

Table 1 shows the performance of different elicitation strategies on some representative problem sizes. The two first columns indicate the problem size; the column “q” indicates the number of questions the elicitation strategy asked before computing the quality of the approximation; the column “fit” indicates which elicitation strategy that line is about (o is optimistic, r is random, p is pessimistic, l is likelihood with a sample size of 1000 and l+ is likelihood with a sample size of 10000). The next two pairs of columns indicate the quality of the approximation according to the ratio of number of winners (nb w.) and according to the average WO error on a supplementary winner (wo su.). The first two columns of numbers relate to experiments eliciting the Borda rule; the second pair of columns of numbers indicate the quality of approximation reached when eliciting a randomly generated rule (as described above). Those results are averaged over ten runs. For each problem size, the first line gives an indication of the difficulty of the elicitation problem, as it indicates the badness of the robust rule for zero questions.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>q</th>
<th>fit</th>
<th>Borda nb w.</th>
<th>Borda wo su.</th>
<th>Random nb w.</th>
<th>Random wo su.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4</td>
<td>0</td>
<td>1.5</td>
<td>2.4</td>
<td>1.7</td>
<td>27.3</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>o</td>
<td>1.5</td>
<td>2.4</td>
<td>1.7</td>
<td>26.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1.5</td>
<td>2.1</td>
<td>1.6</td>
<td>23.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>1.3</td>
<td>1.7</td>
<td>1.4</td>
<td>19.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l</td>
<td>1.1</td>
<td>2.1</td>
<td>1.2</td>
<td>19.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l+</td>
<td>1.1</td>
<td>2.1</td>
<td>1.2</td>
<td>21.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>99</td>
<td>o</td>
<td>1.5</td>
<td>2.4</td>
<td>1.7</td>
<td>26.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1.3</td>
<td>1.7</td>
<td>1.4</td>
<td>17.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>1.1</td>
<td>1.2</td>
<td>1.3</td>
<td>12.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l</td>
<td>1.0</td>
<td>0.8</td>
<td>1.0</td>
<td>11.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l+</td>
<td>1.0</td>
<td>0.2</td>
<td>1.0</td>
<td>15.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
<td>1.9</td>
<td>3.1</td>
<td>2.2</td>
<td>52.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>o</td>
<td>1.9</td>
<td>3.0</td>
<td>2.2</td>
<td>52.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1.8</td>
<td>2.7</td>
<td>2.0</td>
<td>44.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>1.8</td>
<td>2.6</td>
<td>2.0</td>
<td>45.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l</td>
<td>1.5</td>
<td>2.1</td>
<td>1.6</td>
<td>33.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l+</td>
<td>1.3</td>
<td>2.0</td>
<td>1.7</td>
<td>38.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>99</td>
<td>o</td>
<td>1.9</td>
<td>3.1</td>
<td>2.2</td>
<td>51.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1.7</td>
<td>2.2</td>
<td>1.8</td>
<td>32.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>1.6</td>
<td>2.0</td>
<td>1.7</td>
<td>31.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l</td>
<td>1.1</td>
<td>1.4</td>
<td>1.3</td>
<td>22.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l+</td>
<td>1.0</td>
<td>1.5</td>
<td>1.3</td>
<td>28.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>0</td>
<td>2.3</td>
<td>3.8</td>
<td>2.6</td>
<td>69.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>o</td>
<td>2.3</td>
<td>3.7</td>
<td>2.6</td>
<td>68.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>2.3</td>
<td>3.4</td>
<td>2.4</td>
<td>61.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>2.0</td>
<td>3.0</td>
<td>2.2</td>
<td>53.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l</td>
<td>2.0</td>
<td>2.9</td>
<td>2.0</td>
<td>51.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l+</td>
<td>1.8</td>
<td>2.8</td>
<td>2.1</td>
<td>56.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>99</td>
<td>o</td>
<td>2.3</td>
<td>3.7</td>
<td>2.5</td>
<td>70.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>2.0</td>
<td>2.8</td>
<td>2.1</td>
<td>50.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>1.8</td>
<td>2.4</td>
<td>2.0</td>
<td>44.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l</td>
<td>1.4</td>
<td>1.9</td>
<td>1.6</td>
<td>40.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>l+</td>
<td>1.3</td>
<td>2.2</td>
<td>1.6</td>
<td>43.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Observe that the approximation using simply Pareto dominance and indifference to the permutation of rank-vectors (q = 0) already gives results that are surprisingly good, for the problem sizes considered here. For instance, for elections involving 10 voters and 4 alternatives, out of random elections, the approximation gives only a factor of 1.5 times the number of true winners. Furthermore, asking 25 questions using the l+ elicitation strategy already achieves significant improvement. Asking 99 questions suffices in most of these (small but realistic) cases to achieve near perfect approximation.

We see that the optimistic heuristic is surprisingly bad, as it performs worse than choosing questions at random. This can be understood as a consequence of its assumption that every answer is equally likely. Indeed, the pessimistic strategy performs much better that the optimistic one. The likelihood strategy is the clear winner among the elicitation strategies considered. Interestingly, its performance does not strongly benefit from increasing the sampling size to 10000.

As a side note, it is also interesting to observe that the way used here to generate random rules yields rules that have many more equivalence classes than the Borda rule, as can be observed in the columns “wo su.” after zero questions.

## 5 CONCLUSION

Viewing an election in terms of a set of rank-vectors instead of a set of linear orders raises many interesting theoretical and practical challenges. This perspective is suitable for elicitation by example, as they can be naturally expressed in terms of preferences over rank-vectors. However, finding good elicitation strategies is challenging. Theoretical research, and more experiments, should be conducted in order to direct the definition and evaluation of new elicitation strategies.

We assumed that the committee has a weak order over rank-vectors in mind and answers all questions accurately. This could be relaxed. First, the committee could have a preorder over rank-vectors in mind, thus it could be the case that they do not know, or do not care, about the relative positioning of some rank-vectors. Second, the committee could sometimes give wrong answers to the questions asked. Similarly, the committee could give different types of answers, such as saying that one rank-vector should not be ranked below another one but can be ranked above or be considered equally good. Supplementary theoretical results would have to be developed, in the spirit of the ones presented in Section 3, in order to determine whether the rules that can be defined using that type of constraint represent the same class as the class of robust preorder-based rules.
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