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Measurement of $\tau$ polarization in $W \to \tau \nu$ decays with the ATLAS detector in $pp$ collisions at $\sqrt{s} = 7$ TeV

The ATLAS Collaboration*
CERN, 1211 Geneva 23, Switzerland

Abstract In this paper, a measurement of $\tau$ polarization in $W \to \tau \nu$ decays is presented. It is measured from the energies of the decay products in hadronic $\tau$ decays with a single final state charged particle. The data, corresponding to an integrated luminosity of 24 pb$^{-1}$, were collected by the ATLAS experiment at the Large Hadron Collider in 2010. The measured value of the $\tau$ polarization is $P_\tau = -1.06 \pm 0.04$ (stat) $+0.05$ (syst), in agreement with the Standard Model prediction, and is consistent with a physically allowed 95 % CL interval $[-1, -0.91]$. Measurements of $\tau$ polarization have not previously been made at hadron colliders.

1 Introduction

The $\tau$ lepton plays an integral role in the physics program at the Large Hadron Collider (LHC) as a powerful probe in searches for new phenomena. As the most massive lepton and a third generation particle, the $\tau$ lepton is particularly relevant in probing the nature of electroweak symmetry breaking. The branching fraction of the Standard Model (SM) Higgs boson to $\tau$ pairs is large in the low-mass region currently favored by experiment [1, 2]. In some regions of supersymmetry parameter space, decay chains with $\tau$ leptons provide discovery channels, for example at high values of $\tan \beta$ for the Minimal Supersymmetric Standard Model (MSSM) charged Higgs boson [3]. Due to the short-enough lifetime of $\tau$ leptons and their parity-violating decays, $\tau$ leptons are the only leptons whose spin information is preserved in the decay product kinematics recorded in the ATLAS detector. The $W \to \tau \nu$ coupling at low $W$ virtuality ($Q^2$), which governs the tau decay kinematics, is well known [4] while the helicity structure at $Q^2 = m_W^2$ has not been explicitly measured before.

The $\tau$ polarization, $P_\tau$, is a measure of the asymmetry of the cross-section for left-handed and right-handed $\tau$ production, defined by

$$P_\tau = \frac{\sigma_R - \sigma_L}{\sigma_R + \sigma_L} \quad (1)$$

for the production of $\tau^-$. While it is the $\tau$ helicity states that are experimentally accessible, the positive (negative) helicity states and right-handed (left-handed) chiral states coincide in the relativistic limit assumed here. CP invariance holds in $\tau$ decays in general [4], and therefore the distributions for left-handed (right-handed) $\tau^+$ follow those of right-handed (left-handed) $\tau^-$. The value of $P_\tau$ provides insight into the Lorentz structure in the $\tau$ production mechanism. In particular, it is a measure of the degree of parity violation in the interaction. In $W \to \tau \nu$ decays, the $W^-$ is expected to couple exclusively to a left-handed $\tau^-$ and the $W^+$ to a right-handed $\tau^+$ corresponding to a $\tau$ polarization of $P_\tau = -1$. A parity-conserving decay results in a value of $P_\tau = 0$. This is the case for the decay of a SM scalar Higgs boson to $\tau$ lepton pairs. On the other hand, an MSSM charged scalar Higgs boson couples to $\tau$ leptons leading to a prediction of $P_\tau = -1$.

The method outlined here for extracting the $\tau$ polarization is independent of the mode of $\tau$ production and can be applied to the characterization of new phenomena at the LHC. In particular, $P_\tau$ may be used as a discriminating variable in searches for new particles that decay to $\tau$ leptons and, in the event of such a discovery, could provide insight into the nature of the new particle’s couplings.

2 Tau polarization observables

Parity is maximally violated in the charged-current weak decays of $\tau$ leptons whereby the $\tau^-$ always couples to a left-handed $\tau$ neutrino, $\nu$. Due to angular momentum conservation, the angular distribution of the $\tau$ decay products depends strongly on the spin orientation of the $\tau$ lepton. The
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hadronic decay modes are particularly well suited to determine the \( \tau \) spin orientation due to the fact that there is only one neutrino in the final state.

The angle \( \theta \) between the \( \tau \) direction of flight and hadronic decay products in the \( \tau \) rest frame is the primary observable sensitive to \( \tau \) polarization. The dependence of the angular distributions of the \( \tau \) decay products on the \( \tau \) polarization is discussed in detail in Refs. [5, 6]. In the relativistic limit, \( E \gg m_\tau \), the angle \( \theta \) is related to the ratio of the energy of the hadronic decay products to the \( \tau \) energy in the laboratory frame. The reconstruction of the \( \tau \) energy in \( W \to \tau \nu \) decays, however, is limited experimentally due to poor resolution arising from the multiple unobserved neutrinos in the final state. The \( \tau \) lepton decay branching ratio to a single charged pion along with a neutral pion via an intermediate \( \rho \) meson is about 25 \% [4]. For these decays an additional observable \( \cos \psi \) is defined in the \( \rho \) rest frame, where \( \psi \) is the angle between the flight direction of the \( \rho \) meson and the charged pion. This observable is related to the kinematics of the final state charged and neutral pions, which are experimentally accessible, as follows:

\[
\cos \psi = \frac{m_\rho}{\sqrt{m_\rho^2 - 4m_\rho^2}} \frac{E_\rho - E_\rho^0}{|P_\rho - P_\rho^0|},
\]

where the particle energies and momenta are measured in the laboratory frame. In \( \tau \to \rho \nu \) decays, to conserve angular momentum, transversely polarized \( \rho \) mesons are favored in left-handed \( \tau \) decays while longitudinally polarized \( \rho \) mesons are favored in right-handed \( \tau \) decays. The transversely polarized \( \rho \) decays to charged and neutral pions with comparable energies while the longitudinal \( \rho \) results in an asymmetry in the energy sharing.

3 The ATLAS detector at the large hadron collider

During 2010 operation, the LHC at the CERN laboratory provided proton-proton collisions with a center of mass energy of 7 TeV. The ATLAS detector [7] is a multi-purpose particle detector constructed with three primary detection systems layered radially as follows: a central inner tracking detector contained in a 2 T magnetic field providing charged particle position and momentum measurements, a calorimeter system for energy measurements of charged and neutral particles, and a muon spectrometer for measurements of positions and momenta of muons in a magnetic field, provided by three large superconducting toroidal magnets, each consisting of eight coils.1 Measurements in the inner tracking detector are performed with silicon detectors in the pseudorapidity range \( |\eta| < 2.5 \) followed radially by a straw-tube tracking detector in the range \( |\eta| < 2.0 \). The calorimeter consists of several sub-systems, providing high resolution reconstruction of the topology of particle showers for \( |\eta| < 4.9 \). The electromagnetic calorimeter consists of barrel (\( |\eta| < 1.5 \)), two endcap (\( 1.4 < |\eta| < 3.2 \)), and forward (\( 3.1 < |\eta| < 4.9 \)) components, each of which utilizes liquid argon as the active material. The hadronic calorimeter consists of a scintillating tile calorimeter (\( |\eta| < 1.7 \)), two liquid argon end-cap and forward calorimeters (\( 1.5 < |\eta| < 4.9 \)). Events are selected with a three-tiered trigger system, the first of which is a hardware-based trigger using reduced granularity information from the calorimeter and muon systems. The subsequent trigger levels are software based, and have access to the full event readout information. They make use of algorithms similar to those employed in the offline reconstruction.

4 Data and simulation samples

During the data-taking periods considered for this measurement, the maximum instantaneous luminosity was \( 2.1 \times 10^{32} \text{ cm}^{-2} \text{s}^{-1} \) corresponding to an average of 3.8 interactions per bunch crossing. The data were collected using a trigger designed to select events with a hadronically decaying \( \tau \) lepton with transverse momentum of the visible decay products \( p_T > 16 \text{ GeV} \) along with missing transverse momentum \( E_T^{\text{miss}} > 22 \text{ GeV} \) [8]. Maximum efficiency for this trigger is only achieved for \( p_T > 30 \text{ GeV} \). With the larger instantaneous luminosity in 2011, an unsuppressed trigger with comparable thresholds was not feasible and therefore the present analysis uses only data recorded in 2010. The data-taking periods considered are those for which all detector subsystems were operational and for which the trigger was not prescaled. The data used in this analysis were triggered by applying requirements to \( \tau \) candidates that were less stringent than those required for offline \( \tau \) identification. This latter requirement restricts the integrated luminosity of the data sample from 34 pb\(^{-1}\) to 24 pb\(^{-1}\). An additional sample, with an integrated luminosity of 5.6 pb\(^{-1}\), collected with very loose trigger requirements applied to the hadronically decaying \( \tau \), is used to evaluate the background contribution that results from the production of multijet events.

Two \( W \to \tau \nu \) Monte Carlo (MC) simulation samples were produced with a center of mass energy of \( \sqrt{s} = 7 \text{ TeV} \) and with \( \tau \) leptons decaying hadronically. The

\[1\] ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the \( z \)-axis along the beam pipe. The \( x \)-axis points from the IP to the center of the LHC ring, and the \( y \)-axis points upwards. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \( \phi \) being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle \( \theta \) as \( \eta = -\ln \tan \frac{\theta}{2} \). Transverse momentum and energy are defined as \( p_T = p \sin \theta \) and \( E_T = E \sin \theta \), respectively.
events were generated using HERWIG++ [9] with the modified leading order (LO) parton distribution function (PDF) MRSTLO* [10] and with τ leptons forced to decay by HERWIG++ as left-handed τ leptons in one sample and as right-handed τ leptons in the other. Simulation of the underlying event was improved by introducing a color reconnection model [11]. In both samples, the W boson production, q¯q → W, was simulated assuming Standard Model couplings of the W boson to quarks.

The electroweak processes that may contribute to the background are leptonic W boson decays to muons and electrons, W → τν decays in which the τ decays leptonically, Z boson decays to lepton pairs, and top-quark pair (tt) production. All Monte Carlo samples used to evaluate these backgrounds were generated with PYTHIA [12] with MRSTLO* PDFs except for the tt sample, which was produced with the MC@NLO [13] generator and CTEQ6.6 PDFs, where parton showers and hadronization were simulated with HERWIG [14] and the underlying event with JIMMY [15]. The τ decays in these processes were modeled with TAUOLA [16–18], and QED radiation of photons was modeled with PHOTOS [19].

All Monte Carlo samples were generated with multiple proton-proton interactions per bunch crossing and passed through the ATLAS detector simulation [20] based on the GEANT4 [21] package with the ATLAS MC10 settings [22]. The simulated events were re-weighted so that the distribution of the number of reconstructed vertices matched that observed in data.

5 Physics object reconstruction and identification

The methods for reconstruction and identification of physics objects used in this analysis are identical to those used for the measurement of the W → τν cross-section documented in Ref. [23].

Electron candidates are reconstructed from a cluster in the electromagnetic calorimeter that is matched to an inner detector track [24]. Discrimination against backgrounds from jets, heavy quarks, and photon conversions is achieved using calorimeter shower shape and track quality requirements. Muon candidates are reconstructed from tracks in the inner detector and muon spectrometer.

Jets are reconstructed using the anti-
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algorithm with a radius parameter R = 0.4 [25]. All jet energies are calibrated with a pT- and η-dependent energy scale [26], including corrections for losses in dead material and outside the jet cone [27]. Jets seed the reconstruction of τ candidates where, in this analysis, “τ candidate” refers to a reconstructed object that resembles a hadronically decaying τ lepton. The τ direction is defined to be along the seed jet axis and the reconstructed τ energy is calculated from topological clusters [28] in the calorimeter. The τ energy is subsequently calibrated with the τ energy scale, derived from Monte Carlo simulations and applied to the sum of energies of the cells that comprise the clusters of the seed jet [29]. The τ candidate’s pseudorapidity, η, and transverse momentum, pT, therefore refer to the visible decay products observed in the detector. In the calculation of the transverse momentum, the mass of the τ candidates is neglected since Eτ ≫ mτ, and therefore pT = E sinθ. The τ candidates are required to have pT between 20 GeV and 60 GeV and to lie within |η| < 2.5, and not in the calorimeter barrel-endcap transition region defined by 1.3 < |η| < 1.7.

Hadronically decaying τ leptons, in contrast to the large multijet background, are characterized by low track multiplicity as well as narrow, isolated showers in the calorimeter. The identification of τ candidates is based on eight variables combined in a boosted decision tree algorithm [29]. The most powerful discriminating variable is the electromagnetic radius, defined as the energy-weighted shower radius in η-φ space, calculated in the first three layers of the electromagnetic calorimeter [23]. In addition, a dedicated algorithm based on calorimeter variables is used to reject electrons that otherwise fake τ candidates.

The reconstruction of the missing transverse momentum (Emiss T) and total transverse energy (∑E T) in the event is based on electromagnetic-scale energy deposits in calorimeter cells inside topological clusters [30]. The cluster energies are corrected for hadronic response, dead material and out-of-cluster losses. If a muon is present in the event, the Emiss T is corrected by including the muon pT in the total transverse energy. Based on these quantities, Emiss T significance, SEmiss T, is defined as:

$$S_{E^{\text{miss}}_T} = \frac{E^{\text{miss}}_T}{\sigma(E^{\text{miss}}_T)}, \quad (3)$$

where the Emiss T resolution has been approximated as \( \sigma(E^{\text{miss}}_T) = 0.5 \sqrt{\text{GeV} \sqrt{\sum E_T}} \).

6 Event selection and background estimation

Upon passing the trigger requirement, signal events are selected with criteria identical to those implemented in the measurement of the W → τν cross-section [23] with an additional requirement that the identified τ candidate has a single track reconstructed in the inner detector. The main selection requirements, which are described in detail in the reference above, comprise an identified single-track τ candidate and a minimum Emiss T of 30 GeV, approximating the vector sum of the transverse energy of the final state neutrinos, (∑pT)ν. In order to ensure a uniform Emiss T resolution, events are rejected if a jet with pT > 20 GeV and within
the calorimeter barrel-endcap transition region is found. To further suppress the backgrounds, a minimum separation $|\Delta \phi(\text{jet}, E_T^{\text{miss}})| > 0.5$ radians is required for jets with $p_T > 20$ GeV, since a large reconstructed $E_T^{\text{miss}}$ collinear with a jet is most likely due to misreconstruction of the jet energy. Multijet events are effectively suppressed with the requirement that $S_{E_T^{\text{miss}}} > 6$. Finally, events with an identified electron or muon with $p_T > 15$ GeV are vetoed to suppress the background contributions from leptonic decays of $W$ and $Z$ bosons. The phase space for this measurement is therefore restricted by the conditions specified in Table 1.

The electroweak backgrounds are estimated by applying the event selection to fully simulated samples of the relevant background processes and normalizing the contributions to the integrated luminosity of the data sample with the corresponding cross-sections measured by ATLAS [31, 32]. The multijet background is estimated from data following the method employed in the $W \rightarrow \tau \nu$ cross-section measurement [23]. The estimate is performed with a data sample collected with a looser combined $\tau$ and $E_T^{\text{miss}}$ trigger together with the signal sample. Three independent control regions are identified in addition to the signal region, separated by $\tau$ identification requirements and the value of the $E_T^{\text{miss}}$ significance. The shapes of kinematic distributions are taken from the region rich in multijets defined by a looser $\tau$ identification and $S_{E_T^{\text{miss}}} < 4.5$. The multijet background normalization in the signal region is estimated through a comparison of the number of events passing the full selection in the four statistically independent regions, and is corrected for contamination from electroweak events in the control regions, which ranges from approximately 1% to 35%.

The expected numbers of signal and background events passing the event selection are summarized in Table 2, along with the number of selected events in data. Due to signal contamination in the control regions, the overall multijet background normalization depends on the $\tau$ polarization.

Table 2 Number of events passing the full event selection for data, the Monte Carlo electroweak background estimate (which is independent of the assumed $\tau$ polarization), the Monte Carlo $W \rightarrow \tau \nu$ signal for left-handed and right-handed polarization, and the multijet background estimated from data. The multijet background estimates are corrected for signal contamination and therefore depend on the $\tau$ polarization. The data should be compared to the sum of the appropriate $W \rightarrow \tau \nu$ signal entry plus the electroweak and multijet background estimates. The errors denote the statistical uncertainty from the Monte Carlo samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Number of Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>1136</td>
</tr>
<tr>
<td>Electroweak Background</td>
<td>138 ± 4</td>
</tr>
<tr>
<td>Left-Handed Signal</td>
<td></td>
</tr>
<tr>
<td>$W \rightarrow \tau_L \nu$</td>
<td>1002 ± 16</td>
</tr>
<tr>
<td>Multijet Background</td>
<td>69 ± 6</td>
</tr>
<tr>
<td>Right-Handed Signal</td>
<td></td>
</tr>
<tr>
<td>$W \rightarrow \tau_R \nu$</td>
<td>1523 ± 22</td>
</tr>
<tr>
<td>Multijet Background</td>
<td>79 ± 4</td>
</tr>
</tbody>
</table>

7 Tau polarization observable in data

From Eq. (2), an observable, referred to as the “charged asymmetry,” is derived. It measures the energy sharing of the charged and neutral pions in the $\tau$ decay relative to the visible momentum of the $\tau$ lepton. Experimentally, the energy associated with the charged pion is given by the transverse momentum of the single track associated with the $\tau$ candidate. The energy ascribed to the neutral pion(s) is calculated as the difference between the $\tau$ lepton $p_T$ measured in the calorimeter and the track $p_T$ of the $\tau$ candidate. The charged asymmetry $\gamma$ is calculated as follows:

$$\frac{E_T^{\pi^-} - E_T^{\pi^0}}{p_T} \approx 2 \frac{p_T^{\text{trk}}}{p_T} - 1 = \gamma.$$ (4)

Although the observable in Eq. (2) is defined for $\tau \rightarrow \rho \nu$ decays, in this analysis the charged asymmetry is measured in all of the decay modes to a single charged meson inclusively, which comprise roughly 50% of all $\tau$ decays. After the event selection, the $\tau$ decay modes with a single final state neutral pion account for 60% and of the left-handed and 53% of the right-handed simulated samples. Figure 3 shows the distribution of the charged asymmetry observable in the left-handed and right-handed Monte Carlo signal samples plus the estimated electroweak and multijet backgrounds along with the observed distribution in data. These distributions reveal the tendency of the left-handed $\tau$ leptons to decay to charged and neutral pions with similar energies whereas the corresponding energy sharing is asymmetric in...
the right-handed $\tau$ decays. Moreover, these distributions illustrate the power of the charged asymmetry observable in distinguishing between left-handed and right-handed $\tau$ leptons.

A measure of the analyzing power of the observable is provided by the sensitivity $S$, defined as:

$$S = 1 \sqrt{N\sigma} = \sqrt{\int \frac{g^2(\Upsilon)}{f(\Upsilon) + P_t g(\Upsilon)} d\Upsilon},$$

where $\sigma$ is the relative statistical error expected for a sample of $N$ events and where $f(\Upsilon)$ and $g(\Upsilon)$ are functions that satisfy $W(\Upsilon) = f(\Upsilon) + P_t g(\Upsilon)$ for the decay distribution $W(\Upsilon)$ [33]. The sensitivity of the charged asymmetry $\Upsilon$ in a measurement of $\tau$ polarization is evaluated after reconstruction and the full event selection. Table 3 summarizes the resulting sensitivities for assumed $\tau$ polarization values of $-1$, $0$, and $+1$, with calculations at the generator level included for reference. The event selection improves the sensitivity of $\Upsilon$ by suppressing events from $\tau \rightarrow \pi \nu$ decays, which exhibit softer spectra of both $E^{\text{miss}}_T$ and $\tau$ lepton $p_T$ than those of the $\tau \rightarrow \rho \nu$ channel. This suppression is enhanced for left-handed $\tau$ leptons from $\tau \rightarrow \pi \nu$ decays, which account for 7% of the simulated signal compared to 27% in the simulated right-handed signal, after the full event selection. Detector effects lead to a loss in sensitivity of approximately 20%.
8 Extracting the $\tau$ polarization

The $\tau$ polarization is measured by fitting the observed charged asymmetry distribution of single-track hadronically decaying $\tau$ candidates satisfying the full $W \to \tau \nu$ event selection to a linear combination of templates prepared with the left-handed and right-handed Monte Carlo samples. The right-handed (left-handed) template consists of the charged asymmetry distribution in the right-handed (left-handed) signal in addition to the estimated contributions from the electroweak and multijet backgrounds. The electroweak background distributions are effectively independent of the $\tau$ polarization in $W \to \tau \nu$ decays and are therefore common to both templates. Since the estimated multijet background depends on the $\tau$ polarization, rather than fixing the multijet normalization in the templates, the normalization is included as a parameter in the fit.

The $\tau$ polarization, $P_\tau$, is extracted from the fit by maximizing a binned log-likelihood function. The likelihood per bin, $\mathcal{L}[i]$, is constructed as the product of Poisson terms as follows:

$$\mathcal{L}[i] = \frac{e^{-T_i (T_i)(N_i)}}{N_i!} \times \prod_{k=L,R} \frac{e^{-s^L_k (s^L_k)S^L_k}}{S^L_k!} \times \prod_{j} \frac{e^{-b^j_i (b^j_i)B^j_i}}{B^j_i!} \times \frac{e^{-q_i (q_i)Q_i}}{Q_i!}.$$  

where $j$ labels the electroweak background processes $j = \{Z \to \tau \tau, Z \to \mu \mu, W \to e\nu, W \to \mu \nu, W \to \tau^\text{lep} \nu, t\bar{t}\}$. The first factor in Eq. (6) describes the probability to observe $N_i$ events in data given an expected value of $T_i$, the linear combination of template contributions per bin, as prescribed in Eq. (7). The remaining factors are included in the likelihood to account for the finite sample sizes and give the probabilities to observe the actual event counts, $S^L_i$, $B^j_i$, and $Q_i$, for given expected values $s^L_i$, $b^j_i$, and $q_i$, in the left-handed (right-handed), $j$th background, and multijet samples, respectively. Each of the $S^L_i$, $B^j_i$, and $Q_i$ is taken without scaling to the integrated luminosity in data.

The assignment of the linear combination of the contributions per template for each bin, $T_i$, is given by

$$T_i = N_{MC} \cdot P_\tau \cdot N_{MJ}$$

$$= N_{MC} \cdot \left[ \frac{1 - P_\tau}{2} s^L_j \mu_{sL} + \frac{1 + P_\tau}{2} s^R_j \mu_{sR} \right]$$

$$+ N_{MC} \cdot \left[ \sum_{j} b^j_i \mu_{bj} \right] + N_{MJ} \cdot q_i.$$  

The left-handed and right-handed $W \to \tau \nu$ signal components are weighted with the parameter $P_\tau$, which is used to extract the value of the $\tau$ polarization. The signal and electroweak background Monte Carlo contributions are normalized relative to each other according to their SM cross-sections with the factors $\mu_{sL}$, $\mu_{sR}$, and $\mu_{bj}$. The overall normalization of the contributions from the $W \to \tau \nu$ signals and electroweak background processes is fitted with a

Table 3  Sensitivity of the charged asymmetry observable at various stages in the simulation process. $P_\tau$ denotes the assumed polarization.

<table>
<thead>
<tr>
<th>Stage of Simulation</th>
<th>$P_\tau = -1$</th>
<th>$P_\tau = 0$</th>
<th>$P_\tau = +1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generator Level, No Selection</td>
<td>0.32</td>
<td>0.25</td>
<td>0.26</td>
</tr>
<tr>
<td>Generator Level, $p_{T}^{vis} &gt; 20$ GeV, $</td>
<td>\eta^{vis}</td>
<td>&lt; 2.5$, ($\sum p_{T}^{vis}) &gt; 30$ GeV</td>
<td>0.57</td>
</tr>
<tr>
<td>Reconstruction and Full Event Selection</td>
<td>0.46</td>
<td>0.37</td>
<td>0.40</td>
</tr>
</tbody>
</table>
single parameter, \( N_{\text{MC}} \), common across bins \( i \), which accounts for the potential disagreement between the number of events predicted in Monte Carlo and that observed in data. The multijet background estimation is similarly normalized with a separate fitted parameter, \( N_{\text{MJ}} \), common across bins \( i \). Furthermore, the multijet contribution is explicitly corrected for the contamination of signal and electroweak background events as follows:

\[
q_i' = q_i - N_{\text{MC}} \left[ n_{i,\text{MJ}}^{\text{EW}} - \left( \frac{1 - p_T}{2} \right) s_{i,\text{MJ}}^L \right] - \left( \frac{1 + p_T}{2} \right) s_{i,\text{MJ}}^R,
\]

where \( s_{i,\text{MJ}}^L \) and \( s_{i,\text{MJ}}^R \) are the number of left-handed (right-handed) signal and electroweak background events per bin \( i \) in the multijet-rich control sample, scaled to the integrated luminosity in data.

The fit is performed over the range \(-1 \leq \Upsilon \leq 3\) with bins of width \( \Delta \Upsilon = 0.1 \). Figure 4 shows the left-handed and right-handed templates plotted together with the observed charged asymmetry distribution in data along with the resulting fit. The fitted value of the \( \tau \) polarization and its associated statistical uncertainty is \( p_T = -1.06 \pm 0.04 \) (stat). As an assessment of the quality of the fit, the \( \chi^2 \) per degree of freedom is calculated using only the statistical uncertainties on the data sample and with the bins in the range \( 1.5 < \Upsilon < 3.0 \) merged due to the low number of events in this region. With 22 degrees of freedom (\( ndf \)) the resulting value is \( \chi^2/ndf = 1.1 \). The value of the Monte Carlo normalization parameter is given by \( N_{\text{MC}} = 0.98 \pm 0.04 \) (stat).

### 9 Systematic uncertainties

This analysis relies on the prediction of the shapes of the left-handed and the right-handed templates, which include the simulated signal and backgrounds. Systematic uncertainties are evaluated for their effect on the shape of the \( \Upsilon \) distribution, as well as for any changes in the relative acceptance of the signal and background events.

For each source of systematic uncertainty, new templates are constructed and fit to the data. The corresponding uncertainty on \( p_T \) is taken as the difference between the fit values obtained with the nominal and the new templates. The total systematic uncertainty is calculated as the sum in quadrature of the individual uncertainties. The results are presented in Table 4 and the various sources of systematic uncertainty are discussed below.

#### Energy scale and resolution

The dominant source of systematic uncertainty arises from the calibration of energy scales used to make measurements of the \( \tau \) candidate and cluster \( p_T \), and the event \( E_T^{\text{miss}} \) and \( S_{E_T^{\text{miss}}} \). The cluster energy scale uncertainty varies between 10 % for low \( p_T \) and 3 % for high \( p_T \) clusters in the central region of the detector defined by \( |\eta| < 3.2 \) and is estimated to be 10 % in the forward region \( |\eta| > 3.2 \). The \( \tau \) energy scale uncertainty similarly varies with \( \tau \) lepton \( p_T \) and \( \eta \) and ranges between 2.5 % and 10 % [29].

The systematic uncertainty attributed to the energy scales in the extraction of \( p_T \) is assessed separately for the central and forward regions of the detector. In the central region, the cluster energy scale is varied for all clusters with \( |\eta| < 3.2 \) with a \( p_T \)-dependent scale factor, and \( E_T^{\text{miss}} \) and \( S_{E_T^{\text{miss}}} \) are recalculated. The \( \tau \) energy scale is simultaneously varied with \( \tau \) lepton \( p_T \) and \( \eta \), and new Monte Carlo templates are generated. To assess the effect of the cluster energy calibration in the forward region on the \( E_T^{\text{miss}} \) and \( S_{E_T^{\text{miss}}} \), the cluster energy scale is varied by its uncertainty, 10 %, for all clusters reconstructed with \( |\eta| > 3.2 \).

The resolution of \( E_T^{\text{miss}} \) components is given by \( \alpha \sqrt{\sum E_T} \). The scaling factor \( \alpha \) was measured using minimum bias events to be \( 0.49 \sqrt{\text{GeV}} \) [30]. In the presence of high \( p_T \)

<table>
<thead>
<tr>
<th>Source</th>
<th>( \pm \Delta p_T )</th>
<th>( -\Delta p_T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy scale central</td>
<td>0.042</td>
<td>0.063</td>
</tr>
<tr>
<td>Energy scale forward</td>
<td>0.007</td>
<td>0.002</td>
</tr>
<tr>
<td>( E_T^{\text{miss}} ) resolution</td>
<td>0.014</td>
<td>–</td>
</tr>
<tr>
<td>No FCal</td>
<td>0.003</td>
<td>–</td>
</tr>
<tr>
<td>( \tau ) identification</td>
<td>0.005</td>
<td>0.006</td>
</tr>
<tr>
<td>Trigger</td>
<td>0.007</td>
<td>0.006</td>
</tr>
<tr>
<td>MC model</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>( W ) cross-section</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>( Z ) cross-section</td>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td>Combined</td>
<td>0.05</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Fig. 4 Simulated signal and background templates for left-handed and right-handed \( \tau \) decays along with the observed charged asymmetry distribution in data. The best fit resulting from maximizing the likelihood is plotted in bold.
jets the resolution is degraded and Monte Carlo simulations yield $\alpha = 0.55 \sqrt{\text{GeV}}$. The sensitivity to the acceptance difference for signal and various backgrounds due to the resolution of $E_T^{\text{miss}}$ is evaluated by adding a Gaussian term on the $x$ and $y$ components of the $E_T^{\text{miss}}$ in order to reproduce the $E_T^{\text{miss}}$ resolution in the presence of high $p_T$ jets. In addition, the effect due to an imperfect modeling of the response of the inner ring cells of the forward calorimeter (FCal) ($4.5 < |\eta| < 4.9$) is evaluated by measuring the impact of excluding these cells from the computation of $E_T^{\text{miss}}$ and $S_{E_T^{\text{miss}}}$. The track momentum resolution was studied using $Z \rightarrow \mu\mu$ decays and shown to be well modeled in the Monte Carlo simulations. Any associated systematic uncertainty has a negligible impact on the $\tau$ polarization measurement.

**Physics object identification and trigger** The uncertainty on the identification and reconstruction efficiencies for $\tau$ candidates originates from different simulation conditions such as underlying event models, detector geometry, hadronic shower modeling and noise thresholds for calorimeter cells used to build the identification observables. It varies as a function of the $\tau$ lepton $p_T$ and the multiplicity of primary vertices in the event, between 5 % and 13 % [23]. To assess the impact on the templates, these uncertainties are applied to the simulated left-handed and the right-handed $W \rightarrow \tau \nu$ signal as well as to the $Z \rightarrow \tau\tau$ background samples. Other sources of systematic uncertainty are found to have a negligible impact. These include possible mis-modeling of: the jet fake rate in the $W + \text{jets}$ events [23]; the electron veto in the $\tau$ reconstruction; and lepton selection efficiencies.

The systematic uncertainty on the efficiency of the combined $\tau$ and $E_T^{\text{miss}}$ trigger is derived from the level of agreement between the measured trigger responses of the two trigger components in data and simulation. The correlation between the two trigger chains is found to be much smaller than their respective errors and is neglected. The systematic uncertainty for $\tau$ lepton $p_T$ between 20 and 30 GeV (turn-on region), where modeling the trigger response is the most challenging, is taken to be twice the difference between the measured and the simulated values. The total systematic uncertainty after the combination of the different trigger components is 14 % for $\tau$ candidates in the turn-on region and 4 % for $\tau$ candidates with $p_T$ between 30 and 60 GeV. The impact on the templates is evaluated by scaling the numbers of Monte Carlo events by the above uncertainties.

**Monte Carlo modeling and normalization** The uncertainty due to Monte Carlo modeling of the signal is evaluated via a comparison of the left-handed HERWIG++ signal sample with an alternative left-handed $W \rightarrow \tau \nu$ signal sample generated with PYTHIA with $\tau$ leptons decayed by TAUOLA. The main difference concerns the acceptance for the $E_T^{\text{miss}}$ significance cut which is found to originate from differences in modeling of the underlying event. The total number of signal and background events estimated using PYTHIA is found to be 18 % lower than when using HERWIG++. Left-handed and right-handed signal templates were prepared by splitting the PYTHIA sample into two sub-samples of comparable size, one of which was re-weighted event-wise such that the resulting distribution of $Y$ emulates that of right-handed $\tau$ leptons, using the TauSpinner tool [34, 35]. The remaining left-handed sub-sample was left unaltered.

The combined statistical, systematic and acceptance uncertainties on the measured $W$, $Z$ and $t\bar{t}$ cross-sections are used to evaluate the sensitivity of the $\tau$ polarization measurement to the relative acceptance differences in the signal and backgrounds in the templates. The systematic uncertainty arising from the $t\bar{t}$ cross-section uncertainty was found to be negligible. The uncertainty on the integrated luminosity is removed by determining the $N_{MC}$ and $N_{MJ}$ in the fit. The treatment of pile-up effects in the Monte Carlo samples is found to have a negligible impact on the $\tau$ polarization measurement.

**10 Results**

The result of the $\tau$ polarization measurement in the selected sample of $W \rightarrow \tau \nu$ decays is:

$$P_\tau = -1.06 \pm 0.04 \text{ (stat)}^{+0.05}_{-0.07} \text{ (syst)}.$$

The central value of $P_\tau$ falls outside the physically allowed range of $[-1, 1]$. A Bayesian approach is used to determine a 95 % credibility interval from the posterior probability distribution. A uniform prior was assumed in the interval $[-1, 1]$ and the likelihood was approximated by a normal distribution with a mean of $-1.06$ and a width given by the upper limit of the combined statistical and systematic uncertainties. $P_\tau$ is found to lie within the 95 % credibility interval $[-1, -0.91]$.

**11 Summary and conclusions**

The $\tau$ polarization has been measured in the single-track hadronic decays of $\tau$ leptons in $W \rightarrow \tau \nu$ events with data collected in 2010 with the ATLAS detector corresponding to an integrated luminosity of 24 pb$^{-1}$. The measurement was carried out in the phase space specified in Table 1 and the measured value is consistent with the Standard Model prediction within the statistical and systematic uncertainties. This result marks the first measurement of $\tau$ polarization in a hadron collider and the first such measurement with $\tau$ leptons in $W$ boson decays. The efficacy of the method

© Springer
for extracting $\tau$ polarization and the relatively small systematic uncertainties associated with this measurement confirm the potential of successful future applications of this technique.
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