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ABSTRACT

Video cameras are widely used for monitoring public areas, such as train stations, airports and shopping centers. When crowds are dense, automatically tracking individuals becomes a challenging task. We propose a new tracker which employs a particle filter tracking framework, where the state transition model is estimated by an optical-flow algorithm. In this way, the state transition model directly uses the motion dynamics across the scene, which is better than the traditional way of a pre-defined dynamic model. Our result shows that the proposed tracker performs better on different tracking challenges compared with the state-of-the-art trackers, while also improving on the quality of the result.
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1. INTRODUCTION

Video cameras are widely used in surveillance applications to monitor public areas, such as train stations, airports and shopping centers. When crowds are dense, automatically tracking individuals becomes a challenging task. In this paper we propose a new tracking technique to meet these challenges. Our tracker employs a particle filter tracking framework. Instead of using a fixed pre-defined state transition model, we employ the optical-flow algorithm to estimate state transition. Since optical-flow vectors are observed cues from the scene, they are more accurate than the fixed models. In our method, the optical flow vectors are measured over the scene and quantized within local spatial-temporal regions. Optical flow vectors falling in a region are modeled and the result is fed to the state transition model of particles within the same region. Some recent works require a long training period. But training over a long duration of video may result in a less relevant model for tracking, especially for abnormal motions. In our approach, no training process is required. The local region of flow vectors is directly employed for state transition and it only requires a short part of the video prior to the frame under consideration. To test the robustness of our tracker, in this paper, the performance is analyzed over separate tracking challenges, such as ambiguous appearance, abnormal pedestrian behaviors, partial occlusion, and different density of crowds. Our results show that the proposed tracker performs better on these challenges and the performance is largely improved compared with the state-of-the-art trackers.

2. RELATED WORKS

The definition of crowd varies largely over the literature. We define four types of crowds. (1) Sparse crowd: only a few pedestrians are observed in the scene. The pedestrians are definitely not gathered closely together and less than 50% of them are occluded [18][33]. (2) Moderate crowd: pedestrians cover over 50% area of the scene, and about 50% - 80% of them are occluded [7][26]. (3) High density crowd: pedestrians are observed in the whole area of the scene. Since they are in small proximity, the movements of pedestrians in the scene are physically constrained by the others nearby. 80% - 100% of the people in the scene are occluded [15]. (4) Extremely dense crowd: contains an extremely large number of people, and the resolution on each person is extremely low. All people are occluded, and only the head and shoulders of the target can be observed. 100% of the pedestrians in the scene are occluded [24].

To scope our target, in this paper, we focus on tracking in high density crowds, where a large number of people gather closely together, but the upper body of the pedestrians is still visible. Next, we will review different approaches of tracking in the crowded scenes.
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2.1 Tracking with frame-by-frame human detection

In a scene with a sparse or moderate crowd, most pedestrians can be fully observed and the pedestrians can be detected with a frame-based human detector. Persons are then tracked by combining detections into tracklets and associating the tracklets into long trajectories [3][13]. Multiple persons are usually tracked at the same time to make the tracker more robust against occlusions. To find the optimal association among multiple tracklets, the Data Association based Tracking (DAT) algorithm [11][17][32] is applied. The DAT performs well in solving the ambiguity problem and reducing the rate of ID switches [19]. The association costs are measured by a weighted sum of different cues, such as appearance (color histogram), motion, and frame gap between two tracklets. The basic approach was extended by using shape and appearance models [33], body-part detectors [29], or a boosting algorithm to train the parameters [19]. However, in a denser crowd where the pedestrians are heavily occluded by the others, frame-based detection is highly unstable, and associating among a large number of trajectories is very expensive.

2.2 Tracking with local feature points

Since the local feature points are large in quantity and in general they are unlikely to all be affected by occlusions, the target can be tracked by associating local feature points. Brostow e.a. [7] were among the first to do this. They assume that the feature points belonging to the same person are close in space and their motion exhibit high correlation over time. A similar approach is proposed by Li et al. [18]. Sugimura et al. [26] make an extension by employing gait features to separate pedestrians that are close in space. In a dense crowd, the gait features are not noticeable. In high density crowds, the local feature points are frequently occluded which results in a huge number of short tracking fragments. Associating these fragments with DAT can be very challenging and time consuming. The other limitation of such an approach is that targets moving together with the same speed cannot be identified as separate persons, whereas a local body movement is usually wrongly estimated as a different target.

2.3 Tracking with optical flow

Optical flow algorithms have been widely used for tracking pedestrians. Initial approaches assume that optical flow on the target is uniform, and the target is tracked by computing the mean flow around the target location [27][30]. Denman et al. [8] extended this approach by using foreground-background segmentation to get a precise target region. Such an approach is hardly possible in crowded scenes. To deal with the high ambiguity of tracking in the frames, some approaches keep multiple hypotheses for the location of the target, and they integrate optical flow algorithms in a particle filter tracking framework [12]. This framework consists of two components, measuring likelihood and particle propagation. Some papers [16][20][21] proposed to improve the likelihood measure by building a motion template of the target with flow vectors, while they choose a fixed dynamic model for particle propagation. The fixed model makes the simplifying assumption that targets move with a constant speed in consecutive frames. However, the simple pre-defined model does not meet with the requirements of tracking in crowded scenes. In crowded scenes, targets are frequently occluded and their region changes over time. As a result, the target location does not change linearly. This requires a propagation model that adaptively changes over time and space with non-linear behavior. Rather than building a dynamic model, Rodriguez [24] and Kratz [15] incorporate optical flow algorithms in the particle propagation.

2.4 Tracking with the motion of local areas

In the high density and the extremely dense crowd situations, the most promising tracking algorithms use motion information in local areas. Ali and Shah [1] assume that pedestrians in the crowd behave in a similar way as particles in the flow. Their application is limited to tracking pedestrians that move in a similar direction as the crowd. Rodriguez et al. [24] solve the tracking problem as in topic retrieval. They first divide the video into short clips and for each local area in the clip, flow vectors are quantized into four categories based on the direction where vectors are heading. The quantized clips are trained within the Correlated Topic Model (CTM), generating a set of topics. For each new frame, a probability distribution over the topics is measured, and the probability of the motion is then derived. The new target position is estimated as a combination of the observation and the tracker prediction. Similar to Rodriguez, Kratz e.a. [15] also divide the video into spatial-temporal areas and model the motions in each local space. But instead of coarsely quantizing the motion vectors into four directions, they model the motion vectors of a local area with a Gaussian density distribution. The temporal variation of the motions is then learned by training a Hidden Markov Model (HMM) at each spatial area. With the HMMs, motions in the frame under consideration can be predicted. These approaches incorporate a training process that extracts motion statistics from the scene. For robust training, a long duration of the training video is acquired. However, when the duration of training video increases the frames are less relevant for tracking.
In this paper, we propose a novel approach that tracks pedestrians with the previous observation while disregarding the other previous frames. We model the local motions in the similar way as Kratz and Nishino [15], but instead of learning the model with a long sequence of training data, we apply the local motions directly in particle propagation. To the best of our knowledge, such a method has not been proposed before. Before we describe our own approach, we study the particle filter in more detail.

### 3. COLOR-BASED PARTICLE FILTER TRACKING

In a cluttered scene with a high density crowd, the heavy occlusions and the high ambiguity call for maintaining multiple hypotheses while tracking. The particle filter [12] provides a robust way of solving such problems. In this section, we will first introduce the framework for the color-based particle filter tracker. Then we will focus on measuring the two major components of the framework, the likelihood and the state transition model.

#### 3.1 Particle filter tracking framework

Our goal is to track individuals in a high density crowd, i.e. finding the most probable location \( S(t', y') \) of the person given a sequence of observed frames \([O', O'', ..., O']\). Typically, the particle filter makes use of a recursive Bayesian framework [12][15]:

\[
P(S' | O'^t) \propto P(O' | S') P(S' | S'^{t-1})P(S'^{t-1} | O^{1:t-1})d(S'^{t-1})
\]

where \( P(O'|S) \) is the posterior probability, \( P(O'|S) \) is the likelihood of the target and \( P(S'|S'^{t-1}) \) is the transition model from time \( t-1 \) to time \( t \). The Bayesian framework follows a first-order Markov process, which means the current hypothetical location of the pedestrian only depends on the previous state and all the other past states or observations are considered irrelevant. In the particle filter, the likelihood and the state transition model are re-measured every iteration. In the following two subsections, we introduce the measurement of the two components separately.

#### 3.2 Likelihood

The likelihood \( P(O'|S) \) refers to the likelihood of the observation \( O' \) being the same as the target that we are tracking. The likelihood is typically measured inversely proportional to the (e.g., Bhattacharyya) distance between two color histograms. RGB or HSV are two commonly used color spaces for the histograms, the first of which is sensitive to changes in illumination and the latter may become unstable for colors with low value or saturation.

#### 3.3 State transition model

The state transition model \( P(S'|S'^{t-1}) \) is the other component in the particle filter, and it determines how the particles are propagated in each iteration. A traditional state transition model assumes that the pedestrian moves with a constant speed in consecutive frames \((S_{n}^{t-1})' = (S_{n}')\). With such assumption, we can update the state \( S_{n}' \) of the particle \( n \) by:

\[
S_{n}' = S_{n}^{t-1} + \delta (S_{n}^{t-1})' + \sigma_{n}^{-1}
\]

where \( \delta \) is a constant for weighting, \( (S_{n}^{t-1})' \) is the speed of the target at time \( t-1 \), and \( \sigma_{n}^{-1} \) is the Gaussian random variable.

With the constant-velocity assumption, the appearance likelihood of the target is the only observed cue, thus the tracking is highly dependent on the performance of the likelihood measurement. Due to the high ambiguity of the scene, measuring likelihood from the appearance is very hard. To make a more robust tracker for crowded scenes, we introduce a novel approach, which uses the previous observation as the state transition model in the particle filter.

### 4. TRACKING WITH PREVIOUS OBSERVATION

In this section, we present a novel approach that employs the previous observation as the transition model in the particle filter.
4.1 Capturing motion with optical flow

The first step of our approach is to extract the motion by computing optical flow vectors. The optical flow algorithm measures the shift of pixels between two consecutive frames.

4.2 Modeling observation in local areas

To extract the motion knowledge locally, the volume of motion vectors is subdivided into local spatial-temporal areas, forming a set of cuboids with motion statistics. Kratz [15] proposed to compute the 3D gradients of the intensity in the local area and model them with 3D Gaussians. In our approach, however, we use the optical flow vectors directly, since we consider the flow vectors to be more stable than the 3D gradients. As the cuboid contains flow vectors within a short time span and a similarly small spatial area, we assume that the density distribution of the vectors follows a 2D Gaussian distribution.

4.3 Embedding previous observation for tracking

In the context of particle-filter tracking, the propagation is driven by a state transition model, which accounts for the particles’ displacement in the frames. In our paper, the state transition model is approximated by the previous observation captured in the same spatial location as the particle.

Assuming a particle is located in a cuboid defined by spatial region $R$ and temporal duration $T$, and the particle is to be propagated from frame $t-1$ to frame $t$. The state transition model is approximated by the previous observation $O^{T-1}_{R}$. Formally, the particle state in the next frame is propagated by:

$$S_{n}^{t} = S_{n}^{t-1} + O^{T-1}_{R} = S_{n}^{t-1} + N(\mu, \Sigma)$$  \hspace{1cm} (3)

By employing the previous observation in particle propagation, the two observed cues of tracking, i.e. the motion and the appearance of the target, are fused properly in the particle filter. In such a way, targets can be tracked with both observed cues at the same time and the ambiguity of the appearance can be reduced by adding the motions.

5. EXPERIMENTS AND RESULTS

5.1 Dataset

The approach was evaluated on two crowded scenes (Figure 1). The first scene contains a high density crowd in the music festival Love Parade (loveparade.de). The second scene is recorded at the train station of Amsterdam. For the first scene, we evaluated our system with two separate sequences of 300 frames (approximately 10 seconds). The dimension of a single frame is 1280x720 pixels and in our experiment we only used a sub-region of 350x1030 pixels (average size of the pedestrians is 19x29) which was relevant for tracking. To analyze the tracking performance, we manually selected 10 normal pedestrians (moving with the crowd) and 3 abnormal pedestrians (not moving with the crowd) for evaluation. For the second scene, a sequence of 300 frames was used with the dimension of 480x640 pixels (average pedestrian is 25x56). In this scene 10 pedestrians were selected as ground-truth targets.

In the following, we first introduce the evaluation criteria used in the paper. Then we discuss the implementation of the different tracking approaches separately. Finally, we evaluate the tracking algorithms and compare the tracking results in both scenes.

![Figure 1. Two frames from the sequences with the music festival and the train station.](image)
5.2 Evaluation criteria

The related works [1][15][24] use the average distance error as the evaluation criteria. The drawback of such measurement is that it does not reflect how well the tracker can focus on the target. In this paper, we decompose the evaluation into two parts. First, we determine whether targets are tracked correctly based on overlap, which is our primary criterion. Only when the target is tracked correctly, we measure the average distance error of the track as a measure of accuracy.

5.3 Tracking with color-based particle filter

In this paper, we employ as a baseline the traditional color-based particle filter [23], which assumes the target moves with a constant speed in consecutive frames. Based on experiments [10], we chose the parameter to weight the target’s speed in the previous frame to be \( \delta = 1 \) and the variance of the random component.

5.4 Tracking with motion patterns

We also implemented the state-of-the-art approach by Kratz and Nishino [15] for comparison. We follow their approach to model the local motions with a Gaussian density distribution in each spatial-temporal area. The temporal motion dynamics are learned by training a Hidden Markov Model (HMM). In the HMM, the states are generated by applying an on-line clustering algorithm over the Gaussian density distributions, where the Kullback-Leibler (KL) divergence is applied as the distance measurement between the cluster and the Gaussians. Here the states are considered as motion patterns [14]. Since they also employ the particle filter as their tracking framework, in the following, we denote their approach as PF+MP+HMM for the convenience of illustration. With a small number of frames, the HMMs cannot be trained sufficiently, while with a large number of frames, it becomes less relevant for tracking. Based on experiments [10] a duration of 300 frames was chosen.

5.5 Tracking with the previous observation.

Instead of modeling the HMMs, our proposed tracker, PF+PO, uses the previous observation directly as the state transition model in the particle filter. The PO is a 2-dimensional Gaussian density distribution, compactly representing the optical flow vectors in a local temporal-spatial area. The optical-flow vectors are computed with the Gunnar Farnebäck’s algorithm [9] in OpenCV [6]. A set of trajectories generated by our proposed tracking algorithm is shown in Figure 13. The proposed tracker is evaluated with varying durations of the previous observation. The PF+PO tracker appears to perform optimally when the PO contains between 1 to 10 frames [10] and we use 10 as the optimal duration for comparison.

5.6 Evaluation and comparison

To compare the baseline particle filter (PF), state-of-the-art motion patterns (PF+MP+HMM) and the novel previous-observation (PF+PO), we applied each approach to the two scenes. To reduce the randomness, each pedestrian is tracked for 10 iterations. A few examples are shown in Figure 2.

![Figure 2](image-url)
Figure 3 compares the tracking results over time. The result shows that PF+PO is able to track the pedestrians for longer time than the others. We observed that the tracking result of PF is highly dependent on the appearances of the pedestrians. Figure 4 shows that the bad performing targets of PF, which exhibit either low saturation or low value in the HSV space, fail due to an unstable hue component.

Table 1 shows the quantitative results in both scenes. Benefiting from the constant speed assumption, the baseline tracker PF achieves the best performance when tracking with full occlusions (especially in the first scene). By modeling the motions with HMM, the PF+MP+HMM tracker scores higher for partial occlusions and normal pedestrians than PF in the first scene, but still lower than PF+PO because the motion statistics in the HMM are more relevant for the training video than the frame of tracking. When tracking the abnormal pedestrians, the performance of PF+MP+HMM is even worse than our baseline tracker. This is because the abnormal motion is not modeled in the HMM, thus the HMM cannot assign good predictions to the abnormal pedestrians. In the second scene, the PF+MP+HMM tracker completely fails, because the tracking algorithm cannot handle the areas with hardly any motion. Our proposed tracker PF+PO scores the highest on partial occlusions, abnormal behaviors, normal behaviors, and on average. Particularly, when tracking the abnormal pedestrians in the first scene, the performance is improved by 30% compared with the other trackers.
Table 3. Tracking results of different approaches in the two scenes. The tracking performance is the average ratio of persons tracked over the complete duration.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Partial Occl.</th>
<th>Full Occl.</th>
<th>Abnormal</th>
<th>Normal</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Musical Festival</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Targets</td>
<td>PF</td>
<td>0.73</td>
<td>0.87</td>
<td>0.68</td>
<td>0.82</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>PF+MP+HMM</td>
<td>0.79</td>
<td>0.38</td>
<td>0.66</td>
<td>0.87</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>PF+PO</td>
<td>0.93</td>
<td>0.42</td>
<td>0.91</td>
<td>0.92</td>
<td>0.88</td>
</tr>
<tr>
<td><strong>Train Station</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Targets</td>
<td>PF</td>
<td>0.88</td>
<td>0.67</td>
<td>-</td>
<td>-</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>PF+MP+HMM</td>
<td>0.48</td>
<td>0.10</td>
<td>-</td>
<td>-</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>PF+PO</td>
<td>0.94</td>
<td>0.65</td>
<td>-</td>
<td>-</td>
<td>0.88</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

In this paper, we proposed a method that uses the previous observation (PO) to track individuals in high-density crowds. The proposed tracker employs a particle-filter tracking framework, where the particles are propagated according to the previous observations. These observations are defined as a two-dimensional Gaussian, which models the dense distribution of the optical flow vectors in a local spatial-temporal area.

According to our experiments, the traditional color-based particle filter (PF) fails mainly on the targets with black, gray and white appearances, due to an unstable hue component. The result shows that modeling the temporal variation of motions with HMMs may not be a suitable choice for tracking in our video data. To train the HMMs properly, a large size of the training data is preferred. However, the training data becomes less relevant for tracking as the size increases. The results also show that choosing an optimal length in between helps to improve the tracking performance on normal pedestrians. For the abnormal persons, however, the performance is even worse than the PF tracker. Besides, the HMM tracker is very sensitive to regions with hardly any motion. By evaluating the proposed (PF+PO) tracker on varying duration of the previous observation, we find that better tracking results can be achieved by using a small number of frames in the previous observation.
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