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To my mother and sister � 
having been sculptors in their own way 
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�e earliest origins of opera probably lie in the ancient Greek dithyrambos, a choral song 
in honor of Dionysus. �is ancient vocal genre, a precursor to the genre of tragedy, was 
initially performed without vocal soloists and it took several centuries before a singer 
would step forward from the chorus to deliver a solo part. Some three millennia later, 
operas are rather dominated by individual roles and the vocal soloists performing them 
and there is little room for the choir. �is history testi�es to an increasing emphasis on 
subjectivity and individuality but at the same time overlooks the fact that individual 
subjects develop and emerge only through interaction with their fellows. Moreover, 
most people learn to sing in a group, perhaps at �rst in a family context, later in school 
classes or clubs and many also perhaps in a proper choir.

In comparison with the world of vocal music, in academia the role of the choir, 
to continue the metaphor, has always been much less visible, or rather, audible. �e 
choir from which individuals� thoughts emerge is implicitly present mostly in a list of 
references, hidden at the end of articles and books. �e exception to this rule is the 
preface of an academic dissertation, in which an author more explicitly acknowledges 
the fact that his voice can only be heard thanks to the inspiration, e�orts, support, 
responses and protests of many others. I am glad to use this prelude in that vein and 
mention the other members of the many choirs in which I participated and that helped 
me to develop my voice and vocal part.

Before doing so, however, I would like to thank both my esteemed conductors or 
vocal coaches, who have helped me to develop my voice and song. Being an �external� 
promovendus, I realize how extraordinarily lucky I have been in having been supervised 
by two great experts, who have devoted a lot of thought, time and attention to this 
work in progress over many years. Martin Stokhof has nourished the project from its 
early, embryonic stage and with his continuous attention and trust has enabled it to 
overcome several di�cult passages. Both on the macro-level of the project as a whole 
and on the micro-level of sentences, he has demonstrated a most welcome combination 
of liberalism and precision. Michiel van Lambalgen stepped in somewhat later and 
presented challenges to the project that were not easy to meet but have eventually 
made the argument much stronger and the text more accessible. I realize that I may 
not always have been as good a listener to them as they might have wanted and I want 
to thank Martin and Michiel for their patience during this period of supervision. I will 
certainly miss our many exchanges of emails from one M to the other two M�s.
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Fellow members of the choir are, as mentioned, very important. �ey sing di�erent 
parts and by doing so give the individual singer the joy of participating in a complex 
piece of music that he would be unable to perform by himself. In my case, I have enjoyed 
the many discussions with colleagues and friends from very di�erent choirs, academic 
and non-academic. Here, I would like to begin by thanking warmly those colleagues 
and friends � listed alphabetically � who were willing to discuss with me components 
of this project: Jan-Bas Bollen, Stephen Cowley (co-author of two articles which laid 
the foundation for chapter I.2), Nico Frijda, Nel van den Haak, Joke Hermsen, Wolfram 
Hinzen, Charles Hupperts, Victor Kal, Max van den Linden, Huib Looren de Jong, 
Harro Maas, Stephan Schleim and Lourens Waldorp. �ey have all contributed to 
this work with their own sound and voice, even though we may not always have sung 
unisono. 

I have also enjoyed being part of other ensembles that have inspired me and made 
the writing of this piece possible, some of which deserve mentioning here. First and 
foremost, I owe many thanks to my colleagues from the Institute for Interdisciplinary 
Studies of the University of Amsterdam who have, in one way or another, contributed 
to it. Ranging from Bernard Kruithof - who was always a welcome dialogue partner 
about many topics including this �academic humiliation� -, via our secretaries � who 
have photocopied many texts for me -, to my teaching fellows � who have o�en 
challenged me with their fresh remarks -, and literally all other colleagues: the IIS has 
always provided a welcome change from the soloist exercise of preparing a dissertation. 
In particular, I would like to mention and thank the three consecutive directors who all 
have supported this project in one way or another: AndrØ Schram, Jeanine Meerburg 
and Lucy Wenting.

�is project being interdisciplinary, I gladly mention another ensemble in 
which I have enjoyed participating for more than seven years: the Association for 
Interdisciplinary Studies (formerly: Association for Integrative Studies). During the 
AIS conferences and via email, I have had the pleasure of engaging in dialogues with 
colleagues from a wide range of disciplines and institutions, sometimes about parts 
of this project. My board membership of the AIS has allowed me to have continuous 
conversations with very engaged colleagues who have always been willing to share their 
insights and experiences, not just concerning conceptual issues but also about nitty-
gritty details of academic and other parts of life elsewhere on the globe. In particular, 
I would like to mention AIS�s co-founder, executive director and past president Bill 
Newell, who has been both very welcoming and inspiring from the very �rst time we 
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met, and AIS�s in�uential past president Julie �ompson Klein,  with whom intellectual 
and personal exchanges seem to blend so naturally and pleasantly.

Interdisciplinarity and transdisciplinarity by their very nature perhaps attract 
persons with great openness, curiosity and willingness to join voices. Indeed, many 
thanks to my colleagues from the Philosophy of/as Interdisciplinarity Network and 
those from the International Network for Interdisciplinarity and Transdisciplinarity � 
and particularly the fellow members of the latter�s Steering group � for providing room 
for highly divergent and exciting ensembles, which have been inspiring and enhanced 
my expertise in many ways.

Listing all these much appreciated colleagues reveals that preparing and rehearsing 
this score has kept me from taking part in several other ensembles, even though I have 
enjoyed them greatly for decades. Singing with friends � literally or metaphorically 
� is probably one of the most rewarding activities and one of the greatest downsides 
of preparing this book has been its taking up so much of my time and preventing me 
from continuing these ensembles. I�d like to reassure my kind and patient friends that 
their presence and our dialogues have sculpted its contents in many ways and that I�m 
looking forward to us joining voices again.

Naturally, my initial voice culture took place within family circles, both wide and 
narrow. �ese circles were and are occupied by very outspoken and highly di�erent 
or even opposing voices, providing a both challenging and inviting environment for 
aspiring singers. In this context, my parents had clear and distinct voices, alternating 
between unisono, harmony and the occasional discord. Yet my sister Myra, brother 
Ruben - to whom I am grateful for the wonderful cover design - and me were always 
encouraged to articulate our own parts while simultaneously listening and trying to 
understand the voices of others. For this encouragement and their stable support over 
the years, I owe a lot of thanks to my parents. It is to my mother and sister, sadly 
lacking from our vocal ensemble which they have sculpted in many ways, that this 
book is dedicated. 

Out of sight from colleagues, friends and even family members, each vocalist 
has to rehearse his part endlessly, making irritating and shrieking noises or keeping 
annoyingly silent. As the writing of a dissertation is a Wagnerian task, I owe much 
gratitude to my children, Amos and Sarai, for bearing with me during the many years 
of preparation. Not only were they forced to be my audience, I was less available 
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for our close-harmony singing than we all would have liked. Apart from thanking 
them for their forbearance, I�d like to acknowledge that their voices have in�uenced 
my intonation in many ways. It has been a special gi� to have had increasingly the 
opportunity to even rehearse with them some of the lines, particularly with my 
colleague in spe Amos. 

My �nal chord here is devoted to my partner Mercedes, who deserves my heartfelt 
thanks. She has supported in many ways over the years my protracted rehearsing times 
even though it a�ected our duo singing. Moreover, notwithstanding di�erences in our 
interests and our musical tastes, she has generously provided the basso continuo which 
allowed me to develop my part. Finally, being the socially engaged person she is, she 
has at times sculpted my vocal patterns in other, valuable directions. I hope to show 
indeed that the exercises from which this book is a result can also bear fruit on other, 
non-academic, stages.
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Part I  �  Conceiving and explaining: an intricate relation
Being the �rst of three parts, Part I concerns methodology. Explaining someone�s 
cognitive and behavioral performance requires showing how the brain makes it possible, 
while internal and external sources of information play an important role. Such an 
explanation can only adequately be developed by �rst de�ning the phenomenon that 
is to be explained. Consequently, an explanatory method is proposed that facilitates 
an interdisciplinary investigation, integrating insights from various empirical sciences 
and philosophical analysis. 

1  Introduction: a common capability with divergent results
Human agents are capable of learning a wide range of actions, some of which require 
a lot of expertise, like performing an opera role, while other actions can be carried 
out impromptu. Besides, some actions require explicit attention and conscious 
coordination, while others are realized more automatically. �is book explains how we 
can understand and explain the fact that an expert�s automatic actions, too, can still be 
considered intentional and subject to the coordination and organization of his actions. 
From Aristotle onward, philosophers and scientists have had an interest in explaining 
how an individual agent�s behavioral repetoire, or �space of actions�, is sculpted via a 
plurality of processes and how this is visible in his actions. �Sculpting a space of actions� 
implies increasing the di�erentiation between habituated versus unpractised actions, 
between preferred versus avoided actions, further increasing the consistence and 
coherence between his actions. Explicit instruction by teachers, individual deliberate 
practice, endless repetition of motor actions and more all contribute to this sculpting 
process which a�ects behavioral, cognitive and neural processes. Given the number 
and diversity of these determining factors and the additional complexity of their 
interactions, it is evident that a complex explanation is required. Part I scrutinizes four 
di�erent explanatory models, looking for a model that can cope with the diversity of 
determining factors and also account for the dynamics involved in the process of an 
agent�s sculpting the space of his actions.

2  Concepts as delineations for empirical content 
Explaining a complex and dynamic phenomenon like the process of an agent�s 
sculpting the space of his actions requires some integration of conceptual insights 
with factual, empirical evidence. According to the model about to be discussed in 
this chapter a strict and logical distinction between concepts and facts should be 
recognized, in which concepts require a philosophical analysis whereas facts are the 
results of scienti�c investigation. Importantly, this account contends that it is possible 

21

22

29

Contents
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to provide a consistent and clear conceptual framework of psychological functions 
based upon the analysis of concept use and the behavioral criteria that are commonly 
used to ascribe someone a particular function. Empirical scientists who do not 
understand nor comply to such a framework are accordingly liable to utter nonsense 
when presenting their �ndings as evidence concerning psychological functions. 
However, our critical discussion points out several weaknesses in the assumptions 
behind this account and suggests instead that conceptual ambiguities and divergences 
can be exploited as heuristics for empirical investigations and that a more pluralist 
approach to the relation between concepts and facts should be allowed.

3  David Marr and the involvement of concepts in multi-level explanations
�e in�uential approach to cognitive neuroscience developed by Marr explicitly 
acknowledges that explanations are the result of a plurality of insights which are 
di�erent in kind. �e account involves three di�erent levels of analysis or levels of 
explanation called computational, algorithmic and (neural) implementation levels. 
�ese o�er di�erent explanatory perspectives on a particular cognitive task, which are 
only loosely interdependent according to Marr. �e computational level concerns the 
goal and functionality of the task, including the logic of it in light of its wider context. 
�e algorithmic level is devoted to options for the representation of information 
used in the task and its transformation during task performances. Investigation of 
the implementation of the task, like in the brain or in a computer, can subsequently 
help to constrain the options for the algorithmic level and vice versa: some algorithms 
would be better served with a particular implementation than others. Although this 
account is explicit in its acceptance of explanatory pluralism, it leaves undetermined 
how the di�erent explanatory perspectives on a cognitive function can be integrated 
and result in a more comprehensive explanation. Moreover, the approach allegedly 
has di�culties with complex and interactive systems which are subject to multiple 
in�uences - such as the kind of systems that allow agents to become experts in singing 
and moral actions. 

4  Modest, all too modest: the search for neural correlates
Another explanatory model is employed in consciousness research. Since consciousness 
is a complex phenomenon and lacking agreement about a conceptual framework for 
it, research of consciousness focuses largely on two types of research. On the one 
hand it focuses on the investigation of small transitions from a particular content into 
consciousness or out of it, while on the other hand it focuses on the investigation of 
di�erent background states of consciousness like coma, sleep and conscious states. 

47

68
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Scientists then look for speci�c neural activations that can be correlated to such 
transitions or states: neural correlates of consciousness. Modestly avoiding a strict 
conceptual de�nition or task description of consciousness, they hope that from 
assembling many of its neural correlates a general account of consciousness emerges 
- possibly a functional explanation that might o�er a substitute for a de�nition, or 
an overlapping neural process. However, two problems remain: �rstly, without any 
preliminary de�nition of consciousness it is impossible to accept or reject a �nding 
as being a neural correlate of consciousness and secondly, upon accepting a neural 
correlate we still don�t possess an explanation of how it contributes to consciousness. 
For that we need to specify the explanatory mechanism. 

5  Mechanistic explanation and the integration of insights
A model that recognizes di�erences between partial explanatory accounts yet provides 
resources for their integration, is mechanistic explanation - which is not the same 
as classical mechanicist thought. Mechanistic explanation explicitly requires as a �rst 
step the preliminary de�nition or delineation of a phenomenon, such as for example a 
cognitive task. Secondly, the cognitive task must be - if only tentatively - decomposed 
into component tasks. In some cases, a component task can further be subdivided 
in even smaller tasks, as has successfully been done with vision or memory. A third 
and �nal heuristic that researchers carry out is the localization of the respective tasks 
somewhere in the responsible organism or system. Applying these three heuristics, 
researchers can uncover an explanatory mechanism that is responsible for the task, 
consisting of component parts and operations at di�erent mechanism levels. �ese 
components interact in an organized fashion and  in response to both internal and 
external conditions. Importantly, changes regarding a cognitive task that occur during 
development and learning depend upon changes that a�ect such an explanatory 
mechanism. Such changes can correspond either with the recruitment of a particular 
new mechanism components, or with a novel con�guration of components, or with 
the emergence of new types of interaction with the environment, or a combination of 
such mechanism modi�cations. 

6  Concluding remarks after considering the four methodologies

Part II  �   Dynamics of change and stability in cognitive  
mechanisms

Part II is concerned with the explanation of structural changes in an agent�s behavioral 
and cognitive performance. Insights derived from the method of �mechanistic 
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explanation� from Part I are applied to four di�erent theories about development and 
learning. With these results we can go on to explain how a �sculpting process� can have 
enduring e�ects on the mechanism responsible for changes in expert performance.

1  Introduction: from dynamics to stability and back again
�e previous Part has ended with an analysis of how development and learning 
corresponds with the modi�cation of a relevant explanatory mechanism. Part II 
subsequently discusses di�erent prominent explanations for changes in an individual�s 
cognition and behavior as a result of such modi�cations. It is argued that such changes 
further sculpt an agent�s space of action, for example by expanding the agent�s ability 
for di�erent modes of action, like when he develops both an automatic and consciously 
controlled mode of performing a particular action. Such an expansion is part of what 
distinguishes an expert, who is better able to exert control on his modes of action, from 
a novice. More speci�cally, it is argued that in many cases we can observe the formation 
of a �kludge�, or an extra component that is �cobbled-together�, in a mechanism, which 
can explain the stability of e�ects of such changes. Seven characteristics of such kludges 
are discussed, to which we will return when we will consider di�erent explanations of 
the consequences of learning and development in terms of kludge formation, a�ecting 
an explanatory mechanism. 

2   Modularization as a process corresponding to learning and  cognitive 
development

According to neuroconstructivist accounts, development and learning correspond 
with increasing modularization of underlying neural processes. �is modularization 
can be observed in both the proceduralization of a skill - it becoming more stable 
and �exible while also increasingly automatized and implicit - and its subsequent 
explicitation - rendering the skill eventually accessible for explicit correction or 
transformation. �ese developments are not just constituted by changes in the neural 
processes but also by the changes in the representations involved as Representational 
Redescription occurs. �is neuroconstructivist theory of modularization can be 
understood largely in terms of kludge formation, a�ecting the explanatory mechanism 
underlying a skill in several ways. In other words, kludge formation can be observed in 
the agent�s actions and involves changes in the representation of information involved 
as well as modi�cation of the underlying mechanism, con�rming the methodological 
insights presented in Part I.
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3  Dual-process theories and a competition between forms of processing
Development and learning produce di�erences in an agent�s performance and 
its underlying mechanism. Yet in many cases, the result is that an agent has more 
than just a single mode of performing an action at his disposal. Prominent in 
cognitive sciences, dual-process theories contend that an agent can perform many 
cognitive and behavioral tasks not just by a single type of processing but by two 
di�erent types: automatic and controlled processing. A task�s underlying process 
can become automatized a�er some time, which a�ects important properties of the 
task performance as it no longer requires the involvement of conscious control, nor 
explicit representation of the task and is usually faster. �is shi� from controlled to 
automatic processing can be partly described in terms of kludge formation jn which 
the underlying mechanism is modi�ed, associated with changes in the representations 
involved.  An agent might employ several available strategies for controlling the type 
of processing by shi�ing his attention, by preliminary activating a behavioral schema, 
or by other ways. Such controlled self-regulation can itself become automatized, which 
can be partly understood in terms of kludge formation as well. Kludge formation thus 
sculpts the agent�s space of actions, contributing to the varieties in his performances.

4   The brain as a mechanism capable of kludge formation and open to 
external information

We�ve learnt that an agent�s performance can rely on several modes of processing, to 
which development and learning contribute as these result in kludge formation. In this 
third account of learning and development we will apply this notion to the emergence 
of a �simulator�, which essentially consist of a complex representation that is composed 
of components and is not stored as a whole but in a distributed manner across the brain. 
Such a simulator can be involved in various cognitive processes, facilitating an agent�s 
perception, imagination and action concerning that representation, for example. Such 
a representation allows for recomposition or redescription and for the inclusion of 
component representations of environmental objects, like tools, or information, like 
language. Due to this, an object or word can also activate or compose a simulator in 
an agent, which in turn produces the �re-enactment� of previous states of perception, 
motor activity or cognition, a�ecting in many ways his subsequent performace. �e 
notion of a simulator largely matches with our notion of kludge, like it having e�ects 
on task performance, its being composable from previously established components, 
its integrating environmental information. In addition, establishing such simulators 
further contributes to the agent�s sculpted space of actions.
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5   Dynamic mental mechanisms, kludge formation and establishing 
constraints on the space of options

While focusing on multiple processes like child development and skill acquisition, the 
shi� from conscious to automatic control, learning to use tools and language and the 
like, Part II has con�rmed how mechanisms responsible for particular functions can 
become modi�ed during those processes. Such mechanism modi�cation o�en implies 
kludge formation which has been shown to involve multiple characteristics. �is process 
has consequences for the agent�s performances as it contributes to his �sculpted space of 
actions�: this space can become to include novel actions while excluding others, some 
action options will become easily activated while others do not, the relations between 
actions and particular environmental conditions might change, and so on. As a result 
of this sculpted space, an agent�s action performance can acquire a certain stability 
and consistence, even if many of his actions are performed through another type of 
processing than consciously controlled action. In addition, as an agent�s expertise to a 
large extent depends on his having established a sculpted space of actions, this space 
is also involved in his capability to adjust his actions in ways that a novice can not do.

Part III   Sculpting the Space of Actions with Intentions and 
Mechanisms

Part III is devoted to the explanation of expert action, such action being in many senses 
di�erent from novice action. Di�erences between experts and novices are explained 
in terms of their action intentions, which are elaborated far more, but also in terms of 
underlying cognitive and brain processes. It is explained how experts, enabled by the 
process of �sculpting the space of actions�, can perform increasingly complex actions 
while coordinating and organizing these much better than novices. 

1  Introduction: multiple mechanisms yet stable patterns
�e same action can be produced by multiple non-identical mechanisms and 
mechanistic explanation helps us to account for the changes in an agent�s action 
performance and control that occur as he gains expertise. An explanatory mechanism 
can become modi�ed when kludges emerge, o�en by a recon�guration of previously 
present mechanism components and while somehow integrating environmental objects 
or information. In section III.1.1. we clarify what �sculpting the space of actions� entails 
and how it contributes to an agent�s complex but relatively stable �sculpted space of 
actions� and its internal structure. �ese insights can help to analyze and explain from 
both a philosophical and a cognitive neuroscienti�c perspective how di�erent types 
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of intention are involved in the agent�s actions and in his action planning. Indeed, we 
will consider the presence of a hierarchical �intentional cascade�, consisting of motor, 
proximal and distal intentions with each type having speci�c properties, involving 
speci�c representations and neural implementations. �e three types of intentions 
play a particular role in an agent�s intentional actions and also interact in several ways. 
Scrutinizing this intentional cascade will learn us a lot about the sculpted space of 
actions that an agent has.

2  Motor intentions: the �rst step in the hierarchy, or not?
Motor intentions are held responsible for the implicit guidance and adjustment of 
intentional motor actions, which are distinct from mere motor re�exes. Other than 
re�exes motor intentions rely on action representations that contain information 
about motor movements and relevant environmental conditions, which agents are 
capable of storing in memory. �ese representations are in non-conceptual form 
yet they are structured and are modi�able. Expertise consists in part in learning to 
compress or chunk motor representations and to gather many of those chunked motor 
representations, thus sculpting a space of actions and enhancing consistency between 
actions. Like simulators, these representations in�uence multiple cognitive processes, 
enabling an expert to recognize and respond faster and more �exible to relevant 
environmental information than a novice can. �e mechanism modi�cation at neural 
levels associated with expertise is twofold: at �rst the neural processes become more 
e�cient, then they can become associated with other processes, allowing an expert 
more complexity in his actions and also leaving room for taking his other intentions 
into account. 

3  Proximal intentions: a mediating role
Proximal intentions mediate between the distal intentions that contain representations 
of future actions in a conceptual format and the motor intentions that guide motor 
movements in response to environmental conditions. A proximal intention is 
responsible for quickly anchoring or perhaps instead inhibiting a distal intention in 
a concrete perceived situation, specifying the necessary representation components, 
partly based upon an agent�s stored motor representations. An expert can rely upon 
his having assembled many relevant and complex representations, or action schemas, 
enabling him to usually act more quickly and adequately than a novice but also to exert 
more control over his actions. A mechanistic explanation of these e�ects of acquired 
expertise involves a dual process theory, consisting of an automatic �contention 
scheduling� process that can be to some extent modulated by controlled supervisory 
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processes, each relying on distinct neural mechanism components that can interact. 
Expertise then implies the agent�s familiarity with these processes, providing him with 
several options for determining and constraining his proximal intentions in multiple 
ways that allow him to let these ful�ll their mediating role optimally. 

4  Distal intentions: governing the intentional cascade?
On top of the hierarchical �intentional cascade� are distal intentions that are in a 
propositional format and more abstract, requiring further anchoring and speci�cation 
for their future execution by lower levels of intention. �ey are held responsible for 
governing and coordinating an agent�s actions and help him to foster consistency in 
his actions by taking his wider web of intentions and his future actions into account 
instead of focusing just on a single intention in a speci�c situation. In order to be 
e�ective, distal intentions must be able to multifariously interact with his proximal 
and motor intentions and in�uence his sculpted space of actions, too. Agents typically 
do so by a narrative simulation of future situations or a more comprehensive narrative 
self-account. Such a narrative simulation consists of complex representations of action 
at several levels of hierarchy, employing the previously mentioned simulators that are 
stored in a distributed way across the brain and recon�guring these in novel ways. An 
expert has learnt how to determine and employ his distal intentions more e�ectively 
than a novice, also by including speci�c schemas and cultural ingredients. Distal 
intentions exert their in�uence on future actions partly via modulation of the agent�s 
neural �default mode network� which has rich connections to neural networks involved 
in cognitive, a�ective and mentalizing tasks that are relevant for determining his future 
actions. �ough not without limitations, distal intentions can thus in�uence these 
actions in several ways as they become entrenched in that network. �is completes 
the rich interactions between the agent�s intentional cascade and his sculpted space of 
actions and enables him to indeed become an expert - an expert who causes so o�en 
surprises and invites complex interdisciplinary explanation. 

Conclusion and summary. Why sculpting the space of actions matters
Figures: I, II, III
References
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32 Introduction: intentional action and a sculpted space of actions

INTRODUCTION: INTENTIONAL ACTION AND A SCULPTED 
SPACE OF ACTIONS

This dissertation will explore the explanation of intentional action and more in 
particular intentional action as carried out by an experienced agent or an expert. 
Imagine how an expert opera singer performing Don Giovanni is able to join in 
with his melody even when his Zerlina partly fails her line, avoiding to show his 
annoyance, to dance a short choreography simultaneously, to wink inconspicuously 
at Leporello, to attend to the conductor who is surprising him with novel tempo 
indications � behaving all the while as a somewhat ironical womanizer according 
to the stage directions. Clearly, such a singer does not have the time or the ability 
to carefully reflect and consider all these components of his performance. How is it 
possible that an agent � whether an opera singer on-stage or a citizen in the public 
domain � can act spontaneously, adequately and in line with his intentions and 
preliminary deliberations while also responding to unexpected events around him, 
without constantly interrupting his actions to reflect and decide on each successive 
step?1

This example presents us with a paradox, as it appears to pertain to expert action. 
Usually, we expect an expert to act fast, appropriately and adequately without pausing 
for considering his action options, evaluating these and finally determining the 
action to be executed. However, his not pausing seems to suggest that expert action is 
not an intentional action, as it is not the actual outcome of a consciously deliberated 
choice. The conclusion would then be that an expert like our opera singer does not 
perform intentional actions on stage. In contrast, the novice who continuously and 
consciously considers and determines each single component action separately, as he 
cannot rely on his expertise and experience, would be performing intentional actions 
- even though they amount to a bad opera performance. Consequently, that novice 
would gradually lose his capability of intentional action as soon as he starts to rely on 
his gathered expertise. The aim of this dissertation is to solve this paradox of expert 
action by offering new insights into the nature and explanation of intentional action. 
While doing so, we will discuss intriguing similarities between the excellence that 
one may reach in artistic performance and in moral action. 

1  Wherever reference is made to a subject or agent in this book, both sexes are obviously implied although we 
will refer exclusively to the male or neutral in order to avoid politically correct, gender neutral constructions. 
Moreover, we have chosen to illustrate our arguments with an expert singer and opera roles are usually not 
gender neutral.
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32 Introduction: intentional action and a sculpted space of actions

A concept that will be introduced to achieve our goal is that of �sculpting the space 
of actions� leading to a �sculpted space of actions�. We will argue that the dynamic 
process of sculpting the space of actions can lead to relatively stable results, as when 
an expert�s performance is facilitated by his sculpted action space. It should be 
acknowledged right away that it is not new in cognitive neuroscience to explain a 
certain task with the help of a multidimensional space. Several proposals have been 
developed that use such a notion, one of the earliest being Munsell�s color sphere 
(Munsell 1912). Researchers have proposed to represent all colors at particular places 
in a space with particular dimensions and structure, as this allowed them to partly 
explain some peculiarities of color perception. This representational organization, 
mainly but not exclusively due to the photochemical properties of retinal cells and 
the physical properties of light, has been invoked to explain cases like the presence of 
an after-image with opposing color and the influence of contrast on color perception 
(Isaac 2009). Extending the notion to moral action, a multidimensional space has 
been proposed, in which moral significance and praiseworthiness are the main 
dimensions according to which actions are conceptualized. It was stipulated that 
such a space represents the results of a neural network that is trained to identify and 
discriminate moral actions (Churchland 1998). Extending it even further, the notion 
of multidimensional �concept spaces� has been elaborated for the representation 
of particular informational domains that are employed by an agent�s various 
cognitive functions in parallel and respond dynamically to his ongoing activities 
and situational contexts (Gärdenfors 2004b). In sum, the multidimensional, spatial 
representation of colors, actions or other contents has proven to be valid and useful 
in the interpretation and explanation of several cognitive and behavioral processes.

�Sculpting�, in turn, has elsewhere been articulated as a process that influences 
an agent�s responses, as was observable in the study of a language processing task. 
It was found that the �response space� available to a subject for filling in the blanks 
in a sentence could be �sculpted� or constrained by providing grammatical or other 
constraints on the number of answer options earlier in a text. With such �sculpting� 
based upon a combination of the presented information and the subjects� previous 
language expertise, subjects had an easier task in determining an appropriate 
response, as was evident from response time and correctness as well as from the 
amount of neural activation during the task (Frith 2000). We will contend here 
that a comparable process exists with regard to intentional action, that can help to 
explain the paradoxical properties of expert action, a process which we will refer to 
as �sculpting the space of actions�.

In this dissertation, it will be argued that intentional action rests upon a complex 
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54 Introduction: intentional action and a sculpted space of actions

process carried out by a complex and dynamic cognitive mechanism, responding to 
many internal and external factors, which employs a �sculpted space of actions�.2 This 
cognitive mechanism itself consists of several component mechanisms, carrying 
out component tasks that contribute to the performance of intentional action like 
perception, emotion, intention, and motor action. Many different factors determine 
this comprehensive mechanism, some of which have an enduring influence on it, 
while other factors can influence it in a more momentary fashion. It will be argued 
that intentions � implicit and explicit � are among the factors that can have an 
enduring influence. More generally, the processes of development and learning leave 
an important structural trace on the mechanism responsible for an agent�s action. 
As a result, the action performed by an agent with experience in a domain of action 
is usually not a random response to an unanticipated situation. So instead of all 
potential action options having an equal chance of being determined as a response, an 
expert�s sculpted space of actions consists of a set of action options with differential 
probabilities that are dependent upon long-term and short-term influences.

To show the important contribution that this process of sculpting the space of 
actions can make to explaining intentional action, this dissertation will cover 
three quite different topics. First, we will engage with the method of explanation 
in cognitive neuroscience. Next, we will investigate processes of development and 
learning while using the method of mechanistic explanation. Finally, we will use the 
insights derived from these preparatory parts in a discussion of both philosophical 
and cognitive neuroscientific studies of intentional action. It is in that last part that 
the notion of �sculpting the space of actions� helps to understand some characteristics 
of intentional action that otherwise appear to defy explanation. 

Although we will refer for the greater part to recent studies and publications, our 
discussion is in fact partly motivated by a long-standing debate on expert action. 
Before presenting an overview of the dissertation, let us provide a sketch of this 
background.

2  �e type of mechanistic explanation discussed in this dissertation is essentially di�erent from mechanicist 
explanations o�ered by Descartes, Newton and others and has been developed over the past decades 
particularly as a valuable method in the life and cognitive sciences. Extensive treatments can be found 
in (Bechtel 2008 ; Bechtel and Richardson 1993 ; Craver 2007 ; Wimsatt 2007). Explicit discussion of the 
application of this model to the explanation of human action like we are doing here, however, has been very 
limited to date. 
3  �e study of music as practiced in ancient Greece involves a much wider domain than in modern times, 
for example by including the performance of theatrical and epic texts, assuming music to have medical and 
moral value in creating balance in a person�s body and soul and considering it to be a topic for mathematical 
and philosophical studies (cf. (West 1992)).
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How Aristotle avoids the paradox of the expert by accepting causal 
pluralism
The ancient debate between Aristotle and Plato on moral action provides an 
early example of how the paradox of expert action can be handled differently. 
Interestingly, in that context Aristotle also notes the similarity between musical and 
moral performance.3 In Plato�s dialogue �The Republic�, Socrates famously describes 
how philosopher-kings are exclusively capable of rationally determining their moral 
actions, with all others being limited in this regard. Music may offer some help in 
preparing the city�s guardians for prescribed moral habits, because it is pre-eminently 
able to influence someone�s feelings by providing mere imitations of real actions. Yet 
it is only of limited value, as it is crucially distinct from the essentially rational skills 
that philosopher-kings must learn in order to decide rationally about the � moral � 
goals of the polis (Republic, book VI-VII).4 Musical activities and reasoning, so we 
are told, rely on distinct capabilities and have different effects, with the former being 
much less relevant than the latter. As a result, there is hardly any interaction between 
the two, rendering their comparison hardly useful.

Aristotle�s position is very different in several respects. Rejecting the idea of a 
rational deduction of moral actions from a supreme and single good, he criticizes 
Socrates because the latter allegedly �thought all the excellences to be kinds of 
knowledge� and only �inquired what excellence is, not how or from what it arises� 
(Ethica Eudemia 1216 b 6-10).5 In contrast, Aristotle held that regarding excellence 
�not to know what it is, but to know out of what it arises is most precious� (Eth. Eud. 
1216 b 20-21). This critique amounts to at least two different points: first, excellences 
might well differ in their nature, second, the source and process of developing 
excellence are important to know. With the recognition of these points, Aristotle is 
able to avoid the paradox of expert action.

Reason is not rejected as a determining factor of expert action, yet it is robbed of 
its exclusivity, being only one determining factor alongside several others, to which 
it is often related. For example, in the Rhetorics Aristotle mentions as much as seven 
factors that co-determine action: �Thus every action must be due to one or other of 
seven causes: chance, nature, compulsion, habit, reasoning, anger, or appetite� (Rhet. 
1369 a 5-6). These factors are quite different from each other, even though some are 

4  Musical performance as discussed by Plato generally includes text and therefore �logos�, because it concerns 
songs and choral parts (cf. Republic 398 C). It is with regard to the speci�cally musical components that 
strong reservations are made.
5  Unless stated otherwise, all references to Aristotle�s works are to the revised Oxford translation, edited by 
Barnes (Aristotle 1984).
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related, as we will learn below. In the case of excellent or expert action, the number 
of determining factors seems to have decreased, for it is argued that �there are three 
things which make men good and excellent (�agathos kai spoudaios�); these are nature, 
habit, and reason� (�physis, ethos, logos� - Pol. 1332 a 38-39). Apparently, among 
other things expertise amounts to gaining some control over factors like chance, 
compulsion, anger and appetite. Leaving aside for a moment the developmental 
process involved, the message from these remarks is that Aristotle upholds a causal 
pluralism with regard to action.6 

With regard to moral action, Aristotle explicitly rejected the attempt to ground 
moral action in purely rational decision-making, as its implications were not 
acceptable to him (cf. Ethica Nicomacheia III, 5). One of those implications would 
amount to the paradox noted above, which would apply to our opera singer as well as to 
a moral agent: if it is only through rational decision-making that good performances 
can be made, does that imply that an expert performer or seasoned and brave citizen 
deserves less praise from us than a novice? Is it less of an accomplishment if the expert 
acts in a seemingly natural way without apparent conscious efforts, reliant as he is 
upon previous reflections and practice, which have instilled in him several acquired 
habits and dispositions? Should we praise the novice instead, even though he must 
continuously pause to consider his actions, explicitly remember earlier exercises, 
reason about the consistency of his performance, meanwhile losing sight of his fickle 
environment? Aristotle clearly denounces such conclusions, which would render 
intentional expert performance a. Part of his strategy to avoid these implications of 
the paradox of expert action is to convince us of a causal pluralism involved in it.7 In 
addition, he underlines the importance of developmental processes.

The importance of development and learning in Aristotle’s account
Let us return once more to the musical domain to articulate why development and 
learning are so important for the explanation of expert action and for solving its 

6  Aristotle�s philosophy of action has received separate attention only relatively recently. Publications of 
Charles and Sorabji have helped to develop this domain, both o�ering comparisons between Aristotle�s and 
contemporary � analytic � approaches. Both publications demonstrate the strength of Aristotle�s approach 
in its being embedded in a more comprehensive systematic philosophical position than its successors are 
(Charles 1984 ; Sorabji 1980). Given his systematic interest in empirical knowledge, it may not be surprising 
that Aristotle�s analysis of intentional action lends itself well for both ethical re�ection and naturalistic 
explanation.
7  Causal pluralism is especially hard to avoid in the life sciences in general because organisms are subject to 
a large variety of determining factors. Generally, it is associated with a theoretical pluralism as well (Mitchell 
2002). Since cognitive neuroscience is part of these life sciences, causal and theoretical pluralism reign in 
its domain, too.
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8  It must be noted, though, that our accomplished opera singer should be taken as an ideal-type in a 
Weberian sense. Other than instrumentalists, singers tend to have less insight in their score, for example. 
9  Depew �eshes out how Aristotle conceives of the relation between music and contemplation, both playing 
an important role in his ideal of a �ourishing polis (Depew 1991).

apparent paradox. Having ourselves practiced and performed a couple of opera 
roles � like Aeneas (Dido and Aeneas), patron Uberto (La serva padrone) and Don 
Jose (Carmen) - as an amateur, our admiration for accomplished opera singers has 
only grown. It is especially the stacking and integration of all mastered component 
tasks of such performances that is hard for a novice or amateur to reach: memorizing 
large amounts of foreign texts, innumerous notes, harmonizing with an accompanist 
or ensemble, responding to a conductor�s baton, impersonating a character as 
interpreted together with a stage director, interacting plausibly with other personas 
on stage. Given the necessary amounts of education, practice and reflection, it is hard 
to believe that all of this can still result in a convincing, spontaneous and emotionally 
arousing performance. Nonetheless, for an accomplished opera singer, to perform 
a new and difficult role like Saint François might be as challenging as it is for an 
amateur singer to perform just a single aria from Aeneas or for a novice to sing a 
birthday song.8 Apparently, as humans we are capable of gradually familiarizing 
ourselves with actions or action features, seemingly performing them without 
requiring our attention or reflection or conscious decision-making, even though they 
originally did depend upon such capabilities. What this capability shows us is that 
with increasing expertise, an agent�s actions are determined by different factors. 

Aristotle acknowledges the importance of development and learning in many 
different contexts, including the context of intentional action. During the process 
of learning to judge and act morally, the interaction between reason and other 
determining factors of these capabilities is important. Increasing interaction can 
be observed, for example, when someone�s character determines how things or 
goals appear to him (Ethica Nicomacheia 1114 a 9 ff.). Interestingly and in contrast 
to Plato, music can positively contribute to such interaction and thus support the 
development of an agent�s excellence. These benefits of engaging with music are 
not only available for the less rationally inclined agents, but even for those who 
are capable of the highest form of a reflective life. For music does not only have an 
impact on the non-rational parts of our soul but on the rational part as well. Indeed, 
it contributes to the listeners� acquiring the �power of forming right judgements, and 
of taking delight in good dispositions and noble actions� (Politics, 1340 a 16-19).9 
Apparently, both musical and moral actions invoke a whole range of capabilities that 
must somehow be integrated with each other. Furthermore, both rely upon processes 
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of development that are partly even continuous with each other. This makes their 
combined investigation for us all the more relevant.

Most significantly, musical and moral actions as performed by experts are partly 
determined by habits and dispositions, which are lacking in novices according 
to Aristotle. These habits and dispositions are the result of extended periods of 
education, exercise and deliberate practice, even though we may not immediately 
recognize this. Indeed, the fact that exercise and habituation play a role in learning 
to do virtuous acts is reason for Aristotle to deny that excellences come naturally 
(�physei�) (Ethica Nicomacheia 1103 a 21). The paradox of expert action rests to a 
large extent on ignoring this fact.

Nonetheless, although they don�t come naturally and need a lot of consideration 
and attention, Aristotle contends that virtuous habits can still become �like nature� 
(�tei physei eoiken� - Eth. Nic. 1152 a 30-31). One sign of the naturalness of such 
learned activities and moral habits is the fact that they are quite enduring and 
provide pleasure to the agent (Eth. Nic. II, 3). In a way, then, the acquisition of habits 
and dispositions builds upon an agent�s natural capabilities, like his capability of 
experiencing pleasure and pain under certain conditions. Education and practice 
aim then to shape or sculpt this natural capability of experiencing pleasure in such a 
way that an agent feels pleasure when performing a certain action appropriately and 
pain when he performs awkwardly. 

The lesson from the preceding sections is that it is not just the plurality of 
determining factors of expert action that is accepted by Aristotle, it is especially their 
interaction during development and learning that is underlined in his analysis. Over 
time and with sufficient diligence, the influences of these factors merge in such a way 
that an agent can be said to have developed a �second nature� � even if Aristotle didn�t 
use that word (McDowell 1994).10 It is with this (implicit) idea of a second nature that 
Aristotle aims to avoid Plato�s position of only recognizing someone as performing 
good actions if he has explicitly and rationally chosen them.11 The result is a complex 
account that challenges both our existing conceptualization and explanation of such 
action performances.

10  Forman correctly notes that McDowell tends to overlook the distinction that Aristotle upholds between 
someone�s second, acquired nature and his original natural state. For example, Aristotle accepts that habits 
remains easier to change than someone�s nature (Forman 2008). 
11  According to Aristotle, one way in which such an interaction occurs is in the establishment of a �hexis 
prohairetike� � an agent�s state that concerns his deliberate choice and which is characterized by his desires 
being in accordance with his standing practice of making such choices (Eth. Nic. 1106 b 36). State and 
character are important notions in Aristotle�s account and allow him to develop a moral psychology that 
is richer than Plato�s, enabling him to steer free from the paradox mentioned earlier, cf. (Sherman 1989).
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Conceptual innovation in Aristotle’s account of the development of 
expertise
Phenomenologically sound as Aristotle�s analysis of virtuous and skilled action 
may be, it does raise several questions that have proven hard to answer or to push 
aside. These questions have among other things to do with the nature of intentional 
action and with attempts at explaining intentional action. The fact that intentional 
action appears to be a moving target seriously complicates both issues. First, how 
can we determine what an intentional action is or whether a particular behavior 
should be recognized as such, if novice and expert actions are distinguishable in so 
many respects? Even with regard to their being intentional actions, we may be able 
to note relevant differences, since an expert may have performed an action � sung 
his Don Giovanni canzonetta � rather automatically, yet still be better capable of 
explaining afterwards how and why he adjusted his dynamics and vocal timbre than 
his novice colleague might be. So the expert may rely initially more on his implicit, 
automatic expertise while on a second note be very able to articulate and explicate 
his performance, while conversely the novice may plan in detail to perform his aria 
in a particular way but be unable to explain why it went so embarrassingly wrong. 
Second, given these and other differences between intentional actions as performed 
by experts and novices, should we even try to offer explanations of these actions? 
Or should we acknowledge that intentional actions are to be subdivided between 
those performed by experts and others performed by novices? If we were to do so, 
however, we would also need to account for the fact that experts inevitably started 
out as novices, gradually gathering expertise of a certain domain of action. Apart 
from the fact that experts and novices alike would contend to engage in intentional 
action, creating two classes of intentional actions would conflict with their being 
developmentally connected with each other. 

Aristotle, being a philosopher with an extraordinary interest in phenomena 
from living organisms, appreciated the conceptual and explanatory difficulties that 
stem from such issues as discussed above. Indeed, the introduction of the concept 
pair �dynamis� and �energeia�, or potentiality and actuality, was meant to avoid the 
paradoxes that easily surface in the context of such phenomena. Indeed, in his 
discussion of �becoming� he gives an example that merits mentioning here: �We can 
say the man becomes musical, or what is not-musical becomes musical, or the not-
musical man becomes a musical man� (Physics, 189 b 35 � 190 a 1). Firm in avoiding 
the unsatisfactory solution that Plato � characterisable with his predilection for the 
immutable domain of mathematics - proposed when understanding dynamical 
phenomena, Aristotle developed such innovative concepts, offering new perspectives 
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and articulating previously implicit features of these phenomena. A seed somehow 
potentially contains the tree that grows out of it, a child has the potential to become 
a fully developed citizen, and a novice can after time become an actual expert in a 
certain skill: two categories of living beings that appear in many ways different from 
each other are then conceptually united in a novel sense.12 Although this helps us 
to escape from some of the difficulties mentioned earlier, other challenges lie just 
around the corner.

In particular, by placing novice and expert actions on a continuum and within 
the same class of phenomena, their explanation becomes more complex. Instead of 
producing separate explanations for two distinct classes of actions, the explanation 
of intentional action must now be such that it can cover a range of actions. If the 
explanation of novice action relied on ingredients that are distinct from those included 
in the explanation of expert action, it would be rather difficult to demonstrate how 
the latter might have developed from the former. Conversely, we shouldn�t expect 
that the explanatory ingredients of the two are identical. For example, returning to 
Aristotle�s �habit� as one of several determining factors of action, we shouldn�t expect 
it to be as important for novice action as it will become for expert action, given the 
latter�s expertise that provides such habits in the first place. Apart from being able to 
rely upon his habits, an expert is also capable of intentionally modifying his habitual 
performance in subtle ways, by carefully articulating what features he would like to 
adjust in the future � his tone of voice, his posture, his taking the hand of Zerlina. 
So even though he started out as a novice, after a long while an expert can switch 
between different modes of performing his action that employ the resources that are 
available to him in different ways and yield actions with different properties, even 
though we agree to treat them as belonging to the same class.

This short discussion of the paradox of expert action and of Aristotle�s approach to 
it has yielded several insights. Before introducing the reader more specifically to this 
dissertation, let us review the main ones. To begin with, as our comparison of artistic 
and moral action and the comparison of novice and expert performance have shown, 

12  Although this is not the place to discuss the revolutionary nature and importance of this conceptual 
innovation of Aristotle, it should be noted that it washas also been an important source of inspiration for 
Hegel�s (o�en misunderstood) approach to conceptual logic � which wasis in part meant to account for 
developmental and historical phenomena. Going into Hegel�s own explicit statements of admiration for 
Aristotle, Hartmann�s lecture of 1923 washas been in�uential in further analyzing this important connection, 
emphasizing the relevance of this conceptual innovation (Hartmann 1957 [1923]). Similarly, Ricoeur argues 
for the importance of the Aristotelian notion of �capacity� in his discussions with neuroscientist Changeux 
(Changeux and Ricoeur 2000). For a more general appreciation of Aristotle as an empirically minded 
philosopher, see (Lloyd 1982) and our (Keestra 2000).
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it is quite difficult to define the concepts involved in and required for the study of 
such complex phenomena. Second, a phenomenon like an expert�s opera performance 
is determined by a variety of factors. This implies that any account has to provide 
room for a causal pluralism, usually associated with a theoretical pluralism. Third, 
and related to the previous insights, the dynamic aspect of the process of expertise 
acquisition adds another challenge. It not only implies that the phenomenon under 
scrutiny behaves like a moving target, it also requires that we develop and employ 
the necessary resources for understanding and explaining precisely these dynamic 
aspects of it, how the changes occur. Indeed, we have introduced and elaborated on 
the concept �sculpting the space of actions� which we argued is a new and useful 
resource for understanding and explaining human action.

All in all, we will need an interdisciplinary investigation of expert action and offer 
the resources to integrate the different disciplinary insights pertaining to it. This 
dissertation intends to present both the necessary insights and the resources for their 
integration and will do do in the following three parts.

Part I: Investigating four methods of explanation in cognitive 
neuroscience
Part I of this study offers an investigation of four different methodologies that are 
used for the investigation and explanation of cognition and behavior in cognitive 
neuroscience and argues that the method of mechanistic explanation is best suited 
for our goal. Each of the explanatory methodologies suggests a way to connect a 
conceptual delineation of a particular psychological function with the ingredients 
that we usually employ in its explanation: cognitive processes, representations of 
the information that is processed, and neural activities underlying these processes. 
However, the methodologies differ starkly from each other in how they conceive of 
this connection between concepts and explanations. 

The first methodology we discuss - as presented in the book �Philosophical 
Foundations of Neuroscience� (Bennett and Hacker 2003) � defends a strict separation 
of conceptual analysis from empirical research, claiming that it is possible to agree 
upon neatly distinguished concepts for psychological functions and that empirical 
scientists merely have to find novel facts about those functions. We argue that the 
idea of such a consensus is unwarranted and defend a more complex interaction 
between conceptual and empirical investigations, offering a better chance for the 
explanation of complex phenomena.

A more complex interaction between explanatory ingredients is included in the 
second approach, David Marr�s conception of computational cognitive neuroscience. 
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It breaks the comprehensive task of cognitive neuroscientific explanations down into 
three distinct tasks, implying the need for three different theories, each offering a 
different perspective on the function at stake: a �computational theory� that describes 
the task that is carried out (and is an alternative for a conceptual analysis of the task), 
an �algorithmic theory� aimed at clarifying the representations of information and 
their transformation as used in the task, and finally, a �neural implementation theory� 
that considers the neural components that may be responsible for the function (Marr 
1982). Although these theories can be developed relatively independently from 
each other, a result regarding one theory can often be used to constrain the options 
available for the other two, thus enabling scientists to contribute to each other�s work. 
Useful as this subdivision of the explanatory task is, this methodology is hampered 
by some of its assumptions and has difficulties with the complexity and dynamics of 
a task like our topic: the determination of intentional action.

The third methodology to be discussed, which is used in the search for neural 
correlates of the complex and multifaceted phenomenon of consciousness, takes the 
relation between its delineation and explanatory facts for it to be looser (Chalmers 
2000). Indeed, it is even suggested that the dispute over a definition of consciousness 
might be solved by the discovery of a neural correlate that is shared by different 
phenomena in the domain of consciousness (Lamme 2006). Although such a solution 
to conceptual problems appears tempting, we will discuss some objections that show 
how these problems nonetheless affect empirical results. Apparently, looking for 
mere correlates of a phenomenon that lacks a clear delineation may at most be useful 
as a first step in developing a cognitive neuroscientific explanation for it.  

Part I closes with the exposition of the fourth method, so-called �mechanistic 
explanation�. Recognizing the difficulty of explaining cognition and behavior, which 
are often hard to define and are characterized by causal pluralism, it offers several 
heuristics that together can help scientists to develop an increasingly comprehensive 
and detailed explanation in terms of a mechanism that is responsible for the 
phenomenon under investigation (Bechtel and Richardson 1993). A definition of 
the phenomenon should be followed by its decomposition in terms of the sub-tasks 
that appear through their interaction and in response to environmental conditions 
to produce it. Each of those sub-tasks in turn is somehow carried out by explanatory 
mechanisms that can be localized in an organism at several levels, for instance at 
the level of synaptic processes or neural network activations. The mechanistic 
explanatory approach explicitly provides the resources to integrate insights from 
many different disciplines and allows mutual constraints between them (Craver 
2007). In addition, we point out how this approach offers the resources to explain 
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dynamical changes such as they occur during the acquisition of expertise, in 
terms of modifications of the �explanatory mechanism� responsible for the agent�s 
performance. Notwithstanding some limitations, we will conclude that mechanistic 
explanation is the most promising method for the current topic, given that intentional 
action is characterized by causal pluralism and developmental aspects.

Part II: Dynamic cognitive mechanisms and their stable adjustments 
due to development and learning
A complex and modifiable explanatory mechanism can be invoked if we aim to 
account for dynamic changes that happen during the developmental trajectory along 
which an infant learns to speak, to sing, and then to grow into an expert singer, or 
more generally for the variability of cognition and behavior. After the methodological 
Part I, we turn to the central topic of this study, which is the complex and dynamic 
processes involved in forms of intentional action by an expert or experienced agent. 
Part II focuses on aspects of development and learning, taking up three theories that 
employ the resources that we will find to be included in the mechanistic explanation 
in Part I. These three theories are neuroconstructivism, dual-process theory and a 
particular simulation theory, which will be clarified below. 

Part II starts by discussing more generally why and how a dynamic mechanism 
acquires an increasingly complex structure, in which new components develop 
from already existing components. These new components become stably and 
generatively entrenched in the mechanism and thus influence its future development 
(Wimsatt 1986). Such new components can be considered as being �cobbled together� 
and can accordingly be called �kludges� (Clark 1987) � a term that we will use for 
components established during development and learning which subsequently 
affect the results of the associated explanatory mechanism�s activities. We will 
present several characteristics of such �kludges� that are relevant for the investigation 
and explanation of a certain function as it changes over time. A kludge is usually 
observable in changes of an agent�s performance and is associated with a difference 
in the cognitive processes involved in that function. As for a kludge�s neural 
implementation � the domain of Marr�s third perspective � there are usually several 
options available. Given the complexity and dynamics of the mechanism in which 
a kludge emerges, we should expect variability in performance between the stages 
of individual development and between individual subjects, as is the case when we 
observe performances of the same opera aria by different singers. This expectation is 
examined with regard to three different cognitive neuroscientific theories.

The first theory is neuroconstructivism, which connects child development 
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and learning in general with the increasing complexity of the brain�s networks, in 
which modular structures emerge. The initial formulation of neuroconstructivism 
distinguished between two processes that can be observed in child development and 
take place largely in parallel: the proceduralization of a skill which renders it more 
automatic but less accessible for control and articulation, and the explicitation of 
the skill which, step by step, offers a child new ways of memorizing, adjusting and 
correcting its performance (Karmiloff-Smith 1992). The process of �representational 
redescription� � an algorithmic theory in Marr�s terms � that corresponds with 
learning, eventually yields several representations of one and the same task for an 
agent. These representations, together with their underlying modified mechanisms 
correspond to the kludge formation that we use to account for some of the variability 
observable in performances of that task.

The second theory � or set of theories - testifies even in its name, �dual-process 
theory�, that different yet related explanatory mechanisms must be invoked to explain 
the differences in action performance by humans. For aside from the controlled 
processing with which human agents can carry out a task, experienced agents often 
also perform in an automatic fashion, allowing a fast and flexible performance 
even of complex tasks. Such automatized actions employ representations that are 
stored in memory and rely upon distinct neural processes that implicitly use these, 
together presenting another example of kludge formation. The use of these action 
representations easily escapes control, which raises questions about the intentionality 
of actions performed in this manner. Yet even though some theories suggest otherwise, 
the controlled and automatic processes are related to each other in several ways. To 
begin with, the acquired action representations can to a limited extent be influenced 
� or sculpted � by explicit, conscious control during learning. Even after an agent has 
reached the stage where he commonly performs a task through automatic processing, 
there are means available for self-regulating his automatic task performance. For 
instance, he can use his explicit understanding of the representation involved in a 
task and attend to specific features of the action representation that will adjust his 
eventual performance. Indeed, we also recognize an expert�s performance by his 
adequate shifting between these two modes of processing.

The third theory of learning and development to be discussed also points to kludge 
formation, underlining the influence of cultural symbols, language or artefacts on 
the representations processed during cognition and action. Observation of expert 
singer performances, which are partly determined by these kludges, demonstrates 
how such represented contents, too, can become integrated in the operations of a 
complex and dynamical system like the brain. According to Barsalou�s simulation 
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theory, such representations are not memorized as a whole but its components are 
distributed across the brain, waiting to be employed again. Kludge formation here 
refers to the emergence of a specific simulator, which is a �distributed multi-modal 
system� that flexibly draws together component representations containing sensory, 
motor or cognitive information related to a particular content, experience or action � 
like performing an opera role (Barsalou 2009). The automatic or controlled activation 
of such a simulator enables an agent to re-enact in a rich and multi-modal sense a 
previous experience, to imagine a future action, and so on. This idea of a simulator 
containing representation components that refer to contents from the environment, 
concurs with the theory of extended cognition which holds that the brain can even 
integrate objects and tools that exist outside of the skull, in cognitive routines 
(Clark and Chalmers 1998). These two theories of learning again confirm an agent�s 
capability of establishing complex and hierarchically structured representations 
associated with his cognitive processes and actions, in which heterogeneous elements 
can be integrated. Such kludges build upon each other with subsequent learning, 
facilitating an expert�s increasingly complex performance. 

Part II confirms that the explanatory mechanisms that produce our cognition and 
action are modifiable through learning and development. Learning and development 
lead to kludge formation, which involves the activation of richly structured 
representations and the neural activation patterns associated with these, both in an 
automatic or controlled way. As a result, an agent can usually learn to perform a 
particular, complex action in multiple ways and increasingly control and determine 
the mechanism that produces it. This learning process can be considered as a process 
of �sculpting the space of actions�, a space from which an agent�s actions subsequently 
come forth. 

Part III: Sculpting the space of actions for the performance of 
intentional expert action
Part III more specifically scrutinizes how actions are determined by various types 
of intentions that contribute to kludge formation and thus enable expert action or 
an expert singer to perform in a stable, flexible and fast way his complex opera roles 
according to his interpretation. Earlier, we rejected the paradox of expert action, 
because we agreed with Aristotle that an expert should be recognized for his excellent 
performance even though he relies upon his acquired skills, habits, and dispositions 
that relieve him of continuous conscious and rational decision making during his 
performances. Indeed, we learned that the explanatory mechanisms that produce 
cognition and action are modifiable and develop kludges as a result of learning 
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and development, which facilitate expert performance. In addition, we learned that 
intentional control exerts some influence upon his performance by influencing 
the formation of these kludges and their subsequent activation. That gave us a 
first indication of how an agent�s intentions can be among the multiple causes that 
together determine his actions. In Part III of this dissertation, we will discuss more 
in detail how different levels of intention can contribute to stable modifications of 
the explanatory mechanisms that produce an expert�s performance. In doing so, we 
will introduce and define in section III.1.1 the notion of a �sculpted space of actions�, 
mentioned in a more general sense earlier.

It is important to realize that for an agent to respond with an appropriate act in 
any given situation is a complex task, and suggests that devising or selecting such 
a response must be constrained. What features of the situation are relevant to act 
upon, which desire might now be fulfilled, what action goals can be realized and 
what consequences should be avoided, what is the cost-effectiveness of one action 
option compared to another? Consciously and rationally deciding about all these 
issues and weighing many others would cost a lot of time and resources, impeding his 
adequate and appropriate interactions with his constantly changing environment. 
Fortunately, thanks to the modifiable mechanisms that underlie his actions and the 
generatively entrenched kludges with which these have become equipped as a result 
of his growing expertise, he has a �sculpted space of actions� at his disposal. No longer 
are all possible response options equally likely to be performed, as his response space 
has become sculpted, pushing some action options to the center and others to the 
periphery. Similarly, within a sculpted space there are dissociations or assocations 
between some actions, external conditions have become integrated and many other 
factors have influenced it. Indeed, we will argue that this sculpting process integrates 
not just representational contents referring to relevant environmental conditions 
and the agent�s expertise with these, but also representations corresponding to his 
long-standing intentions. An expert opera singer�s sculpted space of actions is thus 
determined by the opera roles he has practised, his vocal and acting experience, his 
artistic and moral convictions and so on. Consequently, unlike his novice colleague, 
he is able to perform his roles fast and flexibly, while paying attention to his colleagues 
on stage and in the orchestra pit and the stage directors� seat and responding to them 
in a way that is coherent with his multi-facetted intentions. How these intentions 
become integrated in this sculpted space and correspondingly influence the 
mechanisms responsible for his actions will be discussed in the remaining part of 
this study.

Becoming an expert singer requires careful long-term planning, persistent 
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learning, a lot of deliberate practice, and increasing control of the complex 
musculature involved in singing and acting. The differences between all intentions 
involved, which figure at several levels of specificity, together with their necessary 
interactions will here be analyzed according to a conceptual framework presenting 
them as an �intentional cascade� (Pacherie 2008). This framework allows a parallel 
discussion of philosophical analysis and empirical results pertaining to intentions. 
The philosophical analysis focuses mainly on the contents, representational format 
and functional role of each level of intentions and the interactions between the 
levels. Our discussion of the empirical, cognitive neuroscientific results will be 
constrained by the results of our philosophical analysis, which is being used as a 
heuristic for that discussion � as learned previously from the methodological Part 
I. Starting with the motor intentions, we will continue with the intermediate level 
of the proximal intentions, eventually arriving at distal intentions. Concurring with 
our methodological observations, each of these levels can be described in terms of 
the task for which they are responsible, the representations and operations involved 
in that task, and the neural mechanisms in which representations and operations are 
implemented. Furthermore, development and learning have differential effects on 
these levels of intentions, modifying both underlying mechanisms and the action 
representations, confirming the results of part II.

Contrary to what looks to many like an expert�s performance of mere automatic, 
implicit and unconscious motor movements, philosophical analysis of action points 
out the crucial fact that such an agent is actively guiding his movements, as is visible 
in his continuously correcting and adjusting these in response to environmental 
changes (Frankfurt 1978). The representations involved in these motor intentions 
contain not just non-conceptual information about stimuli and motor responses, but 
must be much richer and more complex to enable the guidance an expert visibly exerts 
on his actions. Since such complexity would put a large burden on his resources, it is 
welcome that these representations are compressed or �chunked� in an expert (Gobet 
and Simon 1996 ; Miller 1956). As he can rely upon thousands of such chunked 
representations that were stored during his long-term absorption with his art, the 
cognitive and neural processes are different for an expert compared to a novice. 
Indeed, those representations can be processed with limited neural activations, 
consequently allowing additional cognitive processes to occur simultaneously, which 
is why an expert appears to be less consumed by his own actions than a novice is. 

Kludge formation modifies the mechanisms that we refer to when explaining an 
expert�s performance, but not only with regard to motor intentions. Chapter III.3 is 
devoted to proximal intentions, which mediate between the implicit and situation-
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specific motor intentions and the distal intentions, which are explicit, conceptual 
in nature and future-directed. A philosophical analysis of the roles of proximal 
intentions teaches us that it is more difficult than just yielding a specification of a 
distal intention, or anchoring it in an appropriate situation such that corresponding 
motor intentions can be determined. For in exceptional situations, like in an 
avant-garde stage direction, an expert might want to block his habitual action as 
a competing distal intention may need to overrule the intention that is habitually 
realized under particular environmental conditions (Bratman 1987). The complex 
task of proximal intentions can be considered the result of not just one but rather 
two distinct processes, one interacting with the other, similar to the dual processes 
discussed in chapter II, 3. Connecting the two are complex action representations 
that are automatically put together in response to multiple factors by a �contention 
scheduling� process. This process can be modulated by a supervisory process, 
granting the agent some control over his automatic action if necessary (Norman and 
Shallice 1986). With reference to these two component mechanisms and a large set of 
stored action representations, all subject to change as a result of expertise, cognitive 
neuroscience can explain how the intricate roles of proximal intentions are realized 
and how these contribute to an expert�s sculpted space of actions.

Although Aristotle did reject the paradox of expert action mentioned above and 
contended that causal pluralism should be recognized with regard to action, it is still 
not obvious how distal intentions can contribute to what appears like an expert�s 
automatic actions. How is it possible that we can recognize an expert singer�s moral 
convictions and artistic style even when he tries out a new role , and not catch him 
in an awkward and hammed up performance? Surprising as this may seem, it is 
important to realize that counterproductive actions will likely occur and produce 
costly incoherencies if an expert�s comprehensive long-term intentions were not 
capable of constraining his ongoing performance. Consequently, we can expect that 
mechanisms are in place that are responsible for doing just that, for constraining 
his actions in line with his distal intentions. These distal intentions, then, perhaps 
not so much determine in detail an upcoming action but can rather be considered 
as constraints or filters that co-determine the action options available to an agent 
(Bratman 1987). A human agent typically integrates his multiple distal intentions 
in a complex and hierarchically structured narrative and shares this with other 
agents, adjusting it carefully when necessary. In doing so, he can employ the stable 
narrative configurations that are part of his cultural environment, deviating from 
them inevitably and sometimes at wish (Ricoeur 1992). Engaging in such narratives 
amounts to simulating actions similar to what was discussed before. Though the 
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action representations involved in these narratives are more comprehensive and 
stretch out further into the agent�s past and future, such simulations build upon the 
action representations at several levels of specificity that the agent has assembled over 
time as part of his expertise. Indeed, evidence confirming the �constructive episodic 
simulation hypothesis� confirms that there is a strong interdependence between 
the cognitive and neural processes for such simulation of a complex action and the 
processes responsible for the component representations involved in that simulation 
(Schacter and Addis 2007a). As a result, such action simulation not only allows an 
agent to consider the coherence between his intentions consciously and rationally, 
but in itself also influences the mechanisms that implicitly co-determine his future 
actions � again, contributing to the sculpted space of actions that enables an expert 
to act promptly and flexibly in a coherent and stable manner.

Putting the reader�s perseverance to the test, this dissertation thus ends its long 
trajectory with a more specific investigation of the relation between on the one hand, 
the different levels of intentions that are the subject of philosophical analysis and 
on the other hand, the cognitive and neural processes involved in realizing these 
intentions in actions. Equipped with our preparatory methodological results and 
with the insights about the dynamics of mechanisms as a result from learning and 
development, we are able to integrate the philosophical and cognitive neuroscientific 
approaches to intentional action. By mutually constraining each other, these 
approaches help us to understand and explain the amazing and admirable properties 
of expert action � be it the action of an opera singer who moves us when he embraces 
as Saint François the leprous man, or the action of a seasoned fellow citizen who 
courageously and carefully manages to defuse a public strife.
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1   INTRODUCTION: A COMMON CAPABILITY WITH 
DIVERGENT RESULTS*

The extent to which humans are capable of performing highly complex and socio-
culturally influenced cognition and action in a seemingly effortless way remains 
remarkable. Ranging from motor behavior like cycling or swimming, through the use 
of musical or surgical instruments, up to the concentrated efforts in social actions like 
acting on stage or the battlefield, humans perform these actions as if they have come 
completely naturally. The ease and speed with which experienced performers are 
capable of learning and adjusting their actions enhances this apparent naturalness. 
This appearance, however, conceals the efforts, attention and time that were invested 
before such results could be reached. A way of describing these results is to observe 
that humans are capable of �sculpting their space of actions�. The limitations on 
the available �space of actions� are hard to define in a general sense. Interestingly, it 
turns out to be malleable along several dimensions: the most obvious is that it can be 
expanded by including ever more types of action in it through learning and practice. 
A second dimension is the transformation of existing contents of the action space due 
to learning and practice, leading to astonishing differences in the performances of 
similar actions by experienced versus non-experienced individuals. Even for actions 
that stem from a rather common domain, the effects of the process of sculpting are 
clearly visible. As we will see in this dissertation, this sculpting relies on a wide variety 
of processes, ranging from automatization through endless repetition without much 
cognitive effort, to conscious control of specific components of the action. 

To be sure, the phenomenon of different processes contributing to action has 
long received attention from scientists and philosophers. It is akin, for example, 
to Aristotle�s reflection on our ability to habituate virtuous action in his Ethica 
Nicomachea and Politics. At first, Aristotle appears to determine only a single cause 
of action when he states that �prohairesis� or deliberate choice is the principle of action 
(Ethica Nicomacheia 1139 a 31). However, he continues with the observation that there 
is also a final cause involved and that �desire and reasoning with a view to an end� 
are at the origin of the choice (Eth. Nic. 1139 a 33). In fact, Aristotle elsewhere points 
out that there are at least seven causes determining human action, as he lists �chance, 
nature, compulsion, habit, reasoning, anger, or appetite� (Rhetorics 1369 a 5-6). 
Similarly, the moral excellence of a person depends on such causal plurality which 
includes not just deliberate choice, but also nature and habit (Murphy 2002). Indeed, 

* On pages 371, 373, and 375, �gures I, II, and III o�er simpli�ed representations related to the arguments 
made in Parts I, II, and III respectively. Figure I is particularly relevant as a represention of the main contents 
of section I.5.
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13  �is interpenetration of the di�erent causes marks the Aristotelian explanation for the emergence of the 
political community, in contrast to modern political theory as the latter usually distinguishes between the 
non-political nature of man and the necessity for him to avoid con�ict via the imposed construction of a 
state (Cherry and Goerner 2006).

such juxtaposition of causes has enabled man, the �animal who has the gift of speech� 
(Politics 1253 a 9-10), to develop not just his individual moral excellence but also to 
develop collectively the polis which subsequently influenced human flourishing.13 

A plurality of causes is not specific to a distinctive and intricate phenomenon like 
virtuous action. In several places, Aristotle compares the effects of practicing music 
with the effects of learning to act virtuously and then concludes that in both cases it is 
the formation of dispositions that is crucial (Woerther 2008). Moreover, he states that 
the word for development of excellent moral functioning stems from the word that 
refers to habit (ethos): �� �� ����� �� ���� ��
�	������� (Eth. Nic. 1103 a 17). Similarly 
for music, even though we depend on a natural disposition for habits to form, it is only 
after learning and practice that we may excel in an activity like playing the zither (Eth. 
Nic. 1103 a 35). In this dissertation, we will follow Aristotle and analyze some of the 
processes involved in human action, particularly intentional action while illustrating 
our analysis now and then with the example of an expert singer. Both in intentional 
action and in singing, we will find, a comparable plurality of causes and processes is 
at work. In many respects these converge in producing particular results, yet in other 
respects they seem to yield divergent and sometimes even counterproductive results. 
Since the example of musical performance does not involve difficult ethical issues 
associated with moral action, the complexity of explaining musical performance is 
easier to demonstrate. Before starting the discussion of four different methodological 
proposals regarding such explanatory work, which makes up this part, let us give a 
first impression of the complexity of explaining musical performance as it offers a 
glimpse of some of the issues treated in this book. 

It appears that the human capability for music and particularly for singing is 
observable in all parts of the world and in humans from all ages and perhaps has 
been prominent throughout human history (Mithen 2005). Indeed, in contrast to 
most animals, humans have a proclivity for music perception and performance from 
an early age on (Honing 2009; Trehub and Hannon 2006). Where humans prefer 
hearing music over silence, in non-human primates the situation is quite the opposite, 
as they prefer silence (McDermott and Hauser 2007). Infants also show a preference 
for hearing their mothers sing above hearing them speak (Nakata and Trehub 2004). 
From as early as a couple of months, infants and caregivers engage in exchanges of 
vocal play that can be said to be precursory to both singing and speech, although these 
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exchanges bear yet more similarities to singing than to speech (Papousek 1996). 
Apart from this ontogenetic importance of music and singing for human infants, 

music may also have played an important role in the evolutionary history of humans. 
More specifically, it has been suggested on the basis of interdisciplinary convergence 
of evidence that humans have evolved from �singing Neanderthals�: combined with 
gestures, it were music-like vocalizations that probably made up a communication 
system that gave the early hominids such an advantage over other animals (Mithen 
2005). Providing many benefits in terms of cognitive and behavioral development, 
social bonding and cooperation, the subsequent evolution of mankind occurred such 
that its musical abilities further evolved parallel to other abilities like speech. This  
co-evolution is further proof of the benefits that musical capabilities still provide, even 
after speech became available to humans in their history as a species or as individuals 
(Deacon 1997).

Notwithstanding this ancient evolutionary origin and general disposition for music 
and specifically for singing in humans, there are huge differences in the capabilities 
that individuals display � differences both in their behavior as in their cognition 
with respect to vocal music. Though most people can share in singing birthday songs 
and the like without much difficulty, their performance is poor in comparison to 
that of an experienced opera singer. Where the former may face difficulties when 
asked to join in halfway into a birthday song, to shift keys or to sing in another key 
than their neighbours, to keep on singing while cutting a birthday cake and the like, 
for opera singers fulfilling such requests is their daily bread. In comparison to non-
professionals these singers are faster learners and memorizers and better performers 
of complex scores - which they have learnt to read and analyze - , better in combining 
song with other cognitive and behavioral activities, better in monitoring and adjusting 
their song at will, and all of this with more ease than their amateur counterparts. 
How are these differences in the cognitive and behavioral expertise to be explained? 
What causal plurality is involved in musical performance and how do the effects of 
this plurality converge and diverge from each other? How is an individual�s space of 
actions sculpted by that plurality, and is there adequate coherence and consistency 
in this action space, or does the causal plurality confuse such an action space? For if 
habituation were to imply that singing is no longer fit for conscious control, it would 
be difficult to imagine what role formal music training could play, for example. And 
yet, even experienced singers continue to train, aiming to improve their vocal control 
and to practice new scores and refresh their command of previously studied scores.

Nonetheless, research has demonstrated that the differences between experts and 
amateurs or novices cannot be explained in a plausible way with reference to a single 
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cause only. Naturally, explanations for these differences in performance capabilities 
have often referred to an assumed uneven distribution of innate musical talents. 
However, innate talent is not the primary cause, as it is extended periods of deliberate 
practice more than anything else that distinguishes the two groups from each other 
(Ericsson, Krampe et al. 1993). Indeed, the role of practice for the development of 
specialist expertise has been shown in a variety of domains, ranging from sports to 
a unexpected domain like medicine (Charness and Tuffiash 2008). So it is not some 
innate nature on its own that can explain the differences, nor can practice do all the 
explanatory work, as we need to know what the effects of practice are.

It turns out that musical practice does have effects on the physical and neural 
resources that are being recruited for musical activities by experts and amateurs alike. 
Combination of lesion studies and neuroimaging suggests that there are correlations 
between the differences in expertise and the activations visible at the neural level 
of individuals� brains. There are some neural areas specifically devoted to musical 
abilities, as is evident from specific deficits in music cognition or behavior in patients 
with focal lesions to those areas. A review of evidence suggests that extended musical 
practice contributes to expertise, because it leads to distinct properties of both the 
neural organization and the processes responsible for the tasks involved (Peretz 2006). 

As research in musical expertise and performance is becoming increasingly 
popular in recent years, we cannot even attempt to give a comprehensive overview 
of relevant issues. But the short discussion above already demonstrates that an opera 
singer�s musical performance relies on an extended period of practice involving the 
interaction of natural neural resources, specific socio-cultural educational processes, 
patience and perseverance � first relying on parental guidance, after that hopefully on 
character and motivation � and finally the ability to master a score in harmony with 
his fellow performers. Clearly then, a plurality of causes already emerges, combining 
explanatory factors at the level of the brain, the individual�s psychological properties 
and environmental influences of family and society. Explaining such a multi-causal 
phenomenon requires handling and integrating these different determining factors. 

Indeed, causal and theoretical pluralism is becoming increasingly accepted in the 
life and cognitive sciences. Differentiation between levels of analysis, each retaining 
a relative autonomy, in biological science has allowed such explanatory pluralism to 
flourish.14 Instead of aiming for a unification within a single, comprehensive theory, a 
more modest form of integration in a complex explanatory account is more plausible 

14  Wimsatt has demonstrated in various contexts that complex and dynamic systems are made up by 
components that have a �relative autonomy� within such systems, as not all changes of a system have an 
immediate impact on the properties of all components, nor vice versa (Wimsatt 2007). In a similar vein, 
Beatty discusses the example of the contribution of multiple genes to a phenomenon. He refers to the �relative 
signi�cance� of distinct theories, each accounting for a particular subdomain within the larger domain of 
phenomena that a particular theoretical plurality aims to explain (Beatty 1997).
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(Mitchell and Dietrich 2006). Within the interdisciplinary domain of cognitive 
neuroscience, such explanatory pluralism also enables researchers to integrate 
insights from different disciplinary and theoretical perspectives, accounting for 
multi-causal phenomena related to the brain, cognition and behavior (Looren de 
Jong 2002). This includes the methodological step of hypothesizing �psycho-neural 
identities� which in cognitive neuroscience has been very fruitful in developing 
pluralist explanations, without surrendering psychology and neuroscience as distinct 
disciplines nor implying simple reductionism (McCauley and Bechtel 2001; see more 
on this in section 1.5 on mechanistic explanation). In light of such pluralism, we 
may expect a plurality of methods and theories involved in the explanation of a 
phenomenon like musical performance. 

In this part, we will discuss four models of scientific explanation that have been 
proposed as guides to how such complex phenomena can be explained in cognitive 
neuroscience. In spite of their differences, they all recognize that we need to include 
two distinct yet complementary ingredients. First, we need to define and describe 
the phenomenon under scrutiny with the help of an analysis of the concepts we use 
when referring to it. Second, when employing empirical methods to investigate that 
phenomenon scientifically, relating the empirical results to the phenomenon should 
not be taken lightly. Especially when a particular process, which belongs to the 
plurality producing the phenomenon, is investigated in isolation it may not always 
be easy to determine its exact role. Our discussion of the four explanatory models 
will demonstrate that the inclusion of both conceptual and empirical ingredients is 
in itself not enough to avoid stark differences between the models. Let us mention 
here in advance just in a few words how the four models to be discussed suggest the 
configuration of these ingredients.

The first model, discussing philosophical foundations of neuroscience, posits 
a strict distinction between the conceptual analysis that philosophy provides and 
the empirical facts that scientists can gather. Assuming that the philosophical 
analysis yields a consistent and adequate definition of psychological functions like 
consciousness and perception of pain, empirical science as such has no contribution 
to offer to assist with regard to conceptual problems, according to (Bennett and 
Hacker 2003). The second explanatory model distinguishes between three different 
perspectives on a particular psychological function, like visual perception. One 
perspective � the computational or task theory � is devoted to the definition of the task 
and its goals and to its decomposition in component tasks. The other two perspectives 
are meant to subsequently clarify the implementation of the task: the algorithmic 
theory should offer potential implementations in terms of the representations and 
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transformations involved in carying out the task and the neural implementation 
theory pertains to potential implementations of the task in the brain. In this case, the 
three theories are �loosely� dependent upon each other and can mutually constraint 
each other somewhat (Marr 1982). The third model loosens this relation between 
conceptual or definitory ingredients and empirical ingredients even further. It is 
specifically developed for the investigation of Neural Correlates of Consciousness, 
but is being applied to other functions as well. Here, the target is to find specific 
correlations between a specific instance or example of conscious experience and 
neural activations, for example by looking for brain activation patterns that correlate 
with the conscious percept of a visual bi-stable object like the Necker cube (Logothetis 
and Schall 1989). Instead of offering a preliminary definition of consciousness, 
which has proven very hard to do, some researchers even hope to avoid that task and 
instead discover gradually a neural correlate that turns out to underlie all different 
instances of consciousness (Lamme 2006). Although we will argue that this model is 
in vain trying to avoid conceptual problems, it does hint at the fact that conceptual 
and empirical insights can be used to mutually constrain each other. This is what 
the mechanistic explanatory approach explicitly invites scientists to do, as it aims 
to localize increasingly detailed explanatory mechanisms that are responsible for a 
particular function. Starting with heuristics that demand a preliminary definition 
and decomposition of a function, it acknowledges that scientists may have to revisit 
their initial conceptual insights when the insights in responsible mechanisms suggest 
to make conceptual adjustments (Bechtel and Richardson 1993). To this strong plea 
for the integration of insights in the model of mechanistic explanation we will add an 
analysis how this form of explanation offers the necessary resources for explaining 
dynamical changes as they happen during development and learning. 

After this preparatory work, we can proceed to Part II, where our focus will 
be on the hierarchical yet modifiable structure of complex cognitive and neural 
mechanisms like those responsible for action, or for singing. For it turns out that 
development and learning often lead to such a hierarchical structure, and that it is 
this structure that is responsible for the individual�s enhanced capabilities in terms 
of increased processing speed, stability, adaptivity and diminished recruitment of 
cognitive resources. Explaining a complex phenomenon therefore does not only rely 
on the inclusion of a causal plurality but also needs to account for the dynamical 
changes that can affect such a structure and its properties. This complicating factor 
makes the lack of unanimity regarding the preferable model of explanation for this 
research endeavor even more understandable.

With the help of these results concerning the explanatory nature of cognitive 
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neuroscientific research and concerning the structure and dynamics of complex 
cognitive processes we will focus in Part III on the primary object of this dissertation: 
human intentional action. Treating in parallel philosophical analyses and empirical 
results with regard to action, we will find how intentional action is similarly 
determined by a causal plurality that together might explain both differences and 
similarities between individuals. Intentions will be found to function at different 
levels of specificity or proximity, with all levels of intentions contributing to an 
agent�s sculpted space of actions as intentions can dynamically affect the mechanisms 
underlying this space. This space itself enables him to act in a more consistent way 
than he would have done without such a sculpted space.
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2  CONCEPTS AS DELINEATIONS FOR EMPIRICAL CONTENT15

In the previous section, a comparison was made between amateur and expert 
singers. As we saw, differences were partly due to training and education, which had 
a differential impact on neural organization of the brain of these two groups and on 
relevant cognitive and motor processes. Nevertheless, it seems reasonable to include 
both groups of singers in a cognitive neuroscientific study of singing. In other words, 
it does not seem sensible to separate these groups and to argue that amateur and expert 
singers are in fact doing something completely different when they sing � making 
a comparison between the two groups unacceptable. Moreover, as a determined 
amateur singer can usually develop into an expert singer after appropriate training, 
the two are distinct in a gradual sense only. Apparently, no distinction in the 
underlying processes is enough to dissuade us from treating amateurs and experts 
alike as objects for a study in singing. However, it is not always so easy to decide 
whether two distinguishable groups can be considered to be performing the same 
cognitive or behavioral task. 

Sometimes it is difficult to judge if observable differences between subjects 
force us to split a group into two �or even more- different groups with respect to a 
particular task. For example, are the vocalizations of monkeys to be considered as 
singing and can we compare their performance and underlying processes with those 
of human singers? Or at what moment during child development do we accept a child 
to be singing and not just making vocalizations? And how about those animals most 
kindred to us with respect to music: the birds? It may prove difficult to deny that 
birds are singing, even though there are differences in human and bird song.16 Are 
we therefore allowed to compare their cognitive and behavioral processes with those 
of human singers, or will that not inform us about human singing because of the 
differences between the two species?

It is such conceptual questions that motivates the methodological approach to 
cognitive neuroscience advocated in the joint work of neuroscientist Bennett and 
philosopher Hacker. With their much debated book �Philosophical Foundations of 

15  �e present discussion of Bennet & Hacker�s work elaborates on the critical articles that were published 
together with Stephen Cowley. Our critical review article (Keestra and Cowley 2009) received a rather harsh 
response in (Hacker and Bennett 2011) which we rebutted in our (Keestra and Cowley 2011). �anks are 
due to Stephen Cowley for this collaboration.
16  Distinctions between human and bird song are o�en made with reference to their structural properties. 
Especially in the light of structural properties like syntax and recursivity, qualitative di�erences between 
human and bird song seem obvious. However, these distinction then rely on the assumption that singing is 
for both species a form of communication of meaning � cf. (Hauser, Chomsky et al. 2002).
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Neuroscience� (Bennett and Hacker 2003) they make a strong plea to give priority 
to conceptual analysis of psychological functions under study and to subordinate 
empirical studies to the a priori concepts of such functions. Their strict distinction 
between the results of conceptual analysis and scientific research leaves limited room 
for influences of empirical research on concept definitions. Given the extremity of 
their position, it provides a useful starting point for our current search for a proper 
method to align investigations of subjects that perform comparable actions yet in 
remarkably different ways. 

2.1  Concepts as ‘clean instruments’ for neuroscience
Being a neuroscientist and a philosopher respectively, Bennett and Hacker start 
their jointly written volume by declaring that: �[i]t is concerned with the conceptual 
foundations of cognitive neuroscience � foundations constituted by the structural 
relationships among the psychological concepts involved in investigations into 
the neural underpinnings of human cognitive, affective and volitional capacities. 
Investigating logical relations among concepts is a philosophical task. Guiding that 
investigation down pathways that will illuminate brain research is a neuroscientific 
one. Hence our joint venture� (Bennett and Hacker 2003 1). After they declare a 
strict distinction between philosophical and neuroscientific tasks and state their 
view that there are conceptual foundations involved in neuroscience, we learn that 
they were motivated by a serious dissatisfaction with neuroscientific writings with 
regard to these foundations. For they held �a suspicion that in some cases concepts 
were misconstrued, or misapplied, or stretched beyond their defining conditions of 
application� (Bennett and Hacker 2003 1). Apart from the question what �defining 
conditions of application� imply and what role these have � to which we�ll return 
later � the picture that emerges is that the investigation of concepts does not belong 
to neuroscience�s tasks. On the contrary, neuroscience has to accept and correctly 
apply the concepts when carrying out its own task. What then is that task, if it is not 
in any sense involved in the investigation of concepts, or in the construction or the 
development of new forms of application of concepts?

As we can expect from the above, neuroscience is said to deal solely with empirical 
issues, as: �[i]t is its business to establish matters of fact concerning neural structures 
and operations� or to �explain the neural conditions that make perceptual, cognitive, 
cogitative, affective and volitional functions possible� (Bennett and Hacker 2003 1). 
Establishing facts and explaining conditions are indeed empirical scientific tasks, but 
still their being logically distinct from the philosophical task needs to be specified. 
This is done by means of a parallel: �we distinguish between the statement of a 
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measure and the statement of a measurement� (Bennett 2007 129) � neuroscientists 
taking the measure for granted and employing it in their business of measuring their 
objects. Clarifying the logical difference, the authors go on to say that the statement 
of measure is �normative (and constitutive)�, while the statement of measurement is 
purely �descriptive� (Bennett 2007 130). What does this relation between statement 
types amount to in neuroscience?

The task of neuroscience can allegedly only take place once the philosophical 
task of concept analysis has already being carried out. And this task is allegedly not 
empirical in nature but prerequisite to it. As such, Bennett and Hacker do at times 
compare the relation between the two tasks with the relation between mathematics 
and physics, for instance when they write: �[n]onempirical propositions, whether they 
are propositions of logic, mathematics, or straightforward conceptual truths, can be 
neither confirmed nor infirmed by empirical discoveries or theories. Conceptual 
truths delineate the logical space within which facts are located. They determine 
what makes sense. Consequently facts can neither confirm nor conflict with them� 
(Bennett 2007 129).17 The middle sentence captures the nature of the relation between 
the two tasks: first, a conceptual space must be defined in which, second, empirical 
facts can be placed. Without a given conceptual space, it seems, empirical facts 
cannot make sense at all. How would this work?

How would a cognitive neuroscientific study of a particular function like action 
or consciousness depend upon there being a preliminary conceptual space in which 
facts about that function have to find their place? Such a study often requires the 
issues like those mentioned earlier regarding singing to be resolved: can we compare 
animals and humans, is there a relevant difference between children and adults, 
and so on. If scientists are investigating consciousness, the authors argue that 
similar questions can be answered once the logical space is already determined by 
the apriori, conceptual truths concerning consciousness: �Philosophy is concerned 
with elucidating the defining features of consciousness (its a priori nature). [�] 
Neuroscience, presupposing the concept of consciousness as given, has the task of 
investigating the empirical nature of consciousness [�]�(Bennett and Hacker 2003 
403). Obviously, neuroscience has nothing to contribute to the definitory work, on the 

17  Acknowledging that empirical scientists are not always happy with this division of labour and the 
immunity from empirical critique that it renders to philosophical analysis, the authors insist upon the non-
empirical nature of it and the analogy with mathematics: �[f]or neuroscientists such as Edelman to deplore 
the methods of philosophers as hopelessly a priori is as misguided as it would be for physicists to deplore the 
methods of mathematicians as a priori� (Bennett and Hacker 2003 402, cf. pp. 7, 385). What they overlook, 
however, is that the allegedly non-empirical nature of mathematical theorems is itself disputed in the theory 
of mathematics (Crowe 1988 ; Lakatos 1976).
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contrary. Elsewhere they elucidate their idea of defining an object with the example 
of a vixen: �an animal can be said to be a vixen if and only if it is a female fox� 
(Bennett 2007 ; Hacker and Bennett 2011). The example certifies that this definition 
of a vixen does not include biological or genetic information,18 but instead remains 
within the verbal realm. However, the question is whether such a conventional or 
nominal19 definition adequately captures the difficulty of defining consciousness or 
other psychological functions. If defining such functions is more problematic, as we 
believe it is, this seriously undermines this methodological proposal

Let us explain our doubts with the example of consciousness. Hacker and Bennett 
responded to our critique of their approach in (Keestra and Cowley 2009) with the 
acknowledgment of assuming the following: �We took it for granted that we all know 
how to use the word �conscious� and its cognates �for that is all that is necessary 
for the clarification of the concept of consciousness” (Hacker & Bennett, 2011, p. 411, 
italics in original). Crucial here is their relying upon a �we� that �all know� how to 
use this word. That their approach deserves to be called �anti-empirical conceptual 
analysis� (Sytsma, 2010) is not difficult to demonstrate in the context of consciousness. 
A succinct survey of philosophical accounts of consciousness shows that competent 
philosophers have not yet been able to settle their debates concerning consciousness 
and conscious states (Kriegel 2006), and the presence of heated public debates about 
animal consciousness and euthanasia of patients in a vegitative state confirms that a 
public community of competent speakers has not yet universally accepted a particular 
meaning of those intricate concepts. 

Still, according to this proposal, the definition of the concept for a function rests 
not just upon a single but upon two interdependent sorts of information. First, a 
definition of a concept relies upon its relation to other concepts. Second, and integral 
to the meaning of a concept, are the criteria for the use of such a concept in this view. 
Let us first elucidate the role of conceptual relations. The clarification of concepts 
and conceptual networks that we use when describing facts is carried out in analytic 

Concepts as delineations for empirical content

18  De�ning a fox and even de�ning femininity can be harder than is o�en assumed � even though most 
people would agree on some standard de�ning features of gender, whereas there may be more instances 
when doubt about the genus of a given cat-like animal arises. 
19  Even though the authors praise Aristotle for paving the way for their type of criticism of conceptual �aws, 
they did not recognize that in fact, in Aristotle�s Posterior Analytics, there is a transition without strict 
separation from nominal to explanatory or causal de�nitions (Charles 2000; Demoss and Devereux 1988) 
� in contrast to the logical distinction made by Bennett and Hacker. In addition, for Aristotle, explanatory 
pluralism renders de�nition of biological functions and properties unlike de�nition of mathematical objects 
(Gotthelf 1997). Like Aristotle, I think that this also holds for psychological functions: these vary both in 
di�erent kinds and within a single individual. �us bodily aspects are needed in analysis, description and 
explanation of psychological functions (van der Eijk 1997).
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philosophy in the form of a ‘description of our conceptual scheme’ (Bennett and 
Hacker 2003 439, italics in original). This conceptual scheme is nothing new, they 
themselves say, it is even �the ordinary conceptual framework�. Ordinary indeed, 
for: �[i]t consists of the familiar array of concepts we have all acquired in the course 
of mastering the humdrum psychological vocabulary of sensation and perception, 
cognition and cogitation, imagination and emotion, volition and voluntary action, 
which we employ in our daily lives� (Bennett and Hacker 2003 114). Nonetheless, 
these ordinary concepts are being compared with instruments, which tend to have a 
more specific function and use.

Even though the concepts making up the framework are not specifically designed 
by or for neuroscience, they are said to function inevitably as �spectacles through 
which psychological phenomena are viewed and understood.� Since spectacles 
interfere with a person�s vision, there is a risk involved: �[i]f these spectacles are askew, 
then neuroscientists cannot but see the phenomena awry� (Bennett and Hacker 2003 
115). Apparently, even though spectacles are usually made with a specific function 
to fulfill or to compensate for a specific person�s vision deficit, the authors hold that 
ordinary concepts can similarly be considered to be askew or not. Confirming this 
is their statement that words: �are the instruments of thought and reasoning� and 
their insistence that it �behoves us to be aware of our instruments and to ensure that 
they are clean� (Bennett and Hacker 2003 381). In sum, in spite of its being ordinary 
and non-scientific in nature, our conceptual scheme or framework can allegedly be 
analyzed � and corrected, if necessary - in such a way that it provides lay-persons 
and neuroscientists alike with correct spectacles or clean instruments. Even thought 
we doubt the appropriateness of this comparison of concepts with functional 
instruments, in the next section we will show where the authors believe that we find 
our conceptual instruments or how we can adjust our conceptual spectacles.

2.2  Connective analysis and ascription criteria
Cleaning our concepts, which we need as instruments, is partly carried out by a 
method Bennett and Hacker write about in a methodological section on �Connective 
analysis in philosophy�. There they write that such a connective analysis: �traces, 
as far as is necessary for the purposes of clarification and for the solution or 
dissolution of the problems and puzzles at hand, the ramifying logico-grammatical 
web of connections between the problematic concept and adjacent ones� (Bennett 
and Hacker 2003 400). The web of connections should inform about the �logical 
possibilities� or the �combinations of words [that] are significant and can be used, 
within or without science, to say something true or false� (Bennett and Hacker 2003 

nieuw–deel 1.indd   33 04-12-13   11:10



3534 Part I  |  Chapter 2 Concepts as delineations for empirical content

401). The description of this result cannot be compared to cleaning instruments or 
correcting vision, as the latter activities allow gradual improvement, while logical 
possibility does not. Indeed, a logical possibility implies a definitive answer to a 
question like: �[w]hat kinds of things can be coloured � that is, what are intelligible 
subjects of colour predicates� (Bennett and Hacker 2003 130, italics in original). But 
this latter example is quite specific and involves the logico-grammatical relation 
between subject and predicate that is of particular concern to the authors and which 
they discuss with regard to the mereological fallacy that they find to be commonly 
made in cognitive neuroscience writing. We will come back to that later, but will first 
consider more closely how a connective analysis can deliver the �defining features� for 
a psychological function like consciousness.

The nature of the connective analysis that should deliver the necessary web of 
connections is rendered relatively clearly at the beginning of the section on one of 
many forms of consciousness: transitive consciousness. �Transitive consciousness 
lies at the confluence of the concepts of knowledge, realization (i.e. one specific form 
that acquisition of knowledge may take), receptivity (as opposed to achievement) 
of knowledge, and attention caught and held, or given. The various categories or 
kinds of transitive consciousness that we have distinguished are differently related 
to these. We shall sketch some of the connecting links and some of the conceptual 
differences between these loose categories� (Bennett and Hacker 2003 253, italics 
in original). What can be learnt from this statement is that a particular form of 
consciousness is indeed being analyzed with the use of � �adjacent� - concepts that 
are useful for describing or defining transitive consciousness. For instance, transitive 
consciousness can be described as a form of knowledge about an object, it being a 
knowledge that is not actively achieved or attained. Instead, the contents of transitive 
consciousness are, according to this analysis, merely being noticed, realized or one 
just becomes aware of them (Bennett and Hacker 2003 253). Such establishment of 
a conceptual framework when defining a concept does seem useful. What remains 
unclear, however, is what the source of the relevant web of connected concepts is and 
precisely how they are so sure about the relations between concepts when describing a 
phenomenon like this.20 For instance, one could wonder whether previously attained 
knowledge influences transitive consciousness, heightening the receptivity of a 

20  �ere are places when Bennett and Hacker are less certain or where they acknowledge that strict 
delineations are di�cult to achieve. An example is emotions. Notwithstanding the remarkable conciseness of 
the chapter � only 25 pages, in contrast to some 130 for (self-)consciousness � they introduce an uncommon 
subdivision of a�ections into emotions, agitations and moods, only to admit later that the: �boundaries 
between emotion, agitation and mood are not sharp� (Bennett and Hacker 2003 202).
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subject as it does for some objects more than for others. If so, should we distinguish 
different forms of transitive consciousness? How should we decide such cases, where 
do we find the criteria to decide one way or another?

The authors do not appear to have much doubt about such matters regarding 
the source of the array of concepts or their applicability, as was evident from the 
quote above in which they referred to common knowledge about the use of the 
word �conscious� and related words. Apparently, their equation of meaning and use 
� inspired by their interpretation of Wittgenstein - has found an uncomplicated 
application in the context of the conceptual foundations of neuroscience, even with 
reference to not undisputed concepts like consciousness. But these disputes will not 
easily affect the approach of Bennett and Hacker, since they put some conditions in 
place such that their assumption of consensus is not easily threatened. 

The assumed consensus is grounded in the existence of a community of speakers, 
which � perhaps tacitly � has determined correct and incorrect explanations for 
verbal meanings. In so doing, words within such a community have a rule-governed 
use, which in turn determines their meaning (Bennett and Hacker 2003 382). 
Two additional conditions further restrict the source of word use grounding the 
investigated conceptual definitions when the authors state that they rely on �what 
competent speakers, using words correctly, do and do not say� (Bennett and Hacker 
2003 400). The conditions of competence and correctness of use do to a large extent 
overlap or define each other reciprocally: incompetence in language use is observed 
especially through the incorrect use of verbal expressions, and vice versa. Combined, 
these conditions here depend again upon the presence of conceptual consensus 
within a given community. As a result, the authors modestly claim to offer only: 
�the ordinary conceptual framework properly elucidated� (Bennett and Hacker 2003 
114), intending to be uncontroversial and merely �to outline distinctions which are 
familiar and in constant use� (Bennett and Hacker 2003 117).

Such consensus must be assumed as it also provides the basis for a speaker�s 
competence to develop: �[a] competent speaker is one who has mastered the usage 
of the common expressions of the language� (Bennett 2007 146). They illustrate 
the latter with examples that refer to words black, vixen, perambulate, man and 
ten o�clock. Avoiding discussion here of the potential disagreements on particular 
instances of these words, even though we believe these are all less complicated than 
�conscious�, let us end this section with some more information on the criteria for 
use, since word use plays such an important role in this approach. Indeed, words and 
concepts will be found to be of importance for the other methodological approaches 
as well, so the present discussion prepares us for the treatment of those as well.
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Closely related to the connective analysis, laying bare the conceptual framework 
or the web of connections between concepts, there is a second source of information 
about their meanings. This source is derived from observing cases in which these 
concepts are or are not being used. According to the authors, psychological concepts 
such as consciousness, perception and emotions are being used meaningfully 
only in relation to other human beings.21 The rules that appear to be determining 
such application of these concepts are related and complementary to the rules that 
determine the connections mentioned above: �[t]he criterial grounds for ascribing 
psychological predicates to another person are conceptually connected with the 
psychological attribute in question. They are partly constitutive of the meaning of the 
predicate� (Bennett and Hacker 2003 83). To such ascription criteria of a psychological 
function belong particularly the behavioral expressions that are connected to that 
function. In the case of pain, for example, it is pain-behavior like moaning that is 
relevant: �Pain-behaviour is a criterion � that is, logically good evidence for being in 
pain�, the authors write, and they conclude: �[t]hat such-and-such kinds of behaviour 
are criteria for the ascription of such-and-such a psychological predicate is partly 
constitutive of the meaning of the predicate in question� (Bennett and Hacker 2003 
82).22 They emphasize that the fact that behavioral criteria are partly constitutive of a 
concept�s meaning distinguishes these criteria from being mere inductive evidence.

In contrast to such behavioral and non-inductive evidence, neuroscientific 
investigation of psychological functions like pain or consciousness, aims to produce 
inductive evidence concerning the brain events associated with such a function. 
Preliminary to such scientific investigation, the authors argue, a non-inductive 
and logically sound ascription of pain or consciousness can and needs to be made 
to a subject that is being neuroscientifically investigated. That ascription rests 
upon the investigators using these words correctly, including controlling whether 
the behavioral criteria for application of these words are being met. If a subject is 

21  Sytsma justly emphasizes that B&H fail to produce empirical evidence with regard to the words that they 
subject to connective analysis and has consequently called the method of PFN �anti-empirical conceptual 
analysis�. To underline this diagnosis he produced empirical evidence that, contrary to the authors� intuitions, 
a signi�cant portion of subjects don�t hesitate to apply the verb �calculate� to computers �though B&H reject 
this as nonsensical (Sytsma, 2010).
22  Debate about behavioral criteria is likely to emerge, especially with regard to an elusive phenomenon like 
consciousness. Indeed, an fMRI and clinical study of patients diagnosed with only vegetative consciousness 
has shown that some patients were able to willfully change their conscious state in such a way that it was 
detectable with imaging techniques, in the absence of any distinct behavioral responses (Bennett and Hacker 
2003 202). However, such an approach has been criticized with reference to the behavioral criteria required 
by Hacker, as in (Monti, Vanhaudenhuyse et al. 2010) � these criteria would still not be ful�lled with fMRI 
evidence. An interesting alternative has been proposed, namely to use a brain-computer interface as a way 
of facilitating behavior to patients without any muscular control (Nachev and Hacker 2010).
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not meeting those � non-inductive, behavioral � criteria, the inductive evidence 
derived from the neuroscientific investigation cannot be correctly correlated to the 
psychological function that the investigators believe to be scrutinizing. The logical 
order is such that only if the ascription criteria are met, the empirical evidence 
can be inductively correlated to the alleged function: �if such inductive evidence 
conflicts with the normal criteria for the ascription of a psychological predicate, the 
criterial evidence overrides the inductive correlation� (Bennett and Hacker 2003 
83). If applied to an example like vixen, this seems evident: if closer inspection of 
a particular animal that a scientist calls �vixen� produces evidence that the animal 
is in fact a female wolf or that it is a male fox, further evidence about it does not 
apply to vixens, too. This observation does however merit further specification: 
evidence about gender specific features or about features that are used to distinguish 
wolves from foxes may no longer be applicable. Therefore, it may make sense only 
for such limited examples and in a limited sense to declare that: �[c]onceptual truths 
delineate the logical space within which facts are located� (Bennett & Hacker, 2007, 
p. 129). Indeed, we may doubt whether interdependence between scientific facts and 
conceptual truths can be avoided, for example concerning an animal�s gender and its 
precise species definition. 

Generally, natural kind concepts and classifications in the life sciences and 
behavioral sciences lack the kind of unity and demonstrate much more divergence 
than can be found in domains with less complex and dynamical phenomena, like 
chemistry (DuprØ 2001). The reason is that phenomena studied by the life and 
behavioral sciences are generally produced by a much greater and wider range of 
causes, which simultaneously determine these phenomena. Correspondingly, any 
attempt at delineating a logical space that consistently and comprehensively encloses 
only those facts that pertain to an allegedly definable psychological function 
must take a variety of criteria and logical connections into account. Otherwise, 
the conceptual space runs the risk of resting upon ill-founded assumptions about 
a domain�s contents, like its definability and the uniqueness of its corresponding 
definitions (Hacking 1991). In the final section on this approach that aims to define 
conceptual foundations of neuroscience, we will demonstrate where it runs into 
trouble and what consequences can be drawn for the relation between psychological 
functions, the concepts that correspond to these and neuroscientific evidence with 
regard to these.

2.3  Non-convergent and variable criteria, and their implications
In a field where causal pluralism affects relevant phenomena, exceptional and 

nieuw–deel 1.indd   37 04-12-13   11:10



3938 Part I  |  Chapter 2 Concepts as delineations for empirical content

surprising cases will likely obtain. Referring to our example of singing again, we 
doubt whether people would always agree in deciding whether or not a person who is 
making vocal sounds is singing. At what age do we ascribe �singing� to an infant and 
not just babbling? Similarly, are religious recitations instances of singing, or rather 
peculiar intonated readings? Will we agree on when a speaker of a tonal language, 
like Mandarin, has shifted from speaking to singing? Are there perhaps even cases in 
which we ourselves unwittingly made such a shift? The blurred distinctions between 
speech, recitation, babbling and singing as well as our probable disagreements 
suggests that such concepts are in fact formed and used as prototypes, rather than 
definable under the conditions suggested by Bennett & Hacker.23 Since there are 
conventional concepts like �bachelor� or perhaps �vixen� that are rule-governed, our 
language probably contains both prototypical and rule-governed concepts (Ashby 
and Ell 2001). The advantage of concepts as prototypes is that speakers can apply such 
concepts with some liberty and still remain understandable.24 A strictly delineable 
conceptual space does not allow such liberty in use, as the disputed status of �blind-
sight� demonstrates.

This example refers to investigations of a famous patient, who was found in 
specific behavioral experiments to demonstrate �good visual discrimination capacity 
in the absence of acknowledged experience� (Weiskrantz, 1997, p. 19) � behaviorally 
responding above chance to a stimulus, whereas she explicitly denied perceiving that 
stimulus. From this surprising combination of behavioral evidence for, yet verbal 
evidence against perceptual discrimination in this patient, Weiskrantz concluded 
that she suffered from �blind-sight� (Weiskrantz 1997 19). This was how he addressed 
the issue that the facts collected in studying this patient did not permit insertion in 
either the conceptual space for �visual perception� nor in the space for �blind�. Indeed, 
if we consider these spaces for a moment as �logico-grammatical� Venn diagrams, 
one could even imagine that the spaces �visual perception� and �blind� overlap at some 
point. In this overlapping area, then, the facts pertaining to this patient could be 
located. However, Bennett & Hacker argue otherwise.

23  Stokhof points out that for Wittgenstein it is not just the normative practice of rule-following that 
constitutes the meaning of concepts. In addition to these, constraints imposed on our practices by our 
environment and our human nature have an impact on our conceptual schemas (Stokhof 2000), which are 
not articulated in Bennett & Hacker�s approach.
24  A prototype theory of psychological concepts has been proposed � on various grounds � by Paul 
Churchland (Churchland 1988). Elaborating on the ideas of Churchland and others, another conception 
of concepts as state spaces can be found in (Gärdenfors 2004a). �ese authors contest the assumption 
that concepts are always rule-governed (or symbolic). Although our approach to the process of �sculpting 
the space of actions� has some a�nity with theirs, we aim to show how rational considerations can also 
contribute to this process of sculpting a state space that pertains to actions.
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Their conclusion regarding �blind-sight� is straightforward and relies on their 
assumption of the strict definability of psychological concepts, partly constituted by 
their behavioral criteria. To begin with, they observe that in this patient �the normal 
convergence of indices of sight �namely, appropriate affective response, behavioural 
reaction, reoriented movement, verbal description, answers to appropriate questions, 
etc. � is subtly disrupted.� Then they refer to their assumption that �such convergences 
constitute the framework within which verbs of vision are taught and used. (...) The 
consequence of a conflict of criteria is that one can neither say that the patient sees 
objects within the scotoma nor say that he does not.� Finally, their conclusion from 
this is that this patient�s case �indicates the inapplicability of a concept under special 
circumstance� (Bennett & Hacker, 2003 396, italics not in original). With concepts 
that function as prototypes, this conclusion of conceptual inapplicability is avoidable. 
Apart from the conceptual dispute, it is important to realize the consequence for 
the empirical evidence gathered by investigating this patient: according to Bennett 
& Hacker it will have little relevance for the explanation of normal vision. Before 
explaining this position and then contrasting it with the cumulating evidence for the 
divergence with regard to psychological concepts and behavior, let us underline what 
is at stake in the present case of blindsight. 

Given their assumption that psychological concepts can be assigned strictly 
delineated logical spaces for which both logico-grammatical and behavioral criteria 
are to be used, there is principally no room for divergences regarding the use of those 
concepts. This also holds for those cases where some criteria for the use of a particular 
concept are met, while other criteria appear to be contradicted. Such divergence of 
criteria would allegedly render a concept meaningless and consequently useless. 
Accordingly, a concept is never applicable in those situations in which conflicts arise 
with respect to the criteria that should determine the use and hence the meaning of 
the concept. In contrast to a prototype theory of concepts that allows some distortion 
and divergence in the formation and use of concepts (Ashby and Ell 2001), as does 
a theory of concepts that projects a multi-dimensional state space for a concept 
(Gärdenfors 2004b), Bennett & Hacker cannot permit any flexibility in the criteria 
that constitute the meaning of concepts. Indeed, in their response to our critical 
review article (Keestra and Cowley 2009), they compare the correct application 
of concepts with following the rules in a game where those rules in fact constitute 
the game. This odd metaphor brings them to take on a judge-like function when 
writing: �Far from delimiting neuroscience or narrowing its scope, we constrain it 
only in the sense in which one constrains draught players in pointing out that there 
is no checkmate in draughts � which is no constraint� (Hacker and Bennett 2011 
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461). However, the arguments here and in our rebuttal (Keestra and Cowley 2011) 
suggest that if this metaphor of concepts as rule-governed games holds at all, it has 
very little value for psychological concepts. For with regard to psychological concepts 
we should expect, for various reasons, a variability and divergence that makes a 
different theory of concepts more appropriate. Such a theory could then also allow 
the scientific investigation of an extraordinary case like blindsight some relevance for 
the explanation of normal vision. Bennett & Hacker, on the other hand, cannot allow 
such an applicability of insights in blindsight to cases of normal visual perception.

The reason they offer to deny that a patient that we diagnose as and call �blind-
sighted� can yield any neuroscientific insight on perception is as follows. Given 
their assumption that the behavioral criteria are partly constitutive of the concept 
�seeing� or �vision�, the acceptance of the contradictory criteria that are applicable 
to this patient would in fact imply that we change the concept itself. Given the 
connections between concepts � that are subject of a connective analysis � such a 
conceptual change could not be made without in turn modifying all those concepts 
related to �seeing� or �vision�. Eventually, the consequences would be wide-ranging 
for many concepts and phrases in which these figure. When redefining a word like 
�perceiving� or �remembering�, neuroscientists would be obliged to do the following: 
�New formation rules would have to be stipulated, the conditions for the correct 
application of these innovative phrases would need to be specified, and the logical 
consequences of their application would have to be spelled out. Of course, if this 
were done, the constituent words of these phrases would no longer have the same 
meaning as they have now. So neuroscientists would not be investigating the neural 
conditions of thinking, believing, perceiving and remembering at all, but rather those 
of something else, which is as yet undefined and undetermined. But this is patently 
not what neuroscientists wish to do� (Bennett and Hacker 2003 384, italics not in 
original). Or, applying once more their metaphor mentioned in the previous section, 
the neuroscientists that investigate �blind-sighted� patients would play chess while 
those that focus on normal vision are playing draughts or even baseball � precluding 
any useful exchanges or competition between the two.25 

An interesting asymmetry emerges between neuroscientific results pertaining to 
an exceptional case like a patient with �blind-sight� and results pertaining to normal 

25  In the terms that Christensen & Sutton use in their discussion of an integrated approach to moral 
cognition, Bennet & Hacker would assume that it is possible to construct a �clean taxonomy� for such a 
cognitive function. Christensen & Sutton, in contrast, argue that we cannot avoid �messy taxonomies� for 
such functions due to the �complex underlying causal factors that overlap across categories� (Christensen 
and Sutton 2012).
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subjects. Indeed, although the authors believe that although neuroscientists �can 
brilliantly explain why patients cannot behave as normal humans can in a multitude 
of different ways� (Bennett and Hacker 2003 365), explaining normal functioning 
cannot refer to such neural conditions. In contrast with explanations of pathological 
behavior, to �explain typical human behaviour, one must operate at the higher, 
irreducible level of normal descriptions of human actions and their various forms 
of explanation and justification in terms of reasons and motives (as well as causes)� 
(Bennett and Hacker 2003 365). Even though causes are added � albeit in brackets � to 
the list, these are not subsequently clarified like the other ingredients. So it remains 
unclear whether these causes refer to the tendencies or habits of an individual, to the 
moral and social norms or to other not explicitly mentioned ingredients. In any case, 
the authors appear to render only a secondary role to causal conditions when humans 
are explaining each other�s typical behavior, even though humans typically accept 
that causal conditions at the neurophysiological level do offer bottom-up constraints 
on someone�s behavior. We will come back to that in section I.2.4. Here, we would 
like to add another argument why we believe that the authors� assumptions are not 
warranted, suggesting as they do that it is always possible to make a clear distinction 
between normalcy and pathology and suggesting that there is always consensus 
concerning the use of psychological concepts within a community of competent 
speakers. 

In contrast to these assumptions, researchers tend to accept that divergence is 
prevalent in the context of behavioral criteria, concept use and even neural correlates 
of human psychological functions. Textual analysis and interpretation have long 
suggested historical and cultural diversity in these contexts (Lloyd 2007 ; Snell 
1975). In addition, psychological and psychiatric experiences suggest that subjects 
of different cultures do not only differ in the use of psychological concepts but 
also in their expectations of behavior corresponding to the psychological functions 
referred to with these concepts (Chaturvedi and Bhugra 2007).26 Additional insights 
on etiology and clinical phenomena support the proposal that the strict distinction 
between pathological and normal states cannot be upheld, whereas a more gradual 
distinction between those states seems more plausible (cf. (Hyman 2007 ; Newsome, 
Scheibel et al. 2010)), adding to the divergences.27 A main reason that such divergences 

26  Arguing for a more dynamical mode of classi�cation, Hacking points to fact of a �looping e�ect� of 
psychological and psychiatric classi�cations. Such classi�cations tend to in�uence the groups to which they 
apply, making people labeled as ADHD or multiple personality disorder patients behave according to the 
criteria currently used by a classi�cation system like the DSM (Hacking 1995).
27  Hyman, a member of the DSM-5 Task Force, is highly critical of the classi�catory �silos� of the current and 
future editions of the DSM. One of the arguments against its classi�cation is that it corresponds poorly with 
clinical and scienti�c evidence about distinctions. He suggests integrating clusters of interrelated syndromes 
into larger clusters � avoiding the assumptions of strict borders between diagnoses altogether and allowing 
room for additional scienti�c insights in this context (Hyman 2011).
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may have escaped notice of scientists from various fields is that the overwhelming 
majority of subjects used in research are drawn from a very small and specific 
selection of the world�s population (Arnett 2008 ; Henrich, Heine et al. 2010). As 
emerging results of transcultural neuroscience show that transcultural differences are 
likely to affect not just functional networks but perhaps even anatomical structures 
in the brain (Han and Northoff 2008), this limitation of research subjects has 
serious implications for the validity and significance of its results. Such divergences 
are due to the long-time exposure to different cultural experiences and behavioral 
practices (Park and Huang 2010). Given such evidence and accounts of divergences 
in neural activations and structures, in behavioral experiences and criteria, and in 
psychological concepts, there is reason to question the consensus within a community 
of competent speakers, as assumed by the authors� approach. If this consensus is to 
be found both in concept use and regarding behavioral criteria, it may be limited 
to a rather restricted community. Although the authors� ambitions are larger, their 
conceptual foundations of neuroscience may in fact not transcend its origin as a form 
of �contemporary English philosophical anthropology� (Quante 2008), as a reviewer 
of Hacker�s categorical account of human nature has elsewhere suggested. Avoiding 
such a serious limitation, in the next and final section on this approach, we will defend 
a more liberal stance with respect to conceptual and behavioral divergences, while 
sustaining Bennett & Hacker�s critique on mereological fallacies in neuroscience.

2.4  Heuristic use of conceptual divergences, yet with limitations
In section I.2.1 we found that the project of developing conceptual foundations of 
neuroscience was mainly inspired by �a suspicion that in some cases concepts were 
misconstrued, or misapplied, or stretched beyond their defining conditions of 
application� (Bennett and Hacker 2003 1). Neuroscientists do tend to offer factual 
results of neuroscientific investigations as having implications for our interpretation of 
psychological concepts. That is, they sometimes believe they can redraw a conceptual 
space on the basis of those facts, instead of merely gathering facts that either belong 
or do not belong to a particular, predefined space. This alleged neuroscientific hubris 
and misapplication is warded off by presenting a �mereological principle�, which in 
itself is a consequence of the authors� analysis of the nature and origin of psychological 
concepts, as outlined above. The principle states that: �psychological predicates which 
apply only to human beings (or other animals) as wholes cannot intelligibly be applied 
to their parts, such as the brain� (Bennett and Hacker 2003 73).28 Doing so, Bennett 
& Hacker argued, would be similar to chess players applying the rules for draught or 
bridge and thus constructing an altogether different game. 
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The motivation for the mereological principle depends partly on their rejection of 
ontological and explanatory reductionism. Scientific reductionism, they write, �is a 
commitment to the complete explanation of the nature and behaviour of entities of 
a given type in terms of the nature and behaviour of its constituents� (Bennett and 
Hacker 2003 357). In the case of neuroscientific analysis of human cognition and 
behavior, reductionism would imply that these are completely explainable in terms 
of neurons and neuronal activities. Bennett & Hacker have warded off this threat of 
reductionism by strictly separating the analysis of psychological concepts logically 
from the collection of empirical facts and, second, by disallowing the application 
of those concepts to objects other than the persons to which competent speakers 
ascribe them. This leaves no room for any identification of cognition and behavior 
with the properties, activities or interactions of neurons. However, as we will argue in 
this section, they overlook the possibility that other relations between psychological 
concepts and the study of the relevant neurons or neuronal activities are possible and 
even fruitful. Indeed, we will argue that a challenge for cognitive neuroscience is to 
develop a more useful integration of conceptual analysis and empirical research.

For Bennett & Hacker, it is straightforward that on the basis of our knowledge of 
the conceptual scheme of psychological concepts and of our observation of a person�s 
behavior that we can only conclude that this person is perceiving or knowing or 
feeling � and not in any sense that his brain or neural areas are performing those 
functions. Obviously, the brain and neural areas are involved in producing a person�s 
behavior but only in the sense of: �causally necessary conditions for the human being 
to think or perceive, imagine or intend� (Bennett and Hacker 2003 117). Given the 
nature of the sources of our conceptual truths, there is no room in this approach 
for these causal conditions to be more directly related to concepts like thinking, 
perceiving, imaging or intending� or something like their �concept spaces�. Instead, 
causal conditions or correlates, being the result of empirical research, are held to be 
logically different and separate from those conceptual truths.

If, however, our arguments above are sound, then this strict distinction and the 
endeavor as a whole is flawed. If, that is, the assumption of consensus regarding 

28  A critique of the authors� limited account of mereological reasoning, their overlooking of the heuristic use 
of such reasoning and their misinterpretation of Aristotle�s warnings in this context was given in (Keestra 
and Cowley 2009). �ough largely dismissing our critique in their response, they did not address this 
issue (Hacker and Bennett 2011). We, in turn, recon�rmed our limited agreement with their mereological 
principle, albeit for di�erent reasons (Keestra and Cowley 2011). �e relativism inherent in Aristotle�s 
analysis of part-whole relations is also commented upon in (Koslicki 2007). �is relativism is better 
accounted for in the mechanistic explanatory approach, which is also interested in constitutive relations yet 
explicitly acknowledges the validity of an explanatory mechanism for a particular phenomenon.
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psychological concepts within a community of competent speakers is unwarranted 
and if a consistent and comprehensive delineation of spaces for such concepts is 
illusory, then we must look for a different relation between empirical, neuroscientific 
facts and conceptual insights. Consequently, concepts can be considered differently 
and may yield insights different from those allowed by the approach of Bennett 
& Hacker. As we will see, the other methodological propositions that we will be 
discussing in this part suggest a different relation and do allow different roles for 
concepts and conceptual analysis. Let us finish here by discussing a few possible 
implications of understanding this relation differently. 

If it is impossible to provide a comprehensive and consistent delineation of 
conceptual spaces pertaining to psychological functions, then we may need to accept 
and even explore the conceptual divergences and uncertainties that abound in this 
domain. For instance, competent language users commonly refer to the phenomenon 
of distraction of attention from pain. Admitting that this phenomenon defies their 
assurance that �there is no difference between having a sensation and feeling a 
sensation�, Bennett & Hacker refer to this phenomenon as a �curious anomaly� 
which �can be viewed as a singularity (in the mathematical sense) in the grammar of 
sensation� (Bennett and Hacker 2003 121, footnote 2). What they fail to do, however, 
is to take the expression seriously � even though it blurs some alleged conceptual 
distinctions � and to explore its value as a heuristic. Such a heuristic use of a concept 
that is hard to define can point us in the direction of an explanation of its intricate 
character (Keestra and Cowley 2011).29 

For instance, it may be that the causal conditions involved in pain and in attention 
do interfere at times with each other, producing this curious phenomenon � as was 
shown to be the case (Valet, Sprenger et al. 2004).30 Indeed, when such a phenomenon 
is being explained with reference to a complex and dynamic explanatory mechanism 
� which will be clarified more generally further below in this part � its exceptional 
nature can be ascribed to uncommon interference of components or operations, or to 
external conditions that influence the explanatory mechanism such that it produces 
an irregular behavior. Consequently, the apparently strange concept use then 

29  Another type of �bi-directional� interactions between conceptual analysis and empirical research is 
presented in Northo� �s neurophilosophical methodology (Northo� 2004). Kindred as his approach is, it 
involves a particular use of philosophical analysis and pays not so much attention to the heuristic use of 
conceptual divergencies, for example.
30  A similar explanation has been o�ered for synaesthetic experiences, which appears to correlate with 
cortical hyperconnectivity (Rouw and Scholte 2007). B&H pointed out that it makes no sense to ascribe 
colour to numbers (Bennett and Hacker 2003), which from a strictly semantic point of view may be correct 
but denies such a concept the role of a heuristic for further investigation of an exceptional psychological 
phenomenon.
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correlates with the exceptional behavior of an explanatory mechanism that produces 
a surprising phenomenon.

In the case of �blind-sight�, a similar implication may be drawn. It is hard to 
define comprehensively both �seeing� and �being blind�, even in healthy subjects, 
as odd perceptual phenomena occur which suggest temporary or specific forms of 
blindness.31 The concept �blind-sight� signals this blurred and porous character of 
conceptual definitions. Moreover, it also captures the divergence that is generally 
observable in the realm of psychological functions, even though we might agree in 
the case of �blind-sight� that it refers to an exceptional and pathological phenomenon. 
Because of divergence and the corresponding ambiguity of psychological concepts in 
normal situations, competent speakers may at times refer to explanatory components 
in order to disambiguate their concepts. Given the variety of explanations, such 
explanatory components may be of various natures. 

Aristotle, for example, aimed to define anger by including both a psychological 
and a physiological explanatory component in it, when he referred to anger as 
requiring a definition: �as a certain mode of movement of such and such a body 
(or part or faculty of a body) by this or that cause and for this or that end� (De 
Anima 403 a 27-28).32 Filling in the required causal pluralism involved in such a 
definition, he specified anger as being both �a craving for retaliation� and �a surging 
of the blood and heat round the heart� (De Anima, 403 a 31- b 1). More generally, 
Aristotle accepts that such a causal pluralism is involved in human behavior and 
cognition, including nature (Murphy 2002). In the previous section, we adduced 
arguments that confirm this causal pluralism to be effective in causing divergence 
and corresponding conceptual ambiguities or misunderstandings. Further below, 
we will discuss how it is that such causal pluralism can be held responsible for the 
divergences that obtain in the domain of psychological functions and that transpire 
to the conceptual scheme when describing or explaining such functions. Instead of 
holding on to strict conceptual delineations that are illusory, a different handling 
of psychological concepts seems in order. A critical yet more tolerant conceptual 
analysis can indeed be more conducive to empirical research. That is, the use of 
the concepts themselves should be different, and the relation of the concepts to the 
facts derived from neuroscientific investigations can be established differently.33 An 

31  Many such phenomena depend on typical perception-action loops, causing Noº to defend an enactive 
view of perception (Noº 2004).
32  As we noted in (Keestra and Cowley 2009), Aristotle is not opposed to mereological reasoning, as it can 
perform useful functions in science. Pellegrin even argues that Aristotle�s biology is in fact a mereology, a 
study of parts (Pellegrin 1987) � which seems to me to neglect the prominence of Aristotle�s ambition to 
integrate the various causal contributions to a function or a kind.
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influential methodological proposal which does so, has been made by computational 
neuroscientist David Marr. It is to this proposal that we will now turn.

33  At this point we would like to refer to a comparable interdisciplinary endeavor as Bennett & Hacker�s, 
though with a strikingly di�erent tenor. Hermeneutic philosopher Ricoeur and neuroscientist Changeux 
agree, in contrast to them, that in this domain a fair amount of semantic tolerance is inevitable, if not 
without semantic criticism. Although acknowledging the risk that when neuroscientists employ �semantic 
short-circuits� they are �illegitimately converting correlations into identi�cations,� they do not aim to correct 
this with the assumption of strict delineations of conceptual spaces (Changeux and Ricoeur 2000 40). 
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3   DAVID MARR AND THE INVOLVEMENT OF CONCEPTS IN  
MULTI-LEVEL EXPLANATIONS

When we hear someone making vocal sounds, we still may ask whether or not that 
person is singing. Given variabilities between persons, generations, cultures, and 
so on, the behavior may need to be interpreted or defined otherwise than singing. 
Obviously, most aspects of the vocal expressions and causal conditions will remain 
the same, irrespective of our recognizing it as a case of singing. So the ambiguity in 
our classifying it as �singing� may not be such that we mistake it for different functions 
like writing, gesturing, or other expressive actions: the voice must be involved and 
the sounds must be intended to having some expressiveness in order to qualify as 
singing. However, there are many different techniques of singing, which do not all 
employ our vocal tract in the same way or require the same cognitive processes of 
keeping melody and rhythm, or harmonizing with other instruments or voices, 
for example. Furthermore, whether or not vocal sounds are fulfilling a particular 
function is not easy to decide: we would in some cases accept vocal sounds as singing 
if they did not have an expressive function, for example, even though perhaps in most 
situations � as suggested from an evolutionary perspective � singing does fulfill a 
particular function. To grasp the function of singing we must usually consider the 
context in which the vocal sounds are being made, but in many cases we don�t need 
information about the context to decide whether someone is singing.

In other words, there are many different sorts of information that can be brought 
to bear upon someone�s singing, which can all be employed to decide whether that 
person is singing. If we want to explain that person�s behavior � whether or not it is 
singing � we will most probably need many different kinds of information. As noted 
above, in the life sciences such pluralism abounds. This has led to a situation in which 
biologists have to recognize the only limited significance of a particular theory, 
allowing room for the involvement of other theories on the same phenomenon (Beatty 
1997). Theoretical integration is then a legitimate explanatory goal, while unification 
by way of a �single model of multiple causal factors� is not, since: �contingency, 
context sensitivity, and nonlinear interaction among contributing causes preclude 
the success of these types of unification� (Mitchell and Dietrich 2006 78). The 
conclusion that Mitchell & Dietrich draw is that biological phenomena allow analysis 
and explanation at several levels of analysis and preclude unification. Obviously, in 
such a situation, reduction of a complex function to a particular level is even less an 
option.
In the previous section we discussed the arguments of Bennett and Hacker against 
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a particular form of reductionism: a reductionism according to which psychological 
functions are directly ascribed to the brain or particular parts of the brain (Bennett 
and Hacker 2003). They defend their position with a particular view on the nature 
and origin of the concepts that we use for psychological functions. On those grounds 
they emphasize that neuroscientists should recognize the fundamental task of 
preliminary conceptual analysis for any empirical study of the functions associated 
with these concepts or their neural correlates. What is lacking in their particularly 
critical account is a proposal contributing to a more fruitful relation between such 
a preliminary, conceptual analysis and the empirical studies aiming to clarify the 
neural correlates of the investigated function. For instance, as we suggested above 
and in (Keestra and Cowley 2011), the results of such analysis should not just 
function as a barrier to nonsensical judgments, but rather provide a heuristics to 
suggest novel investigations. As we will see in the next chapters of this part, there 
are other approaches possible that agree in the rejection of reductionism and accept 
the mereological principle, while differing from Bennett & Hacker with their strict 
separation of conceptual analysis and empirical investigations. These approaches 
explicitly leave room for the causal and theoretical pluralism that seems appropriate 
for this subject. The first one that we will be discussing has had a large �inspirational 
influence� in the field (Glennerster 2007) over the past decades. It may not come as a 
surprise that it was established by one of the authors explicitly reproached by Bennett 
& Hacker: David Marr.34

3.1   The analysis of computations or tasks – not concepts - should 
guide scientific investigations

Conceptual analysis of �singing� can yield a description of singing as a particular 
type of vocal sounds, often consisting of words set to melodies, often expressing a 
particular intention or mood. Such an analysis does offer limited information about 
the function of singing itself, nor is it particularly helpful in determining scientific 
investigations � other than denying that scientists are in fact observing a singing 
person, when his behavior does not consist of expressing vocal sounds, for example. 
An alternative analysis would not so much analyze the concept �although that will 
remain an important step � but would analyze the function to which it applies by 

34  �ey cite Marr writing that �our brains must somehow be capable of representing… information…” and 
subsequently criticize such verbs as representing information, decision making and the like to the brain 
(Bennett and Hacker 2003 70), which suggests indeed that Marr and others have neglected the mereological 
principle. Marr�s multi-level explanations allow a loose interdependency between such forms of analysis, 
precluding such mereological reasoning. Instead, Marr�s approach invites the heuristic use of analytic results 
we defended above and earlier (Keestra and Cowley 2011).
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asking questions like: what kind of a task is singing, and are there subtasks that we 
can distinguish? For example, during song a person is coordinating semantic and 
grammatical knowledge in correspondence with tonal, dynamical and rhythmic 
components. This involves various cognitive tasks, but also an increased demand 
of motor control, determining the tension of the vocal chords, breathing behavior, 
and so on. A task analysis that helps to distinguish these components or sub-tasks 
that � in coordination with some other tasks probably - make up the task of singing 
enables researchers to investigate such a complex task that might otherwise remain 
unmanageable. Notice that such a task analysis is different from, though perhaps 
assisted by, a conceptual analysis, even though it can equally guide and constrain 
empirical research of singing. Marr has contributed importantly by arguing for 
the relevance of such a task analysis and for describing its relation to other types of 
investigations in the study and explanation of vision.

Marr elaborated his methodology while working on vision or visual perception. 
Notwithstanding the fact that vision has traditionally been a most promising subject 
for cognitive neuroscience and showed quite some progress, what Marr found to be 
lacking in this field was a delineation of what the object of vision research in fact 
is. For a while, he was impressed by successes from the so-called �feature detector� 
approach in vision science, primarily aimed towards discovering particular brain 
cells that respond to specific features in a visual scene. An example is the successful 
discovery of the bug-detector in the frog retina and some similar discoveries in its 
wake. Scientists then assumed, in the words of Barlow - quoted by Marr - that: �the 
activities of neurons, quite simply, are thought processes. This revolution stemmed 
from physiological work and makes us realize that the activity of each single neuron 
may play a significant role in perception. (p. 380)� (Marr 1982 13). Barlow believed 
that �a single neuron could �perform a much more complex and subtle task than 
had previously been thought� and Marr confesses that: �[t]ruth, I also believed, was 
basically neural� (ib. 14). It is such reductionist belief that was countered in the 
previous sections, promoting a fundamental role for conceptual analysis for cognitive 
neuroscience. However, Marr developed another methodological response to it.

The hypothesis that explanations of visual perception could rely on the activities 
of so-called �grandmother cells� and its kin, turned out to be fruitless (Marr 1982 
15).35 For one, it turned out that the number of such feature-detecting cells that 

35  Apart from the fact that it is implausible to be able to �nd such a grandmother cell if it were a single cell 
in the multi-billion cells, it is also principally impossible to falsify that the cell would not respond to any 
other face or �gure. Indeed, it is more likely that instead of single �grandmother cells�, the brain contains 
�ensembles� of cells that together represent a complex object, each cell responding to a di�erent aspect of the 
stimulus (Gross 2002). 
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were discovered was extremely limited. More importantly, even if the �apocryphal� 
grandmother cell were detected, Marr realized that crucial questions would remain 
like: �why or even how such a thing may be constructed from the outputs of previously 
discovered cells� (Marr 1982 15). Since we normally expect from explanations to 
clarify why or how certain facts hold, this particular lack of answers in the feature-
detector approach dissatisfied Marr. Trying to make up for the lacuna, he proposed 
a methodology that allows combining the traditional results of neurophysiological 
and psychophysiological investigations of vision with answers to questions about the 
functional role of such facts. Such answers are presented in a so-called �computational 
theory�36 and added to the other theoretical results that already figured prominently 
in the explanation of vision: results stemming from neurophysiological investigations 
and algorithmic descriptions of the neurophysiological properties and activities 
that were delivered by such investigations. In the next section we will discuss how 
Marr envisions this connection between different types of results in the explanation 
of a cognitive function like vision. For now, let us look more closely at what this 
computational theory amounts to � especially since it is this aspect of his methodology 
that Marr considers a particularly important contribution to the field (Marr 1982 
330). 

It is important to realize that a computational theory is concerned with a so-called 
competence37 theory, only aiming at the formulation of the ends of a particular task, 
without consideration of the specific means to reach those ends (Marr 1977a).38As 
such, the computational theory focuses on theoretical ingredients that are not 
included in the feature-detector approach, since the latter is mainly interested in the 
implementation of a particular task. In contrast to Marr, Barlow and others believed 
to be able to deduce from evidence concerning the implementation as task its 
relevant functional properties, as can be seen from Barlow�s influential first dogma 
of neuroscience research: �A description of that activity of a single nerve cell which 
is transmitted to and influences other nerve cells and of a nerve cell�s response to 

36  Marr�s use of �computational� has led to some controversy. For instance, it is di�erent from that of Fodor, 
who is concerned more with �how� veridical features of the environment are represented (Kitcher 1988).
37  Marr himself refers to the computational theory as a competence theory (Marr 1977a), alluding to this 
term that Chomsky coined for the cognitive science of language, making a distinction between a competence 
and the way how such a competence is actually performed. As the term is here not without di�culties, I�ll 
make only limited use of it. As it seems that Chomsky has mistaken Marr�s computational theory for an 
exclusively internalist theory � about which more below �comparison of their ideas is beyond the scope of 
my present discussion. See (Silverberg 2006) for a defense of Marr�s computational theory against Chomsky�s 
interpretation of it.
38  Elsewhere Marr made the comparison with the development of the theory of thermodynamics, which 
shows that a top-level theory may be useful even in the absence of : �a description in terms of mechanisms 
or elementary components� which appeared only a�erwards (Marr and Poggio 1977 2).
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such influences from other cells, is a complete enough description for functional 
understanding of the nervous system.� (Barlow 1972, 380, cited by Marr, 1982, 13) 
The computational theory that Marr envisaged, on the other hand, was clearly not a 
functional understanding that could simply be extrapolated from properties of single 
nerve cells. On the contrary, Marr argues that such a method easily overestimates the 
relevance of an understanding based upon neural cell properties alone.

Although it is interesting to discover feature-detectors in a visual system, only 
a computational theory can help us to realize that such detectors might be simply 
misled in practical reality. For example, a �bar-detector� may be misled, since an edge 
of light may be mistaken for a bar if perceived by a single cell (Marr & Hildreth, 1980, 
188). Indeed, it is reflection upon such potential flaws that emphasize the relevance of 
a computational theory when explaining a visual system. Such a theory might force 
the scientist to acknowledge the importance of �the discovery of valid constraints on 
the way the world is structured� (Marr 1980). What these constraints amount to will 
be clarified below. First, a specification of the computational theory in more abstract 
terms is required.

Now the analysis of the task at hand, referred to by Marr as a �pure competence 
theory� (Marr 1977a) or the computational theory, does not so much concern a logico-
grammatical analysis of the meaning of the concept referring to that task � like it 
was demanded by the approach discussed in chapter I.2. Instead, a computational 
theory informs us with regard to a particular task about: �What is the goal of the 
computation, why is it appropriate, and what is the logic of the strategy by which 
it can be carried out?� (Marr 1982 25, figure 1-4).39 Nonetheless, a first answer of 
those rather abstract questions may be found in the case of vision when we reflect 
for a moment on the question what seeing in fact is: �The plain man�s answer (and 
Aristotle�s, too) would be, to know what is where by looking. In other words, vision 
is the process of discovering from images what is present in the world, and where it 
is� (Marr 1982 3, italics in original). According to this plain description, the goal of 
vision is: getting to know something about the world, and in particular what is there 
and where it is. This is a rather general description, perhaps most remarkable for the 
fact that it describes vision without explicitly relating it to other cognitive functions 

39  Bechtel even argues against Marr�s calling the upper level a �computational theory�: ��e name is misleading 
since at this level the researcher is not concerned to explain the computational procedures, but rather to 
specify the task to be performed by the computation system, why that task is to be done and the constraints 
the task itself imposes on the performance of that task� (Bechtel 1994 4). It appears that Marr was at the 
time following the MIT convention of labelling any information processing task a computation, instead of a 
task or function. �is convention was perhaps only superseded with the development at MIT of robots with 
a subsumption architecture, without a crucial role for a comprehensive representation, as in (Brooks 1991).
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� a limitation that has provoked dissent, as we will see in section I.3.5 and in part II.
Leaving the latter issue aside, the computational theory still asks us questions that 

are more specific than the question that led to the �plain man�s answer� regarding 
vision. Especially the aspects of appropriateness and of the logic of the strategy used for 
a computation merit further discussion. What these aspects imply can be illustrated 
with computational theories that concern specific subtasks of vision. Examples of 
components of vision for which a computational theory has been developed by Marr 
are the recognition of shapes from contours (Marr 1977a), stereopsis (Marr and 
Poggio 1979), and the detection of edges (Marr and Hildreth 1980). For instance, 
according to its computational theory, stereo vision requires that for two separate 
images � one for each eye � their symbolic descriptions are being matched, where the 
disparity between the images is being measured (Marr and Poggio 1979). How this 
is to be done and what neural implementation may be responsible for it is another 
matter. Relevant for the computational theory are still such ingredients that are 
relevant for �the logic of the strategy by which it can be carried out� (Marr 1982 25, 
figure 1-4) and which do not refer us to the performance specifics of the system or 
organism under investigation.

3.2   Constraints that co-determine the computations’ appropriateness
Marr�s analysis of the computational theory appears at closer reading to consist of 
two components. First, it offers a description of a particular task in rather general 
terms. Second, it then offers information on additional ingredients that make that 
computational theory plausibly effective. Both components are not of a particularly 
technical nature. For instance, he considers the paradoxical fact that when we 
perceive only figures� black contours, as in Piccasso�s �Rites of Spring�, these �tell 
us more than they should about the shape of the dark figures� (Marr 1977a). The 
competence to be explained is therefore how we can derive information about the 
objects when we are perceiving only two-dimensional black contours, sometimes 
even overlapping outlines of different objects. The explanation Marr offers depends 
upon two ingredients which necessarily underlie this capacity: �implicit in the way 
we interpret an occluding contour, there must lie some a priori assumptions that 
allow us to infer a shape from an outline� (Marr 1977a 441-442, italics in original) � 
where these assumptions concern the surface and structure of perceived objects. Such 
assumptions are more generally involved in cognitive tasks and should therefore be 
included in the computational theories underlying these tasks.

Marr uses several examples in his discussion of such assumptions. For example, the 
appropriateness and the logic of the computations that we perform with a cash register 
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in a shop rely upon �the rules we intuitively feel to be appropriate for combining 
the individual prices� and these rules �in fact define the mathematical operation of 
addition� (Marr 1982 22). The unexpected nature of such rules or assumptions stands 
out even more clearly when he discusses an airline reservation system that functions 
appropriately, depending on its capability of taking into account relevant properties 
of the world.40 These properties must constrain the task if it is to provide results 
that are useful for the subject. Marr argues that an explanation of the computational 
theory of that system must not only refer to the properties of its computers, but 
also needs to include information about �what aircraft are and what they do; about 
geography, time zones, fares, exchange rates, and connections� and then expands 
that list even with �something about politics, diets, and the various other aspects of 
human nature that happen to be relevant to this particular task� (Marr 1982 5). This 
list of information may not yet give us much insight into a computer, nor does it yield 
insights in the specific ways in which the computer makes reservations, but the list 
is necessary to understand the kind of computations it carries out when processing 
reservations. Indeed, an airline reservation system that is not constrained by the 
presence of different time zones or local political unrest will yield results that are 
unrealistic or conflicting with other flights. The logic of its computations therefore 
depends partly upon its handling of these constraints. A feature-detector approach 
to the reservation system, without a computational theory of making reservations, 
would in this case not be able to explain why geographical differences or politics 
are processed by particular parts of the computer network. Consequently, it would 
be difficult to determine how detectors are related to environmental or internal 
parameters, to judge whether or not connections between detectors are functional, 
and so on. 

One may believe that the inclusion of such constraints in a computational 
theory of a particular function makes the explanation of that function ever more 
complex. And to the extent that it forces the investigator to reflect upon a function�s 
environmental conditions and consider which conditions are potentially relevant, this 
is certainly true. On the other hand, such constraints facilitate the task of explaining 
why a particular computation�s strategy � being therefore only partly determined 
by its algorithmic and implementation theories, as we will see shortly � is indeed 

40  In this context, it has been discussed whether Marr�s theory is methodologically individualistic, or rather 
externalist in nature. �e strict requirements that Morton poses on �non-solipsist� accounts of vision or 
cognition, and which Marr�s approach does not meet, do not appear convincing to us. However, we must 
leave that topic here aside, but see (Kitcher 1988 ; Morton 1993 ; Silverberg 2006) for di�erent positions in 
this discussion.
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appropriate and adequate.41 For without any constraints provided by the environment 
a system for vision would have much more difficulty in recognizing �what is where�: 
if our environment were not occupied mostly by rigid objects that have spatial 
contiguity, for instance, visual recognition of objects would be quite difficult (cf. 
Marr 1982 209).42 Obviously, the visual system that operates in such an environment 
would require an explanation that includes a very different computational theory. 
In any case, when investigating the process of vision, researchers devote part of 
their efforts to discovering �additional constraints on the process that are imposed 
naturally and that limit the result sufficiently to allow a unique solution� (Marr 1982 
104). These constraints are in fact �properties of the visible world that constrain the 
computational problem and make it well defined and solvable� (Poggio 1981 259). 
For these properties in turn determine what kind of information is needed to solve 
these problems and must therefore be produced by the system (Marr 1982). As a 
result, these constraints do not just contribute to the process of successful visual 
information processing, but at the same time also facilitate vision�s explanation.

Compare vision with our example of singing again: when investigating the singing 
of a lightweight bird in the sky we will look for very different sound producing body 
parts than if we focus on singing whales that live in a completely different medium 
and have different body properties. This example also shows what seems to be 
lacking in Marr�s approach: a consideration of the possibility that a competence 
may have different functions for different animals which may be partly dependent 
upon their other competences and even upon general properties of their existence 
and environments. Are the criteria for appropriateness of vision in humans not 
different from those in eagles or in rabbits? Even though it seems useful to focus on a 
particular competence in isolation from others, it may also risk leaving out important 
ingredients of an adequate explanation. The other approaches to be discussed in this 
part will take up this issue more explicitly.

Nonetheless, Marr�s requiring a computational theory in the explanations offered 
by cognitive neuroscientists has already expanded their methodology significantly. 

41  Whether Marr�s approach leads in fact to an optimization theory with regard to both the targeted 
computational problems and the strategies used for solving those, opinions diverge. See e.g. the discussion 
between Kitcher and Gilman (Gilman 1994 ; Kitcher 1988). It seems assumed by Marr, indeed, that 
evolutionary selection processes have contributed to the development of a computation characterizable by 
a �logic of the strategy� (cf. Marr 1982 105, 266). Dennett argues that behind both the optimalization and 
evolutionary aspects of Marr�s approach is his engineering stance (Dennett 1989 310-311), which seems to 
be a plausible hypothesis.
42  Although Marr believes that ecological psychologist Gibson came closest to developing a computational 
theory, he criticized Gibson for underestimating the information processing task of vision (1982, 29). 
However, Marr in turn underestimated the distinctness of Gibson�s approach in that it underlines the 
relation of vision to an animal�s other competences like action (Dennett 1989 310-311).
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It has forced them not just to focus on the means by which certain competences are 
carried out, but also to first analyze those competences and their interaction with 
many other conditions. The question remains, however, how this computational 
theory has to be related to the other results of cognitive neuroscientific research. 
We will address this issue by focusing on Marr�s strong defense of a multi-level 
explanation, which has meanwhile become prevalent in the field.

3.3  Two further levels for multi-level explanations
With the addition of a computational theory to the formulation of explanations of 
vision, Marr did not aim to cast aside the more traditional explanatory ingredients. 
Having learnt from ecological psychology to view: �the problem of perception as 
that of recovering from sensory information �valid� properties of the external 
world� (Marr 1982 29), he continued to explain vision in terms of visual information 
processing as being carried out by animal brains or other devices. As a result, the 
computational theory has to be considered as a part of a larger explanatory framework, 
since explaining vision requires several distinct theories simultaneously. Generally 
speaking, Marr concluded that: �[f]or the subject of vision, there is no single equation 
or view that explains everything. Each problem has to be addressed from several 
points of view � as a problem in representing information, as a computation capable 
of deriving that representation, and as a problem in the architecture of a computer 
capable of carrying out both things quickly and reliably� (Marr 1982 5). The other 
points of view to be taken into account are presented as distinct levels, to be added 
to a multi-level explanation. How these levels are interrelated and how they together 
make up an explanation will be discussed in section I.3.4. First, we will provide 
short accounts of the two other points of view, or levels, in two subsections on the 
algorithmic and the neural implementation levels.

3.3.1 The algorithmic level and the representation of information
Singing from sheet music does not come naturally. Since there are different forms 
of notation, it requires specific education. Depending on the instrument one plays 
or one�s voice, within our Western tradition of music notation a musician must even 
learn to read in different keys and � if she plays organ - learn to read figured bass 
notation. Moreover, the hierarchical representation of musical information also 
plays a role in listening to music, as practiced listeners turn out to have different 
expectations than others (Justus and Bharucha 2001). Such cognitive representations 
develop over time and brain activation patterns together with behavioral responses 
show differences between individuals, ages, and even gender in the brain�s musical 
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