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ABSTRACT
Online shops such as Amazon, eBay, and Etsy continue to expand their presence in multiple countries, creating new resource-scarce marketplaces with thousands of items. We consider a marketplace to be resource-scarce when only limited user-generated data is available about the products (e.g., ratings, reviews, and product-related questions). In such a marketplace, an information retrieval system is less likely to help users find answers to their questions about the products. As a result, questions posted online may go unanswered for extended periods. This study investigates the impact of using available data in a resource-rich marketplace to answer new questions in a resource-scarce marketplace, a new problem we call cross-market question answering. To study this problem’s potential impact, we collect and annotate a new dataset, XMarket-QA, from Amazon’s UK (resource-scarce) and US (resource-rich) local marketplaces. We conduct a data analysis to understand the scope of the cross-market question-answering task. This analysis shows a temporal gap of almost one year between the first question answered in the UK marketplace and the US marketplace. Also, it shows that the first question about a product is posted in the UK marketplace only when 28 questions, on average, have already been answered about the same product in the US marketplace. Human annotations demonstrate that, on average, 65% of the questions in the UK marketplace can be answered within the US marketplace, supporting the concept of cross-market question answering. Inspired by these findings, we develop a new method, CMJim, which utilizes product similarities across marketplaces in the training phase for retrieving answers from the resource-rich marketplace that can be used to answer a question in the resource-scarce marketplace. Our evaluations show CMJim’s significant improvement compared to competitive baselines.

CCS CONCEPTS
• Information systems → Question answering; • Computing methodologies → Transfer learning.
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1 INTRODUCTION
Online shops have become more popular than ever, with an impressive increase in suppliers and customers [16] in many countries. The rapid growth in suppliers can confuse customers, who face an overwhelming number of options when they visit an online shop, leading to many questions about their potential purchases. Unsurprisingly, most e-commerce sites are equipped with a customer questions and answers (Q&A) section for customers to ask questions about the products to help them make a purchase decision. Answering these questions helps customers make informed decisions and benefits suppliers by increasing the number of purchases. Previous work shows that various sources of information on a resource-rich marketplace can be leveraged to answer product-related questions on the same marketplace. Examples include product specifications and details [14, 18, 25], reviews [6, 9, 14, 22, 34, 36–38], and the answers given to similar questions for similar products [29].

Online shops like Amazon, eBay, and Etsy operate in many countries (i.e., marketplaces); they regularly expand their operations and sales to new marketplaces in new regions. However, user interaction data is limited in such resource-scarce new marketplaces, leading
to many products with few reviews and answered questions. Additionally, with relatively few active customers on the e-commerce platform, the number of individuals seeking help outweighs those answering questions, resulting in long waiting times before questions are answered [1]. This raises the question of whether information from a resource-rich marketplace can complement the information in a resource-scarce marketplace. To exemplify the scenario, imagine a customer who wants to buy an Apple Watch Series 8 from the uk marketplace and wants to know if the watch battery has been improved since the last version. They may pose this question on Amazon.co.uk’s question-answering section: “How is the battery life compared to Apple Watch 7?” While the question is unanswered on the uk marketplace, a similar answered question on the same product exits on Amazon.com: “Does the battery life improve compared to the last watch?” with the answer “Yes, the watch battery is much improved compared to the older versions.” This question–answer pair would answer the customer’s question in the uk marketplace.

In this work, we are particularly interested in taking the first step towards modeling the task of Cross-Market Question Answering, which is defined as finding relevant answers to a question posted in a resource-scarce main marketplace, utilizing data from a resource-rich auxiliary marketplace, alongside the main marketplace itself. To this end, we first aim to answer the following research question RQ1: Can we utilize a resource-rich marketplace for the task of cross-market question answering and to what extent? To answer this question and facilitate research in this area, we construct a large-scale, real-life Q&A dataset, termed XMarket-QA, based on two different marketplaces: Amazon’s us marketplace and its uk counterpart. XMarket-QA comprises 30,218 unique products in 16 categories, with over 4.8 million question–answer pairs. We further conduct extensive data analysis to answer the research question, RQ1, and determine if the data in the us marketplace can potentially be leveraged to answer questions in the uk marketplace. Our analysis reveals a notable temporal gap (on average 302 days) between the first question that is answered in the uk marketplace compared to the us marketplace. Also, we see that in our dataset, 70% of questions in us are posted before the first question is answered in uk (an average of 28 questions per item), indicating the high potential and significance of using the us marketplace when not enough data is available in the uk marketplace. Moreover, we complement XMarket-QA with human-annotated relevance judgments, assessing the relevance of questions, where we find that, on average, 65% of the relevant answers originate in the auxiliary marketplace (us).

Leveraging cross-market data can be challenging as it poses new opportunities as well as challenges. One could argue that augmenting the resource-scarce marketplace data with additional data from the resource-rich marketplace can solve the problem. However, as argued in the cross-market recommendation literature [4, 28], users with different geographical demographics exhibit different behavior that should be considered. We hypothesize that data from the auxiliary (resource-rich) marketplace can improve performance in the main (resource-scarce) marketplace. The goal is to identify the optimal method for extracting relevant answers to new questions. Towards this aim, we examine both single-market and cross-market baselines while considering two main approaches: (i) identifying similar questions for the identical item in the auxiliary marketplace and (ii) identifying similar items and jointly ranking their questions in both the main and auxiliary marketplaces based on the target question. This leads us to our second research question, RQ2: How can we leverage the unique features of cross-market items to enhance product-related question answering? We focus on the core discriminating feature of the cross-market data: the exact same item can appear in the other marketplace. We propose a new model, called CMJim,1 to jointly rank both items and questions, using a resource-scarce main marketplace and a resource-rich auxiliary marketplace. CMJim consists of a bi-encoder that learns to predict the similarity of two items, not only based on their titles but also on their question–answer pairs. Therefore, it can jointly rank items and questions, learning from their shared knowledge space. We use the exact-matching items as positive training samples — data that is unique to the cross-market setting and not available when learning a model for the single-market setting.

Results show that CMJim outperforms competitive baselines over the main marketplace’s unanswered questions. In particular, we see that CMJim outperforms the state-of-the-art SimBA [29] product question-answering model by 14%, indicating that leveraging cross-market exact-matching items during training is effective. On the other hand, our results show that using only exact-matching items in inference is not effective, because of the complexity of the problem, such as having market-sensitive questions, which can only be answered using the questions of similar items in the same marketplace. Finally, we are interested in answering research question RQ3: To what extent can question answering in a resource-scarce marketplace benefit from the auxiliary resource-rich marketplace? Moreover, how sensitive is this approach to the amount of data available in the auxiliary marketplace? Our experimental results show that leveraging the data in a resource-rich marketplace can lead to improved performance; however, the data availability impacts models differently. In particular, CMJim can still outperform the single-market baseline when only 40% of the us data is used to train the model, while other models need at least 80% of the us data to be saturated under the same setting.

We summarize the contributions of this work as follows:2

- We introduce the novel task of cross-market question answering and collect a large-scale real-world dataset of 4.8 million question–answer pairs from Amazon us and Amazon uk.
- We create a test set consisting of 94 questions with graded relevance judgments for 2430 answers and 2300 pair items with graded relevance judgments about their similarity.
- We conduct an extensive analysis of our data collection and relevance judgments, shedding light on the cross-market question-answering problem and revealing notable data characteristics.
- We propose CMJim, a model that leverages the unique features of the cross-market question-answering task. CMJim learns to rank both items and questions jointly using a resource-scarce marketplace and a resource-rich marketplace.
- Via extensive experiments, we compare the performance of CMJim with six competitive baselines and analyze the results from various angles.

---

1Pronounced as SimJim

2Data and code: https://github.com/neginhasemi/XMarket-QA
2 RELATED WORK

Product-related Question Answering (PQA) aims to answer consumers’ general questions using various product-related resources, including catalogs, customer reviews, and the existing Q&A sections on a retail platform. The PQA task has introduced novel challenges that have been studied extensively by the research community, thanks to the availability of relevant public datasets [22]. Similar to the Q&A literature [5], possible approaches to PQA can be categorized into abstraction, extraction, and approaches that retrieve answers from existing PA data. In this work, we mainly focus on retrieval-based approaches. To some good degree, both abstraction and extraction-based approaches rely on retrieval-based solutions as the core technology [17].

Among retrieval-based methods, McAuley and Yang [22] presents one of the earliest PQA studies. They introduce a model that uses previously answered questions to automatically detect whether a product review is relevant to a given question. In an extended work, Wan and McAuley [34] combine ambiguity and personalized factors to improve their model’s ability. In another study, Yu and Lam [36] considers the latent aspects and aspect-specific embeddings of reviews to improve performance. Following McAuley and Yang [22], more recent work by Zhang et al. [37] uses BERT [10], a pre-trained language model, to address the language mismatch between search queries and reviews. This work has been extended by Zhang et al. [38], where they focused on the issue of answerability in user questions.

There is a different line of previous studies [7, 9, 13, 14] which is different from our task. These studies generate a text as a related answer instead of ranking the existing answers or reviews. Most of the works mentioned rely on a rich set of user reviews; however, this assumption differs for resource-scarce marketplaces or new products. Some existing works for collecting and ranking related reviews using similar product reviews for new products with no reviews, such as work by Pourgholamali [26] and Park et al. [25]; however, none of these address PQA.

Cross-market PQA shares similarities with the Community-based Question Answering (CQA) [8, 11]. CQA aims to facilitate a web service that enables users to post their own-domain questions and obtain answers from other users. Among the sub-problems defined for CQA, answer ranking is an important problem and highly related to our study, which roots back in traditional information retrieval systems [30]. Recent works apply neural answer ranking techniques to address vocabulary mismatch and improve automatic feature extraction, e.g., [27, 31]. Other related work considers using external knowledge, such as knowledge graphs [8] and featuring expert users [19, 23] in combination with retrieval methods.

Studies related to cross-domain and cross-lingual QA are also related to our work, as they aim to utilize data from different domains or languages to compensate for resource scarcity. Yu et al. [35] study the transfer of QA knowledge from a low-resource to a high-resource domain by reformulating the problem into paraphrase identification and natural language inference sub-problems used for finding the most similar question from a QA knowledge base across different domains. For example, they aimed to utilize Quora’s data to improve e-commerce question answering. Their proposed approach simultaneously learns shared representations of questions, reviews, and domain relationships for a hybrid model combining sentence encoding and sentence interaction sub-models. For cross-lingual QA, Asai et al. [3] has introduced Cross-lingual Open-Retrieval Answer generation (CORA) as a unified generative QA system for many languages, targeting open-question answering problems. CORA utilizes a novel dense passage retrieval algorithm for retrieving documents across languages for a question. Most of these cross-lingual studies use recent open-domain Q&A datasets, such as XOR-TYDI QA [2] and MKQA [20], that are collected using Wikipedia in different languages. To our knowledge, the literature does not yet address cross-lingual PQA.

Our work focuses on the answer ranking problem in e-Commerce settings. Our main goal is to rank the existing product-related question-answer pairs across parallel marketplaces in different countries to automatically answer questions in low-resource marketplaces. For this purpose, we utilize similar or exact items in high-resource auxiliary parallel marketplaces. The work introduced by Rozen et al. [29] is the most similar to ours. They focus on new or unpopular products for a given marketplace and propose a model for learning an item representation that can be used to find similar items for answering questions. They utilize answers provided for the same question across similar products for item representation. Their problem setting differs from ours in that they only consider products supplied within a single marketplace. In addition, they restricted their study to answer yes/no questions.

3 PROBLEM DEFINITION

We are given a main e-commerce marketplace, $M_T$, suffering from resource scarcity regarding the number of knowledgeable users answering other users’ questions. $M_T$ comprises a set of items $I = \{I_1, \ldots, I_k, \ldots, I_n\}$. For each product $I_k$, there is a set of question–answer pairs $QA_k = \{QA_{k1}, \ldots, QA_{km}\}$ exist. For simplicity, we assume a single answer for each question. Beyond the main marketplace, we are provided with at least one parallel high-resource marketplace, that is, a marketplace with a large number of similar if not identical products, named the auxiliary marketplace(s) and noted as $M_S$. The set of question–answer pairs for product $I_k$ in this marketplace is noted as $QA_k = \{QA_{k1}, \ldots, QA_{kz}\}$, where $I_k$ is the same or similar product to $I_k$. Given that $M_S$ is a high-resource marketplace, it can be generally assumed that the number of answered questions (especially answered questions) is much bigger than the main marketplace, i.e., $z \gg m$.

We define the problem of cross-market question answering as automatic answering or suggesting better answers for questions posted in the main marketplace $M_T$ by finding relevant question–answer pairs ($QAs$) in either $M_T$ or $M_S$. We formulate the problem’s input as follows: an unanswered $Q$, which is related to the product $I_u$ from $M_T = \{I_1, \ldots, I_j\}$, $I_u = \{QA_{u1}, \ldots, QA_{um}\}$ where $Q \notin I_u$, an auxiliary marketplace $M_S = \{I_1, \ldots, I_j\}$. The formulated output would be $A$, a selected answer for $Q$, i.e., $A \in M_T \cup M_S$.

4 DATA COLLECTION & ANALYSIS

4.1 Data collection and annotation

Data collection. We construct our QA dataset on top of an Amazon product collection called XMarket [4]. XMarket expanded a previous Amazon dataset [22] which only focused on the Amazon
U.S. marketplace, collected in 2014 and later updated in 2018. We start with XMarket as an initial seed; our decision is motivated by having a complete dataset consisting of all the features that appear on the Amazon real-world website. We match each item that appeared on the XMarket dataset, using the items’ unique identifiers (aka. ASINs), with the items on Amazon’s website. For those ASINs, we collect all questions for the existing ASINs on the Amazon QA page, and for each question, the top answer, based on users’ votes at the time of the crawling, resulting in a dataset of 4.8 million question–answer pairs on two marketplaces. Based on our initial investigation, we see that if two items have the same ASIN, it often means that they are the same products appearing in two different marketplaces. To the best of our knowledge, this is the first cross-market QA dataset in the community.

**Human annotation.** Given a question, we ask human annotators to assess the relevance of other question–answer pairs. We follow the typical top-K pooling technique [32], where we pool the top five answers from a variety of question retrieval methods (described in Section 6), aiming to build a reusable test collection. Our test set consists of 94 questions (with an average of 33% relevant documents); for each, we annotate an average of 25 pooled answers, leading to a total of 2430 annotated QA pairs. We create Human Intelligence Tasks (HITs) on Amazon Mechanical Turk and provide the workers with two sets of questions and answers: (i) show our target question, \( \hat{Q} \), \( \hat{A} \), and \( \hat{TI} \), which shows our predicted question, \( \hat{A} \), and \( \hat{TI} \); and (ii) \( Q \), \( A \), and \( TI \), which shows our actual question, \( A \), and \( TI \). Each question in the test set corresponds to each topic in typical TREC collections.

**Crowdsourcing relevance labels.**

In this crowdsourcing task, we ask the workers to complete two mini-tasks. Our goal is to cover various aspects and edges of the cross-market Q&A to clarify the task for the workers. We briefly describe the two tasks below:

- **In the first step**, we instruct the workers to determine the similarity of two given items, judged by their titles. We define five similarity levels to make the item-similarity annotation task as objective as possible; hence we provide measurable quantities to describe the degrees of similarity of two items. The similarity levels consider whether the items are similar, have the same brand, have the same version, or have nothing in common.

- **In the second step**, we ask the workers to assess two question–answer pairs—one from each item they already assessed in the previous step. We ask them if they could answer the question in the main marketplace (UK) if they had access to the question–answer pair from the source marketplace (US). Note that we also provide the correct answer to the US question to allow the workers to better judge without needing domain knowledge. As shown in Figure 1, we instruct the workers to assess the relevance of the questions at three levels, namely, Very useful, Partially useful, and Not useful.

**Quality assurance.** Our annotation task is a complex task with various challenges, where in some cases deep knowledge of the marketplace and the product is required. As an example, an annotator might confuse products with similar titles as being similar. To ensure the high quality of annotations, we instruct the annotators in a step-by-step process and employ various quality assurance techniques. We first launch an onboarding task and only allow the workers who pass this task successfully to take part in the main annotation task. We open the HIT only to workers with at least 10,000 approved HITs and a lifetime approval rate greater than 97%. We limit the workers’ geographical location to the U.S. to ensure their English level and familiarity with the Amazon marketplace; however, we instruct them well to distinguish between two marketplaces and avoid any potential biases towards their local Amazon marketplace. Also, we include several test questions with obvious answers in our batches. We observe that qualified workers manage to annotate all the test questions correctly. The Fleiss’ \( \kappa \) [12] measure of inter-annotator agreement equals \( \kappa = 0.451 \), which is considered moderate agreement, not bad considering the difficulty of the task. In the first round of annotation, our workers reach an agreed answer on 89% of the annotations, demonstrating the high clarity of the task.

<table>
<thead>
<tr>
<th>Table 1: General statistics of the XMarket-QA.</th>
</tr>
</thead>
<tbody>
<tr>
<td>us</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td># categories</td>
</tr>
<tr>
<td># unique items</td>
</tr>
<tr>
<td># qa pairs</td>
</tr>
<tr>
<td>Median q per item</td>
</tr>
<tr>
<td>Mean q length</td>
</tr>
<tr>
<td>Mean answer length</td>
</tr>
</tbody>
</table>

**4.2 Data Analysis**

**Question distribution analysis.** Here, we analyze the distribution of questions per item in both marketplaces. We aim to understand the difference in the number of answered questions for the same items in both marketplaces. In Figure 2a, we plot the distribution of question count for the same items in the two marketplaces. On the x-axis, we consider the number of questions related to the items in UK. The y-axis represents the number of questions related to the same item in US. We observe a low Pearson’s correlation (\( r = 0.26, p \ll 0.001 \)) regarding the number of questions per item.
Also, Figure 2a reveals no dependency between the two counts. Therefore, we conclude that popularity in one marketplace does not translate to popularity in another marketplace. Hence, an item with few questions in one marketplace could potentially enjoy numerous answered questions in another marketplace, further motivating the problem of cross-market question answering. To shed more light on this aspect, in Figure 2b, we define ten popularity levels on items belonging to Uk. To do so, we sort the items based on their question counts, create ten equally sized bins (i.e., Low popularity to High popularity), and plot the question count distribution for the corresponding items that fall into these bins in the Us. Figure 2b shows that the median Us question counts increase slightly for the more popular items (hence the low positive correlation). However, if we look closer, we notice many outliers, especially in the items with lower popularity. As we compare the median question count at different bins in the two marketplaces, we can see that the median question count per item in the resource-scarce Uk items equals 3 (i.e., Low in Figure 2b), whereas the corresponding count in the Us equals 27. This again supports the potential benefit of transferring QA knowledge from the resource-rich Us to the Uk, especially for unpopular/cold items. These items would benefit the most from additional question–answer pairs.

Temporal gap analysis. Next, we consider the temporal aspect of the answered questions to answer the RQ1. Our goal is to mimic a realistic scenario where we gain insight into how a young, resource-scarce marketplace could benefit from an older, resource-rich marketplace at each point in time. Figure 3a plots the cumulative sum of the number of questions available on all the items in both marketplaces. Given the nature of the crawled items, we observe that, initially, both marketplaces feature very few questions. However, we see a rapid rise in the number of questions in the Us, compared to a low pace observed in the Uk. This reiterates the high potential and higher coverage of resource-rich marketplaces.

Furthermore, we look closer at the item-level temporal distribution to uncover how individual items can benefit from the temporal gap between the two marketplaces. To this aim, we analyze the temporal gap between the same item in the two marketplaces in terms of the question-answering activity of users. Specifically, we compute the time difference between the first questions answered in Us and Uk for the same items. We aim to show how long it takes on average for an item to have its first question answered in the Uk, compared to when its first question appears in the Us. Figure 3b plots the time difference distribution between the n-th question for the same item in the two marketplaces, with n ∈ {1, . . . , 100}. We see a positive trend in the median temporal difference up to the first ten questions, suggesting a large temporal gap between the two marketplaces. In particular, we observe a temporal gap of, on average, 43.22 weeks (with a median of 33) between the first question being answered in the Uk, compared to the Us. This huge gap supports the hypothesis that new marketplaces can benefit from the data available in older marketplaces. Note also that the gap increases as the number of questions increases — for the 10th question, mean: 76.30; median: 65 weeks. As the number of questions goes up to 100, we see a smaller time lapse between the two marketplaces, suggesting once more that especially the cold/unpopular items would benefit and that the opportunity to carry over information between marketplaces decreases when items gain enough popularity in both marketplaces.

Finally, we study the number of questions for each item that appears in the Us before the first question of this same item arrives in the Uk. For every item, we only keep the questions in the Us dated before the first question has been posted in the Uk (for the corresponding item). We find that 70% of the questions in the Us regarding common items will have been answered before even the first question receives an answer in the Uk. This means that on average, each item has 28.11 (median: 11) answered questions in the Us before the first question is even posted in the Uk, highlighting the very fact that usually much information is already available about a particular product in other, resource-rich marketplaces.

Cross-market answer distribution. With a final analysis of our data, we aim to test our core hypothesis that an auxiliary resource-rich marketplace (Us) can help answer questions asked in a resource-scarce marketplace (Uk). To this end, we analyze our collection of question relevance assessments (see Section 4.1) to see the proportion of relevant question–answer pairs in the Us for each question in the Uk. In our judgment pool, 55% of the question–answer pairs originate from the Us, demonstrating the diversity of the retrieval methods we utilize in the pool. Looking at the question–answer pairs...
rated as relevant, we observe that 65% originate from the \textbf{us}, demonstrating the high potential of finding a relevant question–answer pair in the auxiliary \textbf{us} marketplace. When we count the number of items in the \textbf{uk} where additional relevant question–answer pairs can be found in the \textbf{us} — more data is available in the auxiliary marketplace, compared to the main marketplace itself — we see that 51% of the \textbf{uk} items have more relevant question–answer pairs in the \textbf{us}, confirming the significance of cross-market question answering.

5 PROPOSED MODEL
Here we explain our proposed approach for ranking answers to a new product-related question in the main marketplace. We name our method \textbf{Cross-Market Joint Similarity} (CMJim). It ranks products and their corresponding questions across marketplaces. Figure 4 presents the overall schema of our proposed model. In summary, CMJim learns item representations for both main and auxiliary marketplaces based on each item’s questions as well as the product title. We first fine-tune a pre-trained BERT [10] model for domain adaptation purposes. Then, we extract dense contextualized embedding vectors for questions and titles as representations for items and related questions. CMJim uses these representations for training and inference. In the following, we provide further details on each step described as well as our training and inference paradigm.

\textbf{Domain adaptation.} Since the existing pre-trained Transformer-based [33] language models are trained using the general text, including Wikipedia, we need to fine-tune the model before using it for the e-commerce domain. For this purpose, we fine-tune a pre-trained BERT model using our data. Since we only use the $[CLS]$ output vector in our study, we use a single linear classification layer on top of the $[CLS]$ output for fine-tuning. We use the answer relevancy prediction task, so for every question in our train set, we consider the related top answer as positive and two random answers as negative samples. We refer to this model as the DA-BERT model for domain-adapted BERT. We only used \textbf{us} data for this domain adaptation due to sufficiently covering the general e-commerce domain. Furthermore, we only used \textbf{us} since we assume that the available data size in the source marketplace is much higher than the main marketplace, so in scenarios where the main marketplace is very small, choosing the source marketplace for the domain adaptation task is more realistic.

5.1 Model Architecture and Training
Our model employs a bi-encoder neural model, successfully applied to various product search and recommendation problems \cite{4, 24}.

\textbf{Question Embedding.} For a given question, $Q$, related to an item, we obtain a dense vector embedding using the $[CLS]$ output of DA-BERT. For $Q$, we use $EQ$ as the question’s representation vector.

\textbf{Item Embedding.} For a given item, $I_k$, we obtain the dense vector embedding of the item using its questions, i.e. $\{Q_{k1}, \cdots , Q_{km}\}$ and the product title, i.e. $D_k$. For $I_k$, we use $EI_k$ as the item’s representation vector and calculate using the mean pooling layer as shown in Eq. 1.

$$EI_k = \text{MeanPooling}(EQ_{k1}, \cdots , EQ_{km}, ED_k).$$

\textbf{CMJim.} Our main bi-encoder model, is designed to answer RQ2 and leverage the core discriminating feature of the cross-market data: \textit{the exact same items}. It takes one item representation from the main marketplace (denoted as $EI_I$) and the auxiliary marketplace (denoted as $EI_U$) and passes through two transformer-based encoders [33]. In our experiments, we use a transformer encoder with six encoder layers (i.e., $L = 6$), six multi-head attention layers, random initial weights, and no parameter sharing. The same products across marketplaces in our data share the same unique item identifier (ASIN). Using this information, every item in the main marketplace which has an identical item in the auxiliary marketplace, is used as a positive sample ($y = 1$). Note that we do not use this information during inference. We also randomly sample two other items as our negative samples ($y = -1$) for training. We use the cosine embedding loss function with the margin of $-1$ as shown in Eq. 2 with our training for model parameter updates. With this training, we aim to learn similar representations for exact items across marketplaces.

$$Loss = \begin{cases} 1 - \cos(x_1, x_2), & \text{if } y = 1 \\ 1 + \cos(x_1, x_2), & \text{if } y = -1 \end{cases}.$$  

5.2 Inference
Finding products with the most similar questions is the key part of our problem. The process of inference is shown in Figure 4 using dashed connecting lines. During inference, for a given question with no answer, we first rank products, and then among top-$k$ products, we rank top-$l$ questions. In order to rank products, we use CMJim’s encoders to vectorize all products. Using efficient approximate approaches for vector space ranking (such as Faiss library [15]), we obtain top-$k$ products. By ranking questions associated with these top-$k$ products, we are able to predict the best existing questions that can potentially answer the question in the main marketplace. For ranking questions, we simply use our DA-BERT model to vectorize questions and similarly obtain top-$l$ questions. We use $k = 3$ and $l = 50$, found by experiments, in our setup.

6 EXPERIMENTAL SETUP
\textbf{Dataset.} We use the XMarket-QA dataset for our experiments. We use the \textbf{us} marketplace as the auxiliary marketplace and the \textbf{uk} marketplace as the main marketplace. We specifically focus on the Electronics category. We prepare each marketplace’s data in the same way. For each marketplace, we split the data per item per time,
meaning that for each item, we use the first 70% of the questions as the training set, the next 10% as the validation set, and the final 20% as the test set based on the answer time, from which we randomly sampled 100 questions. In human annotation, we could not collect any relevant question–answer pairs for some of these samples. As a result, the final test set has 94 questions.

We use two versions of the dataset in our experiments: (1) XMarket-QA, in which we use the complete dataset in both training and testing and (2) XMarket-QA w/o exact items), in which we use the complete training set but we remove all the items that have the matching ASIN with one of our test items during inference.

**Baselines.** We compare the performance of CMJim to the following models on auxiliary and main marketplaces.

**Item-unaware baselines:**
- **BM25:** We find the most similar questions to the current question by ranking all the questions available in the training set. We use PyTerrier [21] for the BM25 implementations in this paper.
- **BERT:** We first run their BM25 counterpart and re-rank the top 100 questions using a BERT pre-trained ranker.

**Item-aware baselines:**
- **Exact-BM25/Exact-BERT:** In these models, we first find the exact same item (matching ASINs) in the auxiliary marketplace and rank only its questions. The question ranking is done using BM25 and BERT, respectively.
- **BM25-BM25:** In this method, we first rank the items based on their similarity to the current item. The similarity is measured based on their title. We rank the items by BM25 score and rank the questions of the top 3 items using BM25.
- **BM25-BERT:** We first run the BM25-BM25 baseline, then take the top 50 questions and re-rank them using BERT.
- **SimBA+APC[29]:** To find similar products, their contextual similarity is calculated based on their answers to the same question. Then, a mixture-of-expert framework predicts the answer by aggregating the answers from contextually similar products. This work was originally designed for yes/no questions and a single marketplace. To make this method similar to our settings, instead of using the yes/no question prediction, we use the list of highly similar questions upon which the answer was predicted. We also mixed both us and uk data to make the model cross-market.

**Hyper parameters.** We used learning rate of 2e-5 with no warmup, batch size 16, 1 epoch. Also, the main training parameters used in our experiments to train CMJim is a learning rate of 2e-5 with 3000 warmups, batch size 16, 40 epochs, for training the encoders.

**Evaluation metrics.** We follow the related work [39] and measure the performance in terms of the following metrics: MRR, P@5. We also use Hit-Rate (HR) for a cut-off of 5, NDCG@3, and NDCG@5.

**Significance test.** We determined the statistically significant differences using the two-tailed paired t-test with Bonferroni correction at a 95% confidence interval ($p < 0.05$).

## 7 RESULTS AND DISCUSSION

**Performance comparison.** In Table 2, we report the performance of CMJim on the XMarket-QA dataset using the annotated test queries compared with other baselines. Table 2 is vertically divided into three parts based on the training data used from each marketplace. The first part of the table (i.e., uk) shows the results of the models that only use the main marketplace’s data for training. Our results demonstrate the effectiveness of these models when only the data from the main marketplace is available (i.e., no cross-market training is done). Moreover, the table is horizontally divided into two parts based on the test set. The left part of the table reports the results on the full test set, while the right part reports the results on a subset of the test in which all the exact-matching items in the auxiliary us marketplace are removed. Our goal is to show how dependent each model is on the existence of the exact same item in the other marketplace — are they generalizable?

Due to space concerns, we do not report the item-unaware baselines in the table. However, it is worth noting that these models perform very poorly as they have no knowledge about either of the products (i.e., neither the current product nor the one with a similar question). Therefore, as long as the questions have a high similarity score, they are considered similar. For example, assume there is a question about an iPhone, “Does it support USB-C?” A similar question can be found on various products such as Android phones, which leads to a wrong answer. Among the item-aware baselines, however, we observe a big improvement in performance in terms of all evaluation metrics compared to the item-unaware baselines. This indicates the necessity of modeling item relevance as part of the ranking process. As another example for comparing the item-aware and item-unaware model, we can mention the following: “This seems to keep my iPad at 1%, shows the charging icon but doesn’t charge the iPad?” is a sample question from our ground-truth annotations, related to a charger. The best similar question that an item-unaware BM25 model finds is “Doesn’t charge”, which belongs to a charging cable instead of a charger. However, the best similar question that our item-aware BM25-BERT baseline finds is “Can you use the lightning port for audio connections or only to charge?” from the same item in the same marketplace. On the other hand, what CMJim returns is “Does this work with iPad Pro 2020?” from the same item, but in the source marketplace.

Our simplest item-aware baselines are the Exact-BM25 and Exact-BERT. The results show how much improvement we obtain if we refer to the same item in other marketplaces. The matching is done based on the item’s ASINs in the dataset. We report the results of the Exact baselines only on the us data as we assume that other questions on the same product in the main marketplace do not contain the answer to the user’s questions, and hence, finding the exact same ID is only possible in another marketplace. Comparing the results on the full test set (the left part of the table), when we compare the results of exact-matching baselines trained on the us data with BM25-BM25 and BM25-BERT baselines trained on the uk, we observe that the baselines trained on the uk data outperform the exact-matching baselines in a main marketplace. This can be due to multiple reasons. While still stressing the ineffectiveness of the exact-matching solution, it also suggests that some of the questions cannot be answered from other marketplaces. For example, “How fast does it deliver?” is a very market-sensitive question, which can only be answered using the questions of similar items in the same marketplace.

Next, we compare the performance of different models based on the data that we use in training. To do so, we compare the performance of the same models when trained on different marketplaces,
Table 2: Performance comparison of CMJim with baselines on XMarket-QA. Models are separated based on their training data, that is, the uk upper part contains the models that only use the uk data, the us lists the models that only use the us data, and the all part lists the models that use the data from both marketplaces in training. All inferences are done using the $p$-value $< 0.05$.

<table>
<thead>
<tr>
<th>Market</th>
<th>Method</th>
<th>XMarket-QA</th>
<th>XMarket-QA w/o exact items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MRR</td>
<td>HR@5</td>
</tr>
<tr>
<td>uk</td>
<td>BM25-BM25</td>
<td>0.546*</td>
<td>0.735</td>
</tr>
<tr>
<td></td>
<td>BM25-BERT</td>
<td>0.605</td>
<td>0.775</td>
</tr>
<tr>
<td>us</td>
<td>Exact-BM25</td>
<td>0.507*</td>
<td>0.632*</td>
</tr>
<tr>
<td></td>
<td>Exact-BERT</td>
<td>0.458*</td>
<td>0.653*</td>
</tr>
<tr>
<td></td>
<td>BM25-BM25</td>
<td>0.461*</td>
<td>0.643*</td>
</tr>
<tr>
<td></td>
<td>BM25-BERT</td>
<td>0.430*</td>
<td>0.592*</td>
</tr>
<tr>
<td>all (us + uk)</td>
<td>SimBA+A PC</td>
<td>0.519*</td>
<td>0.701</td>
</tr>
<tr>
<td></td>
<td>BM25-BM25</td>
<td>0.568</td>
<td>0.755</td>
</tr>
<tr>
<td></td>
<td>BM25-BERT</td>
<td>0.511*</td>
<td>0.694*</td>
</tr>
<tr>
<td></td>
<td>CMJim</td>
<td>0.656*</td>
<td>0.816*</td>
</tr>
</tbody>
</table>

e.g., BM25-BM25-uk vs. BM25-BM25-us. We observe that all the models benefit from the data provided by the auxiliary us marketplace. This is evident as we compare the results of BM25-BM25 and BM25-BERT trained on uk and us. We see a 4% and 2% improvement in MRR on BM25-BM25 and BM25-BERT, respectively, suggesting that while similar questions in the main marketplace are useful in answering product-related questions, exploring other resource-rich auxiliary marketplaces can lead to improvements, especially when data of the main marketplace is scarce. When mixing the data from both us and uk, we see a mixed reaction from the models. Those results can be seen in the all (us + uk) section of Table 2. While we see some slight improvements in some of the evaluation metrics (e.g., Hit@5), overall, we do not observe a big difference in the performance of the item-aware baselines. This indicates that while using both marketplaces is potentially beneficial, the baseline models cannot exploit it.

We see that CMJim outperforms all the baselines significantly as it benefits from joint training on question and product similarity, which enables it to learn the dependency of question similarity on the product. Therefore, it can rank the relevant questions high even if they do not belong to similar products (e.g., asking about the power outlet compatibility), enabling the model to outperform the strong baselines in Table 2. In particular, we observe a 14% improvement compared to SimBA+ which is the state-of-the-art model in PQA, indicating the effectiveness of our joint ranking model.

**Performance comparison when leaving the exact items out.** In this experiment, we aim to examine how dependent each model is on the existence of the exact same items in the auxiliary marketplace. Our goal is to test an extreme case of having no matching item in the auxiliary marketplace and test the ability of CMJim in learning to find relevant questions that belong to other items. We deem these cases to be more challenging. Therefore, in our test set, we remove all the items that have matching ASIN with one of our test items. The left part of Table 2 (XMarket-QA w/o exact items) reports the models’ performance under this condition. We see that the performance of all the models drops to a great extent when the exact items are removed because it is very likely to find a relevant question–answer pair in the same item. While using XMarket-QA, results on BM25-BERT-uk suggest that this method is a stronger baseline than BM25-BM25-uk; however, when we remove the exact items, we can see that the margin in this marketplace lowers. A different thing happens in the us marketplace when XMarket-QA is used; we see worse results from BM25-BERT-us than BM25-BM25-uk. Also, when using XMarket-QA, baselines on uk marketplace exhibit stronger performance than their counterparts in the us marketplace. However, when we remove the exact items, this pattern changes. Although CMJim’s performance drops significantly, just all other models, it still outperforms all the baselines, indicating its ability to the joint question–item ranking leads to a better product representation which enables CMJim to find similar non-exact items more effectively.

**Effect of main marketplace (uk) data size.** In this experiment, our goal is to understand how dependent a cross-marketplace question–answering system is on the size of the main marketplace. We hypothesize that the more scarce a marketplace is, the more effective using an auxiliary marketplace would be. To perform this experiment, we leave the auxiliary marketplace data (i.e., us) unchanged while randomly sampling from the main marketplace (i.e., uk). To remove any unwanted model-related effects, we choose the best baseline from Table 2 and compare our model only with BM25-BM25 on three marketplace combinations (i.e., uk, us, and all). Figure 5a shows that BM25-BM25-all and CMJim consistently outperform the BM25-BM25-uk model. Even as more data in uk is available, the models that use the data from both marketplaces effectively outperform the model that only uses the uk data. This suggests that the data from a resource-rich marketplace improves the performance even if more data is available in the main marketplace. Note that the relative size of the two marketplaces in XMarket-QA is very different, suggesting that the high volume of us data overshadows the fact that more data from uk marketplace becomes available to the models. Nevertheless, we observe a constant improvement in the performance as more uk data become available, indicating that certain questions are market-dependent (e.g., questions about the delivery time and suppliers). Also, we...
Effect of training on the incomplete product set in the auxiliary marketplace (us). With this experiment, we want to answer the RQ3. We aim to evaluate the performance of the models when trained in a more realistic scenario where the products in the main marketplace (uk) do not necessarily have an exact match in the auxiliary marketplace (us). To this aim, we randomly sample the us products while keeping the main marketplace data (i.e., uk) unchanged. Doing so, we simultaneously test the performance of our model when fewer auxiliary data are available and when uk products do not have us exact matches. Figure 5b compares the performance of BM25-BERT in all three possible marketplaces; we specifically use this method to include all scenarios in comparison. We examine the performance on [20%, 40%, 60%, 80%, 100%] of us, which respectively corresponds to [15%, 9%, 6.5%, 6%, 5%] of uk items with no us exact matches. We see that BM25-BERT-us in most cases outperforms the dashed line (i.e., BM25-BERT-uk), and the only exception is when only 20% of us is fed to the model, leading to 15% of the uk products not having an exact match in us. We can relate that to the fact that the auxiliary marketplace is resource-rich, where the model can find similar items to cover the exact missing items when enough data is available. Here we aim to examine the cases where an auxiliary marketplace can effectively improve performance. Results show how large an auxiliary marketplace should be to effectively boost the main marketplace’s performance. We see in Figure 5b that as the size of the auxiliary marketplace increases, there is a boost in the performance of the cross-market models. Surprisingly, we find consistent improvements for different data sizes of us. We attribute this to the fact that the size of the us is very large, and hence even 20% of it can improve performance. Furthermore, as more data becomes available (60%), CMJim seems to be saturated, and the performance gain is not as much as before. Also, comparing the performance with the dashed line (i.e., BM25-BERT-uk), we see that BM25-BERT-us and CMJim outperform BM25-BERT-uk when more than 40% of the us data is available, indicating the usefulness of the us data even when its size is smaller. However, BM25-BERT-all performs worse than BM25-BERT-uk for smaller us data sizes. This can be due to the fact that the model does not effectively separate the two marketplaces and performs worse when the data from both marketplaces are available.

8 CONCLUSIONS & FUTURE WORK

This paper investigates the potential impact of using available data in a resource-rich marketplace to answer questions in a resource-scarce marketplace, a new problem called cross-market product-related question answering. We collect and annotate the first cross-market question-answering dataset called XMarket-QA, providing the performance of the baseline model trained only on the us data, BM25-BM25-us, using the dashed line. Furthermore, as we increase the size of uk, the model trained only on uk performs better. After having 80% of the data, it almost matches the performance of the model on all marketplaces. This indicates that while cross-market training always helps the model to perform better, it exhibits much better performance for cases where the main marketplace data is very scarce (less than 60% in this case).

Figure 5: Performance comparison of changing the marketplace size across (a) uk marketplace, (b) us marketplace. The dashed lines denote the performance of the same model using the data from the other marketplace, that is, (a) BM25-BERT-us, (b) BM25-BERT-uk.

Numerous potential directions can be explored to exploit further and understand cross-market product-related question answering. One limitation of the introduced task is that marketplaces must be of the same language. The data can be extended for cross-lingual and multi-market problems in the future. Another limitation of the approach is using the exact same products across different marketplaces in training. An interesting next step would be to modify the model to use similar products without considering the ASINs. In another direction, the models can be modified for answer generation instead of answer selection and clarifying question generation. In addition, our designed model can be extended to leverage other auxiliary resources such as users’ reviews and product descriptions.
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*Note that, in this experiment, since the data of the us is not altered, the performance does not change for different uk data sizes. Therefore, we show its performance as a dashed line.