Measurements of Wγ and Zγ production in pp collisions at √s = 7 TeV with the ATLAS detector at the LHC
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I. INTRODUCTION

The Standard Model (SM) has proved to provide an accurate description of the production of elementary particles observed in high-energy physics experiments. The interactions of $W$ and $Z$ bosons with photons are particularly interesting as they test the self-couplings of these bosons as predicted by the non-Abelian $SU(2)_L \times U(1)_Y$ gauge group of the electroweak sector. In particular, the high-energy proton-proton collisions provided by the LHC explore the production of $W\gamma$ and $Z\gamma$ pairs in a new energy domain. The high center-of-mass energy also allows searches for new particles, for example, techni-mesons which are predicted in technicolor models [1,2], that decay to these final states.

The measurements presented here are improvements on previous studies of the hadroproduction of $W\gamma$ and $Z\gamma$ pairs, as more precise measurements are performed with a larger data sample. The events used for the measurements were recorded in 2011 by the ATLAS detector [3] from 4.6 fb$^{-1}$ of $pp$ collisions at a center-of-mass energy of 7 TeV. The diboson candidate events are selected from the production processes $pp \rightarrow \ell \nu \gamma + X$ ($\ell = e, \mu$), $pp \rightarrow \ell^+ \ell^- \gamma + X$, and $pp \rightarrow \nu \bar{\nu} \gamma + X$. These final states include the production of $W$ and $Z$ bosons with photon bremsstrahlung from the charged leptons from the $W/Z$ boson decays in addition to the $W\gamma$ and $Z\gamma$ diboson events of primary interest. In the SM, the latter originate from $W$ and $Z$ boson production with photons radiated from initial-state quarks (prompt photons), photons from the fragmentation of secondary quarks and gluons into isolated photons, and from photons radiated directly by $W$ bosons. The diagrams of these production mechanisms are shown in Fig. 1. Theories beyond the SM, such as technicolor, predict the decay of narrow resonances to $W\gamma$ or $Z\gamma$ pairs. The data analyses presented here provide differential distributions of relevant kinematic variables, corrected for detector effects, allowing the search for deviations from the SM predictions to be made with high sensitivity.

Previous measurements of $W\gamma$ and $Z\gamma$ final states from $p\bar{p}$ and $pp$ production have been made at the Tevatron, by the CDF [4] and DØ [5,6] collaborations, and at the LHC by the ATLAS [7,8] and CMS [9] collaborations. These experiments have set limits on anomalous triple gauge-boson couplings (aTGCs) that are improved on by the current analysis. The limits on new vector meson resonances that are presented in this paper improve on previous limits set at the Tevatron by the DØ [10] collaboration in the $Z\gamma$ final state, and they are the first reported in the $W\gamma$ final state.

Throughout this paper the notations “$\ell \nu \gamma$,” “$\ell^+ \ell^- \gamma$,” and “$\nu \bar{\nu} \gamma$” specify the production channels “$pp \rightarrow \ell \nu \gamma + X$,” “$pp \rightarrow \ell^+ \ell^- \gamma + X$,” and “$pp \rightarrow \nu \bar{\nu} \gamma + X$,” respectively, and the label “$Z^*$” refers to $Z/\gamma^*$ in addition. In addition, “inclusive” refers to production with no restriction on the recoil system and “exclusive” refers to production restricted to those events with no central jets with transverse energy greater than 30 GeV. Measurements of integrated cross sections and differential kinematic distributions are performed within a fiducial region of the detector. Events with high-transverse-energy photons are used to establish aTGC limits and to carry out the searches for narrow $W\gamma$ and $Z\gamma$ resonances.

This paper is organized as follows: An overview of the ATLAS detector and the data samples used is given in
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The ATLAS detector is composed of an inner tracking system (ID) surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic (EM) and hadronic calorimeters, and a muon spectrometer (MS). The ID consists of three subsystems: the pixel and silicon microstrip (SCT) detectors cover the pseudorapidity range $|\eta| < 2.5$, while the transition radiation tracker (TRT), which is made of straw tubes, has an acceptance range of $|\eta| < 2.0$. The calorimeter system covers the range $|\eta| < 4.9$. The highly segmented electromagnetic calorimeter, which plays a crucial role in electron and photon identification, comprises lead absorbers with liquid argon (LAr) as the active material and covers the range $|\eta| < 3.2$. In the region $|\eta| < 1.8$, a presampler detector using a thin layer of LAr is used to correct for the energy lost by electrons and photons upstream of the calorimeter. The hadronic tile calorimeter ($|\eta| < 1.7$) is a steel/scintillating-tile detector and is located directly outside the envelope of the barrel electromagnetic calorimeter. The two end-cap hadronic calorimeters have LAr as the active material and copper absorbers. The calorimeter coverage is extended to $|\eta| = 4.9$ by a forward calorimeter with LAr as active material and copper (EM) and tungsten (hadronic) as absorber material. The MS is based on three large superconducting aircore toroid magnets, a system of three stations of chambers for precise tracking measurements in the range $|\eta| < 2.7$, and a muon trigger system that covers the range $|\eta| < 2.4$.

The data used for the analyses presented in this paper were collected in 2011 from $pp$ collisions at a center-of-mass energy of 7 TeV. The total integrated luminosity is 4.6 $fb^{-1}$ with an uncertainty of 3.9% [11,12]. Events were selected by triggers requiring at least one identified electron, muon, or photon. The transverse energy ($E_T$) threshold for the single-electron trigger was initially 20 GeV and was raised to 22 GeV in the later part of 2011 to maintain a manageable trigger rate at higher instantaneous luminosity. The transverse momentum ($p_T$) threshold for the single-muon trigger was 18 GeV. Single-photon events were triggered with a transverse energy $E_T > 80$ GeV.

## II. THE ATLAS DETECTOR AND THE DATA SAMPLE

The ATLAS detector uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the $z$ axis along the beam pipe. The $x$ axis points from the IP to the center of the LHC ring, and the $y$ axis points upward. Cylindrical coordinates $(r, \phi)$ are used in the transverse $(x, y)$ plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. The distance $\Delta R$ in the $\eta - \phi$ space is defined as $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$.
MEASUREMENTS OF Wγ AND Zγ...

The production of $pp \rightarrow ℓνγ$ and $pp \rightarrow τνγ$ is modeled with the ALPGEN (2.14) generator [15] interfaced to HERWIG (6.520) [16] for parton shower and fragmentation processes, and to JIMMY (4.30) [17] for underlying event simulation. The modeling of $pp \rightarrow ℓ^+ ℓ^− γ$ and $pp \rightarrow ν\bar{ν}γ$ processes is performed with the SHERPA (1.4.0) generator [18] since the simulation of these processes is not available in ALPGEN. An invariant mass cut of $m(ℓ^+ ℓ^-) > 40$ GeV is applied at the generator level when simulating the $pp \rightarrow ℓ^+ ℓ^- γ$ process. The CTEQ6L1 [19] and CTEQ6.6M [20] parton distribution functions (PDFs) are used for samples generated with ALPGEN and SHERPA, respectively. The final-state radiation (FSR) photons from charged leptons are simulated by PHOTOS (2.15) [21] for the ALPGEN sample, and by the SHERPA generator [22] for the SHERPA sample. All the signal production processes, including the quark/gluon fragmentation into photons, are simulated by these two generators. The ALPGEN sample is generated with leading-order (LO) matrix elements for final states with up to five additional partons, whereas the SHERPA sample is generated with LO matrix elements for final states with up to three additional partons. In the search for technicolor, the signal processes are simulated using PYTHIA (6.425) [23] with a LO MRST2007 [24] PDF set. The $Z(ℓ^+ ℓ^-)$ and $Z(τ^+ τ^-)$ backgrounds are modeled with PYTHIA. The radiation of photons from charged leptons is treated in PYTHIA using PHOTOS. TAUOLA (1.20) [25] is used to model τ lepton decays. The POWHEG (1.0) [26] generator is used to simulate $t\bar{t}$ production and is interfaced to PYTHIA for parton showering and fragmentation. The WW and single top quark processes are modeled by MC@NLO (4.02) [27,28], interfaced to HERWIG for parton showering and fragmentation. The LO MRST2007 PDF set is used to simulate the $Z(ℓ^+ ℓ^-)$, $Z(τ^+ τ^-)$, and $W(τν)$ backgrounds, and the CT10 [29] PDF set is used in simulating $t\bar{t}$, single top quark, and WW production. The next-to-leading-order (NLO) cross-section predictions [30–33] are used to normalize the simulated background events. Backgrounds where a jet or an electron is misidentified as a photon are derived from data as described in Sec. VI.

IV. PHYSICS OBJECT RECONSTRUCTION

The $W$ and $Z$ bosons are reconstructed from their leptonic decays. The $ℓνγ$ final state consists of an isolated electron or muon, large missing transverse momentum due to the undetected neutrino, and an isolated photon. The $ℓ^+ ℓ^- γ$ final state contains one $e^+ e^-$ or $μ^+ μ^-$ pair and an isolated photon. The $ν\bar{ν}γ$ final state contains at least one isolated photon and large missing transverse momentum due to the undetected neutrinos. Collision events are selected by requiring at least one reconstructed vertex with at least three charged particle tracks with $p_T > 0.4$ GeV. If more than one vertex satisfies the vertex selection requirement, the vertex with the highest sum of the $p_T^2$ of the associated tracks is chosen as the primary vertex. Physics objects for the measurement are required to be associated with the primary vertex.

An electron candidate is obtained from an energy cluster in the EM calorimeter associated with a reconstructed track in the ID. The transverse energy of electrons is required to be greater than 25 GeV. The electron cluster must lie outside the transition region between the barrel and endcap EM calorimeters and within the overall fiducial acceptance of the EM calorimeters and the ID, so it must satisfy $|η| < 1.37$ or $1.52 < |η| < 2.47$. At the electron track’s closest approach to the primary vertex, the ratio of the transverse impact parameter $d_0$ to its uncertainty (the $d_0$ significance) must be smaller than 10, and the longitudinal impact parameter $|z_0|$ must be less than 1 mm. Tight electron identification [34] is used in the $W(ℓν)γ$ analysis, whereas medium identification [34] is used to select electrons in the $Z(e^+ e^-)γ$ analysis. To reduce the background due to a jet misidentified as an electron, a calorimeter-based isolation requirement $E_T^{iso} < 6$ GeV is applied to the electron candidate. $E_T^{iso}$ is the total transverse energy recorded in the calorimeters within a cone of radius $ΔR = 0.3$ around the electron position excluding the energy of the electron itself. $E_T^{iso}$ is corrected for leakage from the electron energy cluster’s core into the isolation cone and for contributions from the underlying event and pileup [35,36].

Muon candidates are identified by associating complete tracks or track segments in the MS to tracks in the ID [37]. Each selected muon candidate is a combined track originating from the primary vertex with transverse momentum $p_T > 25$ GeV and $|η| < 2.4$. It is required to be isolated by imposing $R^{iso} < 0.15$, where $R^{iso}$ is the sum of the $p_T$ of the tracks in a $ΔR = 0.3$ cone around the muon direction, excluding the track of the muon, divided by the muon $p_T$. The $d_0$ significance must be smaller than 3, and $|z_0|$ must be less than 1 mm.

Photon candidates are based on clustered energy deposits in the EM calorimeter in the range $|η| < 2.37$ (excluding the calorimeter transition region $1.37 < |η| < 1.52$) with $E_T > 15$ GeV. Clusters without matching tracks are directly classified as unconverted photon candidates. Clusters that are matched to tracks that originate from reconstructed conversion vertices in the ID or to tracks consistent with coming from a conversion are considered as converted photon candidates. Tight requirements on the shower shapes [35] are applied to suppress the background from multiple showers produced in meson (e.g. $π^0$, $η$) decays. To further reduce this background, a photon isolation requirement $E_T^{iso} < 6$ GeV is applied. The definition of photon isolation is the same as the electron isolation described above.  

2The definitions of tight and medium identification [34] were reoptimized for 2011 data-taking conditions. They are based on information about calorimeter shower shapes, track quality, track-calorimeter-cluster matching, particle identification information from the TRT, and a photon conversion veto.
Jets are reconstructed from energy observed in the calorimeter cells using the anti-$k_T$ jet clustering algorithm [38] with radius parameter $R = 0.4$. The selected jets are required to have $p_T > 30$ GeV with $|\eta| < 4.4$, and to be well separated from the lepton and photon candidates $[\Delta R(l, \mu, \gamma, j) > 0.3]$.

The missing transverse momentum ($E_T^{\text{miss}}$) [39] magnitude and direction are measured from the vector sum of the transverse momentum vectors associated with clusters of energy reconstructed in the calorimeters with $|\eta| < 4.9$. A correction is applied to the energy of those clusters that are associated with a reconstructed physical object (jet, electron, $\tau$ lepton, photon). Reconstructed muons are also included in the sum, and any calorimeter energy deposits associated with them are excluded to avoid double counting.

V. W$\gamma$ AND Z$\gamma$ EVENT SELECTION

The $\ell \nu \gamma$ candidate events are selected by requiring exactly one lepton with $p_T > 25$ GeV, at least one isolated photon with $E_T \gamma > 15$ GeV, and $E_T^{\text{miss}}$ above 35 GeV. In addition, the transverse mass of the lepton-$E_T^{\text{miss}}$ system is required to be greater than 40 GeV. A $Z$-veto requirement is applied in the electron channel of the $W\gamma$ analysis by requiring that the electron-photon invariant mass ($m_{\ell\gamma}$) is not within 15 GeV of the $Z$ boson mass. This is to suppress the background where one of the electrons from the $Z$ boson decay is misidentified as a photon. The events selected by the criteria above are used for the inclusive $W\gamma$ cross-section measurements.

The $\ell^+\ell^-\gamma$ candidates are selected by requiring exactly two oppositely charged same-flavor leptons with an invariant mass greater than 40 GeV and one isolated photon with $E_T \gamma > 15$ GeV.

The $\nu\bar{\nu}\gamma$ candidates are selected by requiring one isolated photon with $E_T \gamma > 100$ GeV and $E_T^{\text{miss}} > 90$ GeV. The reconstructed photon, $E_T^{\text{miss}}$ and jets (if jets are found) are required to be well separated in the transverse plane with $\Delta \phi(E_T^{\text{miss}}, \gamma) > 2.6$ and $\Delta \phi(E_T^{\text{miss}}, j) > 0.4$, in order to reduce the $\gamma + j$ jet background. Events with identified electrons and muons are vetoed to reject $W + j$ and $W\gamma$ background. The selection criteria to identify the electrons and muons are the same as in the $Z(\ell^+\ell^-)\gamma$ analysis.

In both the $W\gamma$ and $Z\gamma$ analyses, a selection requirement $\Delta R(\ell, \gamma) > 0.7$ is applied to suppress the contributions from FSR photons in the $W$ and $Z$ boson decays. The events with no jets with $E_T > 30$ GeV are used to measure the exclusive $V\gamma$ cross sections. For $V\gamma$ production, events with a high-$E_T$ photon tend to have more jet activity in the $Z$ final state. Contributions from aTGCs also enhance $V\gamma$ production with high-$E_T$ photons. Thus, the exclusive $V\gamma$ cross-section measurements are expected to be more sensitive to aTGC than the inclusive measurements. In the current analyses the sensitivity to aTGCs improves by $\sim 40\%$ when measurements are performed using exclusive channels compared to inclusive channels.

VI. BACKGROUND ESTIMATION

In the measurements of $\ell^+\nu\gamma$, $\ell^+\ell^-\gamma$, and $\nu\bar{\nu}\gamma$ production, the background contributions are estimated either from simulation or from data. The backgrounds estimated from data include $W + j$ and $\gamma + j$ for the $\ell^+\nu\gamma$ final state, $Z + j$ for the $\ell^+\ell^-\gamma$ final state, and $Z + j$, multijets, $\gamma + j$ and events with an electron faking a photon for the $\nu\bar{\nu}\gamma$ final state. The remaining backgrounds are estimated from simulation.

For the differential fiducial cross sections, the contributions from each background source are estimated in each bin used for the measurement. The sources of backgrounds and the methods of estimating them are described in the following subsections.

A. Background estimation for $pp \rightarrow \ell^+\nu\gamma$

The primary backgrounds to the $\ell^+\nu\gamma$ signal come from the $W + j$, $Z(\ell^+\ell^-)$ and $\gamma + j$ processes.

(i) Events from $W + j$ production can be misidentified as signal candidates when photons come from the decays of mesons produced in jet fragmentation (mainly $\pi^0 \rightarrow \gamma\gamma$);

(ii) $Z(\ell^+\ell^-)$ events mimic the $W\gamma$ signal when one of the leptons from the $Z$ boson decay is misidentified as a photon (in the case of the electron channel), or is not identified and the photon originates from initial-state radiation from a quark or from photon bremsstrahlung from a charged lepton;

(iii) Events from $\gamma + j$ production can mimic the $W\gamma$ signal when there are leptons from heavy quark decays (or, in the electron channel, when charged hadrons or electrons from photon conversions are misidentified as prompt electrons), and large apparent $E_T^{\text{miss}}$ is created by a combination of real $E_T^{\text{miss}}$ from neutrinos in heavy quark decays and of mismeasurement of jet energies;

(iv) In addition, there are background contributions from $t\bar{t}$, single top quark, $WW$, $W(\tau\nu)$, and $Z(\tau\tau)$ processes. The $pp \rightarrow \tau\nu\gamma + X$ source of events is considered as a background since measurements of cross sections for $pp \rightarrow \ell\nu\gamma + X$ production are quoted for a single lepton flavor.

The background contributions from $W + j$ and $\gamma + j$ events in the $W\gamma$ analysis are estimated from data.

$W + j$ background.— A two-dimensional sideband method is used for measuring the $W + j$ background as in Refs. [8,35,40,41] with the two discriminating variables being the photon isolation and the photon identification based on the shower shape (see Fig. 2). The nonsignal

\[^3\]p_T = \sqrt{2p_T(\ell) \times E_T^{\text{miss}} \times (1 - \cos \Delta \phi)}, \text{ and } \Delta \phi \text{ is the azimuthal separation between the directions of the lepton and the missing transverse momentum vector.}
To estimate the uncertainty related to the selection of the background-enriched samples, two alternative selections with tighter and looser background selection requirements based on the shower shapes are used. For the tighter selection, more shower-shape variables are required to fail the selection cuts than for the looser background-enriched samples. The $W + \text{jets}$ background estimates from the alternative background-enriched samples are consistent with those obtained from the nominal sample, and the differences (10%–15%) are assigned as a systematic uncertainty. The changes in the background estimates from varying the photon isolation requirements by $\pm 1$ GeV for the sideband (2%–4%) are also assigned as a systematic uncertainty.

$\gamma + \text{jets background}$.—Similarly, the $\gamma + \text{jets}$ background is estimated from data using the two-dimensional sideband method, with lepton isolation (using the measured ratio $f_l$) and $E_T^{\text{miss}}$ as the independent variables. The ratio $f_l$ is measured in a control sample, which requires the events to pass all the $W\gamma$ selection criteria, except the $E_T^{\text{miss}}$ requirement, which is inverted. The potential bias in the $E_T^{\text{miss}}$ shape for the fake lepton in the low-$E_T^{\text{miss}}$ background-enriched samples is found to be 10%–15% based on MC simulations. By varying the $E_T^{\text{miss}}$ threshold, alternative control samples are obtained to evaluate the systematic uncertainties on $f_l$. In addition, the impact parameter requirements for the muon candidate tracks and the shower-shape selection criteria for electron candidates are also varied to obtain alternative control samples enriched in $\gamma + \text{jets}$ events. The differences between the $\gamma + \text{jets}$ estimates (about 9%) from those control samples give one of the main systematic uncertainties. The change in the $\gamma + \text{jets}$ estimates from varying the lepton isolation requirements (about 4%) is also assigned as a systematic uncertainty.

In the measurement of the differential fiducial cross section as a function of $E_T^\gamma$, the sideband method is used to estimate the $W/\gamma + \text{jets}$ backgrounds in each $E_T^\gamma$ bin for the range $15 < E_T^\gamma < 60$ GeV. Extrapolation methods are used to estimate the $W/\gamma + \text{jets}$ background in the $E_T^\gamma > 60$ GeV region, where few events are available. The statistical uncertainty on the background estimates become comparable to, or larger than, the systematic uncertainty at $E_T^\gamma > 40$ GeV. The extrapolation from the low to the high $E_T^\gamma$ regions is done using the $E_T^\gamma$ distribution shape obtained from control samples ($W(\ell\nu)$ events with one “low quality” photon candidate to estimate the $W + \text{jets}$ background and $W(\ell\nu)$ events with a nonisolated lepton to estimate the $\gamma + \text{jets}$ background). The difference between results (15%–30%) obtained from the sideband method and extrapolation methods is treated as an additional uncertainty for the high-$E_T^\gamma$ bins.

To measure the differential fiducial cross sections as a function of jet multiplicity and the transverse mass of the $W\gamma$ system, the distributions of these kinematic variables

<table>
<thead>
<tr>
<th>Standard Photon Identification</th>
<th>Isolated</th>
<th>Non–isolated</th>
</tr>
</thead>
<tbody>
<tr>
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<td>C</td>
<td>D</td>
</tr>
<tr>
<td>(Control Region)</td>
<td></td>
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</tr>
<tr>
<td>&quot;Low Quality&quot; Photon Identification</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
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<td></td>
<td>(Control Region)</td>
</tr>
<tr>
<td>6 7 Isolation Energy [GeV]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIG. 2. Sketch of the two-dimensional plane defining the four regions used in the sideband method. Region A is the signal region. The nonisolated control regions (B and D) are defined for photons with $E_T^{\text{iso}} > 7$ GeV. The “low quality photon identification” control regions (C and D) include photons that fail the full photon shower-shape selection criteria but pass a subset of them. For the data-driven $W + \text{jets}$ background estimation to the inclusive $W\gamma$ measurement, about 1000 $W + \text{jets}$ candidates are selected in the nonisolated control regions, and about 2000 $W + \text{jets}$ candidates are selected in the “low quality photon identification” control regions.

regions are corrected for any contamination by signal events. A quantity $f_\gamma$ is defined as the ratio of photon candidates passing the photon isolation criteria to the number of candidates failing the isolation requirement. The ratio $f_\gamma$ is measured in $W(\ell\nu)$ events with one “low quality” photon candidate, which is defined as one that fails the full photon shower-shape selection criteria but passes a subset of them (C/D). Monte Carlo simulation is used to correct $f_\gamma$ for signal contamination in the “low quality” photon sample. The estimated contribution from $W + \text{jets}$ in the signal region is obtained by multiplying the measured $f_\gamma$ by the number of events passing all $W\gamma$ selections, except the photon isolation requirement (region B).

The main contribution to the uncertainty in the $W + \text{jets}$ background estimate comes from the potential bias in the $E_T^{\text{iso}}$ shape for the fake photons in background-enriched samples due to effects from the detector (e.g. measurement of shower shapes) and physics (e.g. simulation of the underlying event). This uncertainty is found to be less than 15% using a MC $W + \text{jets}$ sample, by comparing the $E_T^{\text{iso}}$ shape between the “low quality” photon sample and the “high quality” photon sample. The difference is used to modify the ratio $f_\gamma$, and a new $W + \text{jets}$ background contribution in the signal region is estimated. The difference between the nominal estimate and the new estimate is taken to be the systematic uncertainty.
TABLE I. Total number of events passing the selection requirements in the data ($N_{W/γ}^{\text{obs}}$), expected number of background events, and observed number of signal events ($N_{W/γ}^{\text{sig}}$) in the $eγ$ and the $μγ$ channels for inclusive ($N_{\text{jet}} \geq 0$) and exclusive ($N_{\text{jet}} = 0$) events. $N_{W/γ}^{\text{sig}}$ is defined as the difference between $N_{W/γ}^{\text{obs}}$ and the total number of expected background events. The first uncertainty is statistical and the second uncertainty represents an estimate of the systematic effects. The “other background” includes contributions from $WW$, single top quark, $W(τν)$, and $Z(τ^+τ^−)$ production.

<table>
<thead>
<tr>
<th></th>
<th>$N_{\text{jet}} \geq 0$</th>
<th>$N_{\text{jet}} = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$eγ$</td>
<td>$μγ$</td>
</tr>
<tr>
<td>$W(ℓν)+\text{jets}$</td>
<td>7399</td>
<td>10914</td>
</tr>
<tr>
<td>$Z(ℓ^+ℓ^−)+X$</td>
<td>2560 ± 270 ± 580</td>
<td>910 ± 160 ± 160</td>
</tr>
<tr>
<td>$γ+\text{jets}$</td>
<td>779 ± 19 ± 93</td>
<td>411 ± 13 ± 51</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>184 ± 9 ± 15</td>
<td>267 ± 79 ± 54</td>
</tr>
<tr>
<td>Other background</td>
<td>320 ± 8 ± 28</td>
<td>653 ± 9 ± 57</td>
</tr>
<tr>
<td>$N_{W/γ}^{\text{sig}}$</td>
<td>141 ± 16 ± 13</td>
<td>291 ± 29 ± 26</td>
</tr>
<tr>
<td>$N_{W/γ}/σ_{\text{eff}}$</td>
<td>4390 ± 200 ± 250</td>
<td>6440 ± 300 ± 590</td>
</tr>
</tbody>
</table>

for the $W/γ+\text{jets}$ backgrounds are taken from the control samples described in the previous paragraph. The $W/γ+\text{jets}$ distributions are then normalized to the predicted contributions to the measurements.

**Z(ℓ+ℓ−) background.**—To understand background contributions from the $Z(ℓ^+ℓ^−)$ process, MC simulation is needed to study the possibility of losing one lepton from $Z$ decay due to acceptance. Furthermore, two control regions are built to study the $E_{T}^{\text{miss}}$ modeling in $Z+γ$ and $Z+\text{jets}$ events. The events in the $Z+γ$ control regions are selected by imposing the nominal $ℓ^+ℓ^−γ$ signal selection criteria, and the events in the $Z(ℓ^+ℓ^−)+\text{jets}$ control regions are selected by imposing the nominal $eγ$ selection criteria, except requiring that $m_{γγ}$ be within 15 GeV of the $Z$ boson mass, assuming one of the electrons is missed as a photon. A good agreement between the data and the MC simulation for the $E_{T}^{\text{miss}}$ distributions is found in these two $Z$ control regions, both in events with low pileup and in events with high pileup. Therefore their contributions are estimated from MC simulations. The uncertainties in $E_{T}^{\text{miss}}$ modeling in the $Z(ℓ^+ℓ^−)$ process are studied by varying the energy scale and resolution of the leptons, photons, jets, and unassociated energy clusters in the calorimeter.

**Other backgrounds.**—The background contributions from $t\bar{t}$, $WW$, single top quark, $Z(τ^+τ^−)$, and $W(τν)$ processes are estimated from MC simulations. The systematic uncertainties arise mainly from theoretical uncertainties on the production cross sections of these background processes and uncertainties on the lepton, photon, jet, and $E_{T}^{\text{miss}}$ modeling in the simulation.

A summary of background contributions and signal yields in the $Wγ$ analysis is given in Table I. The estimated $W+\text{jets}$ background is significantly smaller in the electron channel than in the muon channel due to the $Z$-veto requirement in the electron channel, described in Sec. V.

The distributions of the photon transverse energy, $E_{T}^{\text{miss}}$, jet multiplicity, and three-body transverse mass [see Eq. (6)] from the selected $Wγ$ events are shown in Fig. 3. The data are compared to the sum of the backgrounds and the SM signal predictions. The distributions for the expected $Wγ$ signal are taken from signal MC simulation and normalized to the total extracted number of signal events shown in Table I ($N_{Wγ}^{\text{sig}}$).

**B. Background estimation for $pp \rightarrow ℓ^+ℓ^−γ$**

The main background to the $ℓ^+ℓ^−γ$ signal (amounting to 98%–99% of the total background) originates from events with $Z+\text{jets}$ where jets are misidentified as photons. The $Z+\text{jets}$ contamination is estimated from data using a sideband method similar to the one described in Sec. VI A. The main uncertainty (20%) is due to the bias in the $E_{T}^{\text{mis}}$ shape for the fake photons in background-enriched control samples defined by the “low quality” selection criteria. The small contribution from $t\bar{t}+X$ production (mainly from $t\bar{t}+γ$) is estimated from MC simulation. A summary of background contributions and signal yields in the $ℓ^+ℓ^−γ$ analyses is given in Table II. The distributions of the photon transverse energy, jet multiplicity, and three-body mass from the selected $Zγ$ events are shown in Fig. 4. The data and simulation agree within the uncertainty of the background estimate.

**C. Background estimation for $pp \rightarrow ν\bar{ν}γ$**

Background to the $ν\bar{ν}γ$ signal originates mainly from the following processes:

(i) $W(νν)$ events, when the electron is misidentified as a photon;

(ii) $Z(ν\bar{ν})+\text{jets}$ and multijet events, when one of the jets in the event is misidentified as a photon;

(iii) $τγ$ and $ℓγ$ events from $Wγ$ production, when the $τ$ decays into hadrons or when the electron or muon from $τ$ or $W$ decay is not reconstructed;

---

4 Unassociated energy clusters in the calorimeter are the energy deposits that are not matched to any reconstructed high-$p_T$ object (jet, electron, muon, and photon).
be identified as a photon in the final state. A sample of performed to determine the probability for an electron to
invariant mass of the photon and the electron is close to the Z mass. This fraction \( f_{e^{-}\gamma} \) increases from 2% to 6% as \(|\eta|\) increases. These fake rates are used to determine the \( W(e\nu) \) background in the signal region, by weighting the electron candidates in the control region with the misidentification rate corresponding to their \( |\eta| \).

The events in the \( W(e\nu) \) control region are selected by nominal \( \nu\bar{\nu}\gamma \) selection criteria, except an electron is used instead of a photon in the final state. The data-driven estimates of the \( W(e\nu) \) background are limited mainly by the accuracy of the measurement of the misidentification rate. The combined statistical and systematic uncertainties of the determination
of $f_{e\gamma}$ are used to evaluate the systematic uncertainties of the $W(e\nu)$ background estimate.

$Z(\nu\bar{\nu}) + \text{jets and multijets backgrounds}$.— A data-driven method similar to the one described in Sec. VI A is used to determine the background contribution from $Z(\nu\bar{\nu}) + \text{jets and multijets events}$. The main systematic uncertainty (20%) comes from the differences between $f_{\gamma}$ values measured in various control samples obtained by varying the selection criteria for “low quality” photons.

$W\gamma$ background.— Misidentified events from the $W\gamma$ process are one of the dominant background contributions to the $\nu\bar{\nu}\gamma$ signal. A large fraction (about 65%) of the $W\gamma$ contamination comes from $\tau\nu\gamma$ events. The branching fractions of the $\tau$ decay modes are well known and modeled by MC simulation. The main uncertainty on the $\tau\nu\gamma$ contamination is due to the uncertainty on the MC normalization factor. By assuming lepton universality for the $W$ boson decays, the MC scale factor for $\tau\nu\gamma$ events and its uncertainty are taken from the measurement of $\ell\nu\gamma$ events. The scale factor is defined to correct the yield of $\ell\nu\gamma$ events estimated by MC simulation to match the $\ell\nu\gamma$ event yield measured in data as shown in Table I. About 35% of $W\gamma$ contamination comes from $\ell\nu\gamma$ events. Most of the $\ell\nu\gamma$ contamination consists of events with a low-$E_T$ lepton below 25 GeV (70%) or with a high-$E_T$ central lepton that failed to pass the identification or isolation criteria (20%). Less than 5% of $\ell\nu\gamma$ contamination comes from events with a forward lepton outside the detector’s fiducial volume.

$\gamma + \text{jets background}$.— Because of the high-$E_T^{\text{miss}}$ requirement in $\nu\bar{\nu}\gamma$ event selection, $\gamma + \text{jets contamination}$ is suppressed, especially in the exclusive measurement with a jet veto cut. In order to measure this background from data, a sample is selected by applying all signal-region selection criteria except for requiring $\Delta\phi(E_T^{\text{miss}}, \text{jet}) < 0.4$. By requiring the $E_T^{\text{miss}}$ direction to be close to the jet direction, the selected events in the control region are dominated by $\gamma + \text{jets background}$. The yield of $\gamma + \text{jets}$ obtained in control regions is then scaled by an extrapolation factor to predict the $\gamma + \text{jets}$ background yield in the signal region, where the extrapolation factor is taken from a $\gamma + \text{jets}$ MC sample. By varying the $E_T^{\text{miss}}$ threshold from 60 to 100 GeV and varying the jet multiplicity requirement for the events from $N_{\text{jet}} \geq 1$, alternative control samples are obtained to evaluate the systematic uncertainties. The main systematic uncertainty in the $\gamma + \text{jets}$ estimate comes from the different background yields in different control regions. The systematic uncertainty on the extrapolation factor is obtained by comparing the predictions from SHERPA and PYTHIA $\gamma + \text{jets}$ MC samples and varying the energy scale and resolution for jets and $E_T^{\text{miss}}$ in MC samples.

$\text{Other backgrounds}$.— Background contributions from other processes are determined from MC samples. The contributions from $Z(\nu\bar{\nu}) + \ell\bar{\ell}yy$ and $t\bar{t}$ are found to be small (about 1% of the total background). The contributions from the other processes such as $Z(\ell^+\ell^-\gamma)$, $\gamma\gamma$, and diboson production are found to be negligible due to the strict cuts applied to the $E_T^{\text{miss}}$ and the photon transverse energy.

To investigate the possibility of noncollision backgrounds, the distributions of the direction of flight as well as quality criteria (e.g. shower shapes) of the photon candidates in data are compared to those expected from the signal simulation to search for discrepancies. The direction of flight, which is determined by using the depth segmentation of the EM calorimeter, can show if the photon appears to be coming from a vertex other than the primary vertex. The spectra of the direction of flight as well as the quality criteria are found to be completely consistent with those photons produced in events with real photons [e.g. $W(\nu\bar{\nu}) + \gamma$ and $Z(\ell^+\ell^- + \gamma)$] leading to the conclusion that if there are noncollision background events, they are negligible.

A summary of background contributions and signal yields in the $\nu\bar{\nu}\gamma$ analysis is given in Table III. The photon transverse energy, the jet multiplicity, and the missing transverse energy distributions from the selected $\nu\bar{\nu}\gamma$ events are shown in Fig. 5.

### VII. CROSS-SECTION MEASUREMENTS

The cross-section measurements for the $W\gamma$ and $Z\gamma$ processes are performed in the fiducial region, defined at particle level using the object and event kinematic...
selection criteria described in Sec. V. They are then extrapolated to an extended fiducial region (defined in Table IV) common to the electron and muon final states. In this analysis, particle level refers to stable particles, defined as having lifetimes exceeding 10 ps, that are produced from the hard scattering or after the hadronization but before their interaction with the detector. The extrapolation corrects for the signal acceptance losses in the calorimeter transition region ($1.37 < |\eta| < 1.52$) for electrons and photons and in the high-$\eta$ region ($2.4 < |\eta| < 2.47$) for muons. It also corrects for the $Z$-veto requirement in the $W\gamma$ electron channel, for the transverse mass selection criteria in both channels in the $W\gamma$ analysis, and for the acceptance loss due to the selection requirements on $\Delta \phi(E_T^{miss}, \gamma)$ and $\Delta \phi(E_T^{miss}, jet)$ in the $\nu \nu \gamma$ analysis. Jets at particle level are reconstructed in MC-generated events by applying the anti-$k_t$ jet reconstruction algorithm with a radius parameter $R = 0.4$ to all final-state stable particles. To account for the effect of final-state QED radiation, the energy of the generated lepton at particle level is defined as the energy of the lepton after radiation plus the energy of all radiated photons within a cone around the lepton direction. Isolated photons with $e_{h}^\gamma < 0.5$ [42,43] are considered as signal, where $e_{h}^\gamma$ is defined at particle level as the sum of the energy carried by final-state particles in a cone around the photon direction divided by the energy carried by the photon.
TABLE III. Total number of events in the data ($N_{\text{obs}}^{\nu\nu\gamma}$), expected number of background events from various SM processes, and observed signal yields ($N_{\text{mod}}^{\nu\nu\gamma}$) after all $\nu\nu\gamma$ selection criteria are applied for inclusive ($N_{\text{jet}} \geq 0$) and exclusive ($N_{\text{jet}} = 0$) events. $N_{\text{mod}}^{\nu\nu\gamma}$ is defined as the difference between $N_{\text{obs}}^{\nu\nu\gamma}$ and the total number of expected background events. The first uncertainty is statistical and the second uncertainty represents an estimate of the systematic effects.

<table>
<thead>
<tr>
<th>Process</th>
<th>$N_{\text{jet}} \geq 0$</th>
<th>$N_{\text{jet}} = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W(\nu\nu)$</td>
<td>171 $\pm$ 2 $\pm$ 17</td>
<td>132 $\pm$ 2 $\pm$ 13</td>
</tr>
<tr>
<td>$Z(\nu\nu)$ + jets, multijet</td>
<td>70 $\pm$ 13 $\pm$ 14</td>
<td>29 $\pm$ 5 $\pm$ 3</td>
</tr>
<tr>
<td>$W\gamma$</td>
<td>238 $\pm$ 12 $\pm$ 37</td>
<td>104 $\pm$ 9 $\pm$ 24</td>
</tr>
<tr>
<td>$\gamma$ + jets</td>
<td>168 $\pm$ 20 $\pm$ 42</td>
<td>26 $\pm$ 7 $\pm$ 11</td>
</tr>
<tr>
<td>$Z(\tau^+ \tau^-)\gamma$</td>
<td>11.7 $\pm$ 0.7 $\pm$ 0.9</td>
<td>6.5 $\pm$ 0.6 $\pm$ 0.6</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>11 $\pm$ 1.2 $\pm$ 1.0</td>
<td>0.9 $\pm$ 0.6 $\pm$ 0.1</td>
</tr>
<tr>
<td>$N_{\text{mod}}^{\nu\nu\gamma}$</td>
<td>420 $\pm$ 42 $\pm$ 60</td>
<td>360 $\pm$ 29 $\pm$ 30</td>
</tr>
</tbody>
</table>

A. Integrated fiducial cross section

The cross-section measurements for the processes $pp \rightarrow \ell\nu\gamma + X$ and $pp \rightarrow (\ell^+ \ell^- / \nu\nu\gamma) + X$ are calculated as

$$
\sigma_{pp \rightarrow \ell\nu\gamma(\ell^+ \ell^- / \nu\nu\gamma)}^{\text{ext-fid}} = \frac{N_{\nu\nu\gamma}^{\nu\nu\gamma}}{A_{\nu\nu\gamma \cdot C_{\nu\nu\gamma} \cdot \int \mathcal{L} dt}},
$$

where

(i) $N_{\nu\nu\gamma}^{\nu\nu\gamma}$ and $N_{Z\gamma}^{\nu\nu\gamma}$ denote the number of background-subtracted signal events passing the selection criteria of the $W\gamma$ and $Z\gamma$ analyses. These numbers are listed in Tables I, II, and III.

(ii) $\int \mathcal{L} dt$ is the integrated luminosity for the channels of interest (4.6 $\text{fb}^{-1}$).

(iii) $C_{\nu\nu\gamma}$ is defined as the number of reconstructed MC events passing all selection requirements divided by the number of generated events at particle level within the fiducial region. These ratios, which are corrected with scale factors to account for small discrepancies between data and simulation, are shown in Table V.

(iv) $A_{\nu\nu\gamma}$ are the acceptances, defined at particle level as the number of generated events found within the fiducial region divided by the number of generated events within the extended fiducial region. These acceptances are listed in Table V.

The correction factors $C_{\nu\nu\gamma}$ are determined by using $W/Z + \gamma$ signal MC events, corrected with scale factors to account for small discrepancies between data and simulation. These discrepancies include the differences in the lepton and photon reconstruction, identification, and isolation efficiencies, as well as trigger efficiencies.

Table VI summarizes the systematic uncertainties on $C_{\nu\nu\gamma}$ from different sources, on the signal acceptance $A_{\nu\nu\gamma}$, and on the background estimates. The dominant uncertainties on $C_{\nu\nu\gamma}$ come from photon identification and isolation efficiency. The photon identification efficiency is determined from the signal MC samples where the shower-shape distributions of the photon are corrected to account for the observed small discrepancies between data and simulation. The systematic uncertainty is determined by comparing the corrected nominal value from MC simulation with the efficiency measurement using a pure photon sample from radiative Z decays in data [36]. The uncertainty on the photon identification efficiency is found to be about 6% for all $V\gamma$ measurements. By doing a similar study, the uncertainty on the photon isolation efficiency is found to be less than 3%.

The uncertainties coming from the jet energy scale (JES) and resolution (JER) are important for all exclusive $V\gamma$ measurements. Uncertainties associated with the JES and JER affect the efficiency of the jet veto criteria and have an impact on $E_{\text{Tmiss}}$. By separately varying the JES and JER within one standard deviation and propagating them to the $E_{\text{Tmiss}}$, the uncertainties on $C_{\nu\nu\gamma}$ due to these effects are found to be less than 4% for exclusive $\ell\nu\gamma$ and 3% for exclusive $\ell^+ \ell^- \gamma$ and $\nu\nu\gamma$ measurements.

The uncertainties on energy scale and resolution for unassociated energy clusters in the calorimeter and for additional $pp$ collisions are propagated to $E_{\text{Tmiss}}$, with an impact on $C_{\nu\nu\gamma}$ of less than 2% for the $\ell\nu\gamma$ and $\nu\nu\gamma$ measurements.

The muon momentum scale and resolution are studied by comparing the invariant mass distribution of $Z \rightarrow \mu^+ \mu^-$ events in data and MC simulation [37]. The impact on $\ell\nu\gamma$ and $\ell^+ \ell^- \gamma$ signal events due to the muon momentum scale and resolution uncertainty is found to be less than 1% in the $\ell\nu\gamma$ measurement, the uncertainty due to lepton identification and reconstruction is found to be about 2% in the electron channel, and less than 1% in the muon channel, and the uncertainty due to lepton isolation is found to be less than 2% in the electron channel and less than 0.5% in the muon channel.

The uncertainty due to single-muon trigger efficiencies is 2% for $\ell\nu\gamma$ and 0.6% for $\ell^+ \ell^- \gamma$, while the uncertainty from single-electron trigger efficiencies is 0.7% for $\ell\nu\gamma$ and 0.1% for $\ell^+ \ell^- \gamma$ [45–47]. The uncertainty from photon trigger efficiencies for $\nu\nu\gamma$ is 1%.

The systematic uncertainties for $A_{\nu\nu\gamma}$ are dominated by PDF uncertainties (< 0.8%), by the renormalization and factorization scale uncertainties (< 0.5%), and by the uncertainties on the size of the contributions from fragmentation photons (< 0.3%). The PDF uncertainty is estimated using the CT10 error eigenvectors at their
90% confidence level (C.L.) limits and rescaled appropriately to 68% C.L., with variations of \( C_\text{11s} \) in the range 0.116–0.120. The renormalization and factorization scales are varied by factors of 2 around the nominal scales to evaluate the scale-related uncertainties.

The cross-section measurements of each leptonic decay channel and the combined (electron, muon) channels are extracted using a likelihood method. A negative log-likelihood function is defined as

\[
\ln L(\sigma, x) = -\sum_{i=1}^{n} \ln \left( \frac{e^{-\left( N_i(\sigma, x) + N_i^b(x) \right)} \times (N_i^s(\sigma, x) + N_i^b(x))^{N_i^\text{obs}}}{(N_i^\text{obs})!} \right) + x \cdot x \cdot \frac{1}{2}.
\]

The expression inside the natural logarithm in Eq. (2) is the Poisson probability of observing \( N_i^\text{obs} \) events in channel \( i \) when \( N_i^s \) signal and \( N_i^b \) background events are expected. The nuisance parameters \( x \), whose distribution is assumed to be Gaussian, affect \( N_i^s \) and \( N_i^b \) as

\[
N_i^s(\sigma, x) = N_i^s(\sigma, 0) \left( 1 + \sum_k x_k S_k^s \right).
\]

\[
N_i^b(\sigma) = N_i^b(0) \left( 1 + \sum_k x_k B_k^b \right).
\]

where \( S_k^s \) and \( B_k^b \) are, respectively, the relative systematic uncertainties on the signal and background due to the \( k \)-th source of systematic uncertainty. The quantity \( n \) in Eq. (2) is the number of channels to combine. By varying the
nuisance parameters $\mathbf{x}$, the negative log-likelihood in Eq. (2) is minimized to obtain the most probable value of the measured cross section.

For the combination, it is assumed that the uncertainties on the lepton trigger and identification efficiencies are uncorrelated between different leptonic decay channels. All other uncertainties, such as the ones on the photon efficiency, background estimation, and jet energy scale, are assumed to be fully correlated. The measured production cross sections in the extended fiducial region defined in Table IV for the $\ell \nu \gamma$, $\ell^+ \ell^- \gamma$, and $\nu \bar{\nu} \gamma$ processes are summarized in Table VII. These cross-section measurements are the most extensive made to date for the study of $V + \gamma$ production at the LHC.

### B. Differential fiducial cross section

Differential cross sections provide a more detailed comparison of the theoretical predictions to measurements, allowing a generic comparison of the kinematic distributions both in shape and normalization of the spectrum. For this purpose, the measured distributions are corrected to the underlying particle-level distributions by unfolding the effects of the experimental acceptance and resolution. A Bayesian iterative unfolding technique [49] is used.

In the unfolding of binned data, effects of the experimental resolution are expressed by a response matrix, each element of which is the probability of an event in the $i$th bin at the particle level being reconstructed in the $j$th measured bin. In the iterative Bayesian unfolding, the initial prior for the underlying particle-level distribution is chosen to be the particle-level spectrum from the signal Monte Carlo sample. The posterior probability is obtained by Bayesian theory given the prior distribution, the measured distribution, and the response matrix. The posterior is then used by the unfolding algorithm as a prior for the next iteration. Two iterations are used in the unfolding procedure because tests have shown that the unfolded spectrum becomes insensitive to the initial prior probability after two iterations.

The Bayesian unfolding is not sensitive to the MC simulation modeling of the spectrum shape. To estimate a potential bias due to MC modeling, the unfolding method was tested using a data-driven closure test. In this test the particle-level spectrum in the MC simulation is reweighted and convolved through the folding matrix such that significantly improved agreement between the data and the reconstructed spectrum from the MC simulation is attained. The reweighted, reconstructed spectrum in the MC simulation is then unfolded using the same procedure.

### TABLE IV

<table>
<thead>
<tr>
<th>Cuts</th>
<th>$pp \rightarrow \ell \nu \gamma$</th>
<th>$pp \rightarrow \ell^+ \ell^- \gamma$</th>
<th>$pp \rightarrow \nu \bar{\nu} \gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton</td>
<td>$p_T^\ell &gt; 25$ GeV, $</td>
<td>\eta</td>
<td>&lt; 2.47$</td>
</tr>
<tr>
<td>Neutrino</td>
<td>$N_{\ell} = 1$</td>
<td>$N_{\ell} = 1$, $N_{\ell} = 1$</td>
<td>$N_{\ell} = 0$</td>
</tr>
<tr>
<td>Boson</td>
<td>$p_T^\nu &gt; 35$ GeV</td>
<td>$m_{\ell^+ \ell^-} &gt; 40$ GeV</td>
<td>$p_T^{\nu \bar{\nu}} &gt; 90$ GeV</td>
</tr>
<tr>
<td>Photon</td>
<td>$E_T^\ell &gt; 15$ GeV</td>
<td>$E_T^\ell &gt; 15$ GeV</td>
<td>$E_T^{\nu \bar{\nu}} &gt; 100$ GeV</td>
</tr>
<tr>
<td>Jet</td>
<td>$E_T^{\gamma} &gt; 30$ GeV, $</td>
<td>\eta^{\gamma}</td>
<td>&lt; 4.4$</td>
</tr>
</tbody>
</table>

Inclusive: $N_{\text{jet}} \geq 0$, Exclusive: $N_{\text{jet}} = 0$

### TABLE V

<table>
<thead>
<tr>
<th>Process</th>
<th>$pp \rightarrow e \nu \gamma$</th>
<th>$pp \rightarrow \mu \nu \gamma$</th>
<th>$pp \rightarrow e^+ e^- \gamma$</th>
<th>$pp \rightarrow \mu^+ \mu^- \gamma$</th>
<th>$pp \rightarrow \nu \bar{\nu} \gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{jet}} \geq 0$</td>
<td>$C_{V\gamma} = 0.51 \pm 0.04$</td>
<td>$A_{V\gamma} = 0.68 \pm 0.01$</td>
<td>$0.33 \pm 0.02$</td>
<td>$0.43 \pm 0.03$</td>
<td>$0.71 \pm 0.05$</td>
</tr>
<tr>
<td>$N_{\text{jet}} = 0$</td>
<td>$C_{V\gamma} = 0.46 \pm 0.04$</td>
<td>$A_{V\gamma} = 0.73 \pm 0.01$</td>
<td>$0.31 \pm 0.02$</td>
<td>$0.40 \pm 0.03$</td>
<td>$0.69 \pm 0.05$</td>
</tr>
</tbody>
</table>
TABLE VI. Relative systematic uncertainties in % on the signal correction factor $C_{\gamma\gamma}$ for each channel in the inclusive $N_{\text{jet}} > 0$ (exclusive $N_{\text{jet}} = 0$) $V\gamma$ measurement.

<table>
<thead>
<tr>
<th>Source</th>
<th>$pp \rightarrow e\gamma$</th>
<th>$pp \rightarrow \mu\gamma$</th>
<th>$pp \rightarrow e^+e^-\gamma$</th>
<th>$pp \rightarrow \mu^+\mu^-\gamma$</th>
<th>$pp \rightarrow \nu\bar{\nu}\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$ identification efficiency</td>
<td>6.0 (6.0)</td>
<td>6.0 (6.0)</td>
<td>6.0 (6.0)</td>
<td>6.0 (6.0)</td>
<td>5.3 (5.3)</td>
</tr>
<tr>
<td>$\gamma$ isolation efficiency</td>
<td>1.9 (1.8)</td>
<td>1.9 (1.7)</td>
<td>1.4 (1.4)</td>
<td>1.4 (1.4)</td>
<td>2.8 (2.8)</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>0.4 (2.9)</td>
<td>0.4 (3.2)</td>
<td>$\cdots$ (2.2)</td>
<td>$\cdots$ (2.4)</td>
<td>0.6 (2.0)</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>0.4 (1.5)</td>
<td>0.6 (1.7)</td>
<td>$\cdots$ (1.7)</td>
<td>$\cdots$ (1.8)</td>
<td>0.1 (0.5)</td>
</tr>
<tr>
<td>Unassociated energy cluster in $E_T^\text{miss}$</td>
<td>1.5 (1.6)</td>
<td>0.5 (1.0)</td>
<td>$\cdots$ (1.1)</td>
<td>$\cdots$ (1.1)</td>
<td>0.3 (0.2)</td>
</tr>
<tr>
<td>$\mu$ momentum scale and resolution</td>
<td>$\cdots$ (1.1)</td>
<td>0.5 (0.4)</td>
<td>$\cdots$ (1.1)</td>
<td>1.0 (0.8)</td>
<td>$\cdots$ (1.1)</td>
</tr>
<tr>
<td>EM scale and resolution</td>
<td>2.3 (3.0)</td>
<td>1.3 (1.6)</td>
<td>2.8 (2.8)</td>
<td>1.5 (1.5)</td>
<td>2.6 (2.7)</td>
</tr>
<tr>
<td>Lepton identification efficiency</td>
<td>1.5 (1.6)</td>
<td>0.4 (0.4)</td>
<td>2.9 (2.5)</td>
<td>0.8 (0.8)</td>
<td>$\cdots$ (1.1)</td>
</tr>
<tr>
<td>Lepton isolation efficiency</td>
<td>0.8 (0.8)</td>
<td>0.3 (0.2)</td>
<td>2.0 (1.6)</td>
<td>0.5 (0.4)</td>
<td>$\cdots$ (1.1)</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>0.8 (0.1)</td>
<td>2.2 (2.1)</td>
<td>0.1 (0.1)</td>
<td>0.6 (0.6)</td>
<td>1.0 (1.0)</td>
</tr>
<tr>
<td>Total</td>
<td>7.1 (8.0)</td>
<td>6.8 (7.8)</td>
<td>7.6 (7.9)</td>
<td>6.5 (7.1)</td>
<td>6.6 (7.0)</td>
</tr>
</tbody>
</table>

as for the data. The comparison of the result with the reweighted particle-level spectrum from the MC simulation provides the estimate of the bias due to the MC modeling. The typical size of the bias is less than 0.5%.

The $E_T^\gamma$ bins are chosen to be large compared to the detector resolution to minimize migration effects and to maintain a sufficient number of events in each bin.

The differential fiducial cross section is then defined in Eq. (5), where $x$ is the variable of the measurement, $dx$ is the width of the $i$th bin of $x$, and $N_i^{\text{unfold}}$ is the unfolded number of events in the $i$th bin,

$$
\frac{d\sigma_i}{dx} = \frac{N_i^{\text{unfold}}}{\int L dt \cdot dx}.
$$

Figure 6 shows the differential fiducial cross sections as a function of $E_T^\gamma$ in $V\gamma$ processes with the inclusive selection and with the exclusive zero-jet selection, as well as a comparison to the SM prediction. The corresponding numerical values (\frac{d\sigma}{dx}) are summarized in Table VIII. The systematic uncertainties on the differential fiducial cross sections are dominated by the uncertainties on the $W + \text{jet}$,
uncertainties. The unfolding procedure is then applied to each pseudoexperiment, and the standard deviation of the unfolded results is taken as the statistical uncertainty. The systematic uncertainties on the spectrum are evaluated by varying the response matrix for each source of uncertainty and by combining the resulting changes in the unfolded spectrum.

The normalized differential fiducial cross section \( \frac{1}{\sigma} \times \frac{d\sigma}{dx} \) and \( \frac{1}{\sigma} \times d\sigma/(x) \), where \( \sigma = \int \frac{d\sigma}{dx} \) and \( x \) is the variable under consideration such as \( E_T^{\gamma} \) is also provided for shape comparisons. Some generators (SHERPA and ALPGEN) can provide precise predictions for the kinematic variable shapes but are less accurate for the normalization. Table VIII shows the normalized differential fiducial cross sections as a function of \( E_T^{\gamma} \) for the \( \ell \nu\gamma \) and \( \ell^+\ell^-\gamma \) processes.

The normalized cross sections measured in bins of jet multiplicity in \( V\gamma \) events is presented in Fig. 7 and Table IX. The measurements are performed in the extended fiducial phase spaces defined in Table IV, with \( E_T^{\gamma} > 15 \text{ GeV} \) for the low-\( E_T^{\gamma} \) region and with \( E_T^{\gamma} > 60 \text{ GeV} \) for the high-\( E_T^{\gamma} \) region. The systematic uncertainties on the jet multiplicity measurement are dominated by the uncertainties on the jet energy scale, the jet energy resolution, and the background shape.

The transverse mass \( m_T^{\ell\gamma} \) spectrum and the invariant mass \( m^{\ell\gamma} \) spectrum are also measured in the \( \ell \nu\gamma \) and in the \( \ell^+\ell^-\gamma \) processes, respectively. The transverse mass is defined in Eq. (6), where \( m_{\ell\gamma} \) is the invariant mass of the lepton-photon system:

\[
(m_T^{\ell\gamma})^2 = \left( \sqrt{m_{\ell\gamma}^2 + |p_T(\gamma) + \vec{p}_T(\ell)|^2 + E_T^{miss}|^2} \right)
- |\vec{p}_T(\gamma) + \vec{p}_T(\ell) + \vec{E}_T^{miss}|^2.
\]  

These measurements are performed in the extended fiducial phase space defined in Table IV, with \( E_T^{\gamma} > 40 \text{ GeV} \). The distribution of \( m_T^{\ell\gamma} \) for the \( \ell \nu\gamma \) candidates is shown in Fig. 3(d); the expected numbers of signal and background events are also shown. The unfolded \( m_T^{\ell\gamma} \) spectrum is presented in Fig. 8(a) and Table X. The systematic uncertainties of \( m_T^{\ell\gamma} \) spectrum measurements are dominated by the uncertainties on the EM energy scale, the jet energy scale, the \( E_T^{miss} \) energy scale, and the background shape.

The distribution of \( m^{\ell\gamma} \) for the \( \ell^+\ell^-\gamma \) candidates is presented in Fig. 4(c), together with the expected \( m^{\ell\gamma} \) distributions of the signal and background events. The unfolded \( m^{\ell\gamma} \) spectrum is presented in Fig. 8(b) and Table XI. The uncertainties in the \( m^{\ell\gamma} \) spectrum measurement arise predominantly from the uncertainties on the EM energy scale.

VIII. COMPARISON TO THEORETICAL PREDICTIONS

To test the predictions of the SM, the cross-section measurements of \( pp \rightarrow \ell\nu\gamma + X, \ pp \rightarrow \ell^+\ell^-\gamma + X, \gamma + \text{jett}, Z(\ell^+\ell^-) \) background normalization, on the photon identification, and on the EM and jet energy scales. The statistical uncertainties on the spectrum are propagated through the unfolding procedure by performing pseudoexperiments. Pseudoexperiments are generated by fluctuating the content of each bin in the data spectrum according to a Poisson distribution with a mean that is equal to the bin content. The content of the response matrix is also fluctuated in pseudoexperiments according to their statistical
and \( pp \rightarrow \nu \bar{\nu} \gamma + X \) production are compared to NLO and LO calculations using the MCFM [48] program. Version 6.3 of MCFM includes cross-section predictions for the production of \( W + \gamma \) zero partons at NLO and for \( W + \gamma \) one parton at LO. For \( Z + \gamma \) production the predictions are at NLO for both \( Z + \gamma \) zero partons and \( Z + \gamma \) one parton, and at LO for \( Z + \gamma \) two partons. Finally, \( \nu \bar{\nu} \gamma \) production is calculated at NLO for zero partons and LO for one parton.

Measurements of inclusive \( \ell \nu \gamma \) production are compared to the NLO \( W \gamma \) prediction with no restriction on the associated quark/gluon. Exclusive \( \ell \nu \gamma \) production is compared to the same NLO prediction by requiring no parton with \( |\eta| < 4.4 \) and \( p_T > 30 \text{ GeV} \) in the final state. Similarly, measurements of inclusive \( \ell^+ \ell^- \gamma \) production are compared directly to the NLO \( Z \gamma \) prediction while the exclusive \( \ell \nu \gamma \) measurement is compared to the prediction with no additional parton with \( |\eta| < 4.4 \) and \( p_T > 30 \text{ GeV} \). The exclusive cross section for \( \ell^+ \ell^- \gamma \) production with exactly one jet with \( |\eta| < 4.4 \) and \( p_T > 30 \text{ GeV} \) is compared to the NLO \( Z \gamma \) one-parton prediction with the same kinematic restriction on the single parton. Production of \( l^+l^- \gamma \) with exactly two jets with \( |\eta| < 4.4 \) and \( p_T > 30 \text{ GeV} \) is compared to the LO \( Z \gamma \) two-parton prediction. The cross sections for \( \nu \bar{\nu} \gamma \) production are calculated in a similar manner using the MCFM NLO prediction for \( \nu \bar{\nu} \gamma + \gamma \) zero partons.

All the MCFM predictions include \( W \) and \( Z \) boson production with photons from direct \( W \gamma \) and \( Z \gamma \) diboson production, from final-state radiation off the leptons in the \( W/Z \) decays and from quark/gluon radiation using the BFGSetII [50] photon fragmentation function. Event generation is done using the default electroweak parameters in the MCFM program and the parton distribution functions CT10 [29]. The renormalization, factorization, and photon fragmentation scales are set equal to \( \sqrt{M_V^2 + E_T^2} \). Photon isolation is defined using the fractional energy carried by partons in a cone \( \Delta R = 0.4 \) about the photon direction. The fractional parton energy \( \epsilon_p \) in the isolation cone (excluding the photon’s energy) is required to be less than 0.5. The kinematic requirements for the parton-level generation are the same as those chosen at particle level for the extended fiducial cross-section measurements (see Table IV).

The parton-level cross-section uncertainties are evaluated by varying the PDFs and the renormalization and factorization scales, and by changing the definition of photon isolation. The PDF uncertainty is 3%–4%. It is estimated using the CT10 error eigenvectors at their 68% C.L. limits and varying the \( \alpha_s \) values in the range 0.116–0.120. The variation of the renormalization and factorization scales from the nominal \( \sqrt{M_V^2 + E_T^2} \) up and down by a common factor of 2 gives an uncertainty 3%–7%. For the exclusive channels with no central jets with \( p_T > 30 \text{ GeV} \), the method suggested in Ref. [51] is used to estimate the uncertainty due to the energy scale of the process. The uncertainty due to the definition of photon isolation varies in the range 1%–5%. It is evaluated by varying the fractional parton energy \( \epsilon_p \) from 0.0 to 1.0.

To compare these NLO SM predictions to the measured cross sections, they must be corrected for the differences in the fiducial region.

### Table VIII

The measured differential fiducial cross sections and normalized differential fiducial cross sections as a function of \( E_T^\gamma \) for the \( \ell \nu \gamma \) and \( \ell^+ \ell^- \gamma \) processes using combined electron and muon measurements in the extended fiducial region defined in Table IV, inclusive with \( N_{\text{jet}} \geq 0 \) and exclusive with \( N_{\text{jet}} = 0 \). The uncertainties given here are the combination of the systematic and statistical uncertainties. Absolute uncertainties are presented for the measured differential fiducial cross sections, and relative uncertainties are presented for the measured normalized differential fiducial cross sections.

<table>
<thead>
<tr>
<th>( E_T^\gamma ) [GeV]</th>
<th>[15, 20]</th>
<th>[20, 30]</th>
<th>[30, 40]</th>
<th>[40, 60]</th>
<th>[60, 100]</th>
<th>[100, 1000]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d\sigma_{W\gamma}/dE_T^{W\gamma} ) [fb GeV(^{-1})]</td>
<td>192 ± 32</td>
<td>84 ± 11</td>
<td>43.0 ± 5.0</td>
<td>13.9 ± 1.8</td>
<td>5.0 ± 0.5</td>
<td>0.090 ± 0.012</td>
</tr>
<tr>
<td>( 1/\sigma_{W\gamma} \times d\sigma_{W\gamma} )</td>
<td>0.34</td>
<td>0.30</td>
<td>0.15</td>
<td>0.10</td>
<td>0.072</td>
<td>0.029</td>
</tr>
<tr>
<td>Rel. uncertainty</td>
<td>7.4%</td>
<td>5.4%</td>
<td>10%</td>
<td>6.6%</td>
<td>9.1%</td>
<td>10%</td>
</tr>
<tr>
<td>( pp \rightarrow \ell \nu \gamma, N_{\text{jet}} = 0 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( d\sigma_{Z\gamma}/dE_T^{Z\gamma} ) [fb GeV(^{-1})]</td>
<td>136 ± 22</td>
<td>54.5 ± 7.1</td>
<td>23.6 ± 3.3</td>
<td>6.9 ± 1.2</td>
<td>2.1 ± 0.3</td>
<td>0.030 ± 0.006</td>
</tr>
<tr>
<td>( 1/\sigma_{Z\gamma} \times d\sigma_{Z\gamma} )</td>
<td>0.40</td>
<td>0.32</td>
<td>0.14</td>
<td>0.081</td>
<td>0.050</td>
<td>0.016</td>
</tr>
<tr>
<td>Rel. uncertainty</td>
<td>8.8%</td>
<td>8.5%</td>
<td>11%</td>
<td>9.1%</td>
<td>11%</td>
<td>18%</td>
</tr>
<tr>
<td>( pp \rightarrow \ell^+ \ell^- \gamma, N_{\text{jet}} = 0 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( d\sigma_{Z\gamma}/dE_T^{Z\gamma} ) [fb GeV(^{-1})]</td>
<td>120 ± 12</td>
<td>42.5 ± 4.2</td>
<td>13.0 ± 1.4</td>
<td>4.94 ± 0.61</td>
<td>1.40 ± 0.19</td>
<td>0.018 ± 0.007</td>
</tr>
<tr>
<td>( 1/\sigma_{Z\gamma} \times d\sigma_{Z\gamma} )</td>
<td>0.45</td>
<td>0.32</td>
<td>0.098</td>
<td>0.075</td>
<td>0.042</td>
<td>0.012</td>
</tr>
<tr>
<td>Rel. uncertainty</td>
<td>5.9%</td>
<td>6.2%</td>
<td>10%</td>
<td>12%</td>
<td>12%</td>
<td>36%</td>
</tr>
<tr>
<td>( pp \rightarrow \ell^+ \ell^- \gamma, N_{\text{jet}} = 0 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( d\sigma_{Z\gamma}/dE_T^{Z\gamma} ) [fb GeV(^{-1})]</td>
<td>106 ± 11</td>
<td>34.3 ± 4.1</td>
<td>9.3 ± 1.1</td>
<td>3.24 ± 0.47</td>
<td>1.01 ± 0.16</td>
<td>0.007 ± 0.004</td>
</tr>
<tr>
<td>( 1/\sigma_{Z\gamma} \times d\sigma_{Z\gamma} )</td>
<td>0.49</td>
<td>0.32</td>
<td>0.087</td>
<td>0.060</td>
<td>0.038</td>
<td>0.0059</td>
</tr>
<tr>
<td>Rel. uncertainty</td>
<td>6.5%</td>
<td>11%</td>
<td>12%</td>
<td>14%</td>
<td>15%</td>
<td>54%</td>
</tr>
</tbody>
</table>

### References

1. [MEASUREMENTS OF Wγ AND Zγ ...](#ref)
between the parton-level and particle-level definitions of the jet and photon isolation, as done for data. The ALPGEN + HERWIG (for Wγ) and SHERPA (for Zγ) MC samples are used to estimate the parton-to-particle scale factors. The scale factor (SWγ or SZγ) is defined as the number of simulated events passing the fiducial region selection cuts at the parton level divided by the number of simulated events passing the fiducial region selection cuts at the particle level. They increase the parton-level cross sections by up to 13% with uncertainties that vary from 3% to 7% depending on the channel. A typical value of the scale factor predicted for the Wγ inclusive phase space by the ALPGEN (SHERPA) generator is 1.05 (1.00). The uncertainties for Wγ events are evaluated by comparing the differences in predictions made using ALPGEN and SHERPA. The uncertainties for Zγ events are evaluated by comparing two signal samples: the nominal sample uses the SHERPA generator, the alternative sample is obtained from the MADGRAPH [52] generator interfaced to PYTHIA for parton shower and fragmentation processes. A typical value of the scale factor predicted for the Zγ inclusive phase space by the SHERPA (MADGRAPH) generator is 1.02 (1.03).

A. Integrated cross-section predictions

The inclusive and exclusive production cross sections in the extended fiducial regions defined in Table IV for the ℓνγ, ℓ⁺ℓ⁻γ, and ννγ final states are compared as described above to the NLO predictions made by the MCFM generator. The parton-level predictions corrected to the particle level are listed in Table VII together with the measured cross sections for events with ET > 15 GeV. The MCFM NLO predictions agree well with the measured ℓ⁺ℓ⁻γ and ννγ cross sections. For the ℓνγ + X channel the measured exclusive (Njet = 0) cross section is slightly higher and the inclusive (Njet ≥ 0) cross section...
significantly higher than the MCFM predictions. The discrepancy between the NLO prediction and data in the $\ell\nu\gamma + X$ channel is due to significant contributions from multijet production that are not observed in $\ell^+\ell^-\gamma$ as discussed in more detail below. In $W\gamma$ production there are contributions from processes with direct photon emission from the $W$ boson that are absent in $Z\gamma$ production [see Fig. 1(d)]. These additional $W\gamma$ production processes tend to have a higher jet multiplicity, and these contributions are not included in the current NLO calculations.

**B. Differential cross sections for $pp \rightarrow \ell^+\ell^-\gamma$**

The differential cross sections for $\ell^+\ell^-\gamma$ production can be compared to the NLO MCFM predictions and to those of the LO SHERPA generator scaled with an overall normalization factor obtained from data. The $E_T^{\gamma}$ spectra from the inclusive and exclusive $\ell^+\ell^-\gamma$ channel are shown in Fig. 6(b). There is good agreement between the data and the SHERPA and MCFM predictions over the full $E_T^{\gamma}$ range. The normalized differential spectrum for the $m^{\gamma\gamma}$ is compared to SHERPA and MCFM in Fig. 8(b). The NLO MCFM prediction reproduces the measured $m^{\gamma\gamma}$ somewhat better than the LO SHERPA MC. The normalized jet multiplicity spectrum from the $\ell^+\ell^-\gamma + X$ events is shown in Figs. 7(c) and 7(d). This can be compared to the LO SHERPA generator with up to three partons, as well as to the MCFM generator with NLO predictions for zero and one parton, and a LO prediction for two partons. As shown in Figs. 7(c) and 7(d), both the MCFM and SHERPA generators are in good agreement with data.

**C. Differential cross sections for $pp \rightarrow \ell\nu\gamma$**

The background-subtracted, unfolded differential cross sections for $\ell\nu\gamma$ production can be compared to the NLO

**TABLE IX.** The measured differential fiducial cross sections as a function of jet multiplicity for $\ell\nu\gamma$ and $\ell^+\ell^-\gamma$ processes. The measurements are performed in the extended fiducial phase spaces defined in Table IV, with $E_T^{\gamma} > 15$ GeV and with $E_T^{\gamma} > 60$ GeV. The relative uncertainty is computed from the combination of cross sections from the electron and muon channels.

<table>
<thead>
<tr>
<th>$N_{\text{jet}}$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/\sigma_{W\gamma} \times d\sigma_{W\gamma}/dN_{\text{jet}}$</td>
<td>0.58</td>
<td>0.27</td>
<td>0.12</td>
<td>0.037</td>
</tr>
<tr>
<td>Rel. uncertainty</td>
<td>5.2%</td>
<td>11%</td>
<td>11%</td>
<td>22%</td>
</tr>
<tr>
<td>$pp \rightarrow \ell\nu\gamma, E_T^{\gamma} \geq 15$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1/\sigma_{W\gamma} \times d\sigma_{W\gamma}/dN_{\text{jet}}$</td>
<td>0.33</td>
<td>0.40</td>
<td>0.16</td>
<td>0.11</td>
</tr>
<tr>
<td>Rel. uncertainty</td>
<td>10%</td>
<td>6.4%</td>
<td>11%</td>
<td>22%</td>
</tr>
<tr>
<td>$pp \rightarrow \ell^+\ell^-\gamma, E_T^{\gamma} \geq 15$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1/\sigma_{Z\gamma} \times d\sigma_{Z\gamma}/dN_{\text{jet}}$</td>
<td>0.80</td>
<td>0.15</td>
<td>0.052</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>Rel. uncertainty</td>
<td>3.4%</td>
<td>11%</td>
<td>22%</td>
<td></td>
</tr>
<tr>
<td>$pp \rightarrow \ell^+\ell^-\gamma, E_T^{\gamma} \geq 60$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 8 (color online).** The inclusive normalized differential cross section of (a) the $pp \rightarrow \ell\nu\gamma$ process as a function of $m_W$ and (b) the $pp \rightarrow \ell^+\ell^-\gamma$ process as a function of $m^{\gamma\gamma}$. The lower plots show the ratio of the data to the prediction by different generators.

112003-17
The measured differential fiducial cross sections as a function of $m_W^{W\gamma}$ for inclusive $\ell\ell\gamma$ process. The relative uncertainty is computed from the combination of cross sections from the electron and muon channels.

<table>
<thead>
<tr>
<th>$m_W^{W\gamma}$ [GeV]</th>
<th>[50, 100]</th>
<th>[100, 150]</th>
<th>[150, 200]</th>
<th>[200, 300]</th>
<th>[300, 400]</th>
<th>[400, 1000]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/\sigma_W \times d\sigma_W$</td>
<td>0.037</td>
<td>0.27</td>
<td>0.32</td>
<td>0.24</td>
<td>0.079</td>
<td>0.050</td>
</tr>
<tr>
<td>Rel. uncertainty</td>
<td>27%</td>
<td>8.0%</td>
<td>7.4%</td>
<td>6.4%</td>
<td>11%</td>
<td>17%</td>
</tr>
</tbody>
</table>

IX. LIMITS ON ANOMALOUS TRIPLE-GAUGE-BOSON COUPLINGS

The reconstructed $E_T^\gamma$ distributions from $V\gamma$ events with the exclusive zero-jet selection are used to set limits on

$$N_{W\gamma}^{aTGC}(\Delta \kappa_\gamma, \lambda_\gamma) = \sigma_{W\gamma}^{aTGC} \times C_{W\gamma} \times A_{W\gamma} \times S_{W\gamma} \times \int Ldt. \tag{7}$$

For the $Z\gamma$ case, $N_{Z\gamma}^{aTGC}(h_1^Z, h_2^Z)$ or $N_{Z\gamma}^{aTGC}(h_1^Z, h_2^Z)$ are obtained in a similar way. The anomalous couplings influence the kinematic properties of $W\gamma$ and $Z\gamma$ events and thus the corrections for event reconstruction ($C_{W\gamma}$ and $C_{Z\gamma}$). The maximum variations of $C_{W\gamma}$ and $C_{Z\gamma}$ within the measured aTGC limits are quoted as additional systematic uncertainties.

The limits on a given aTGC parameter are extracted from a frequentist profile likelihood test, as explained in Sec. VII, given the extended fiducial measurements. The profile likelihood combines the observed number of exclusive $V\gamma$ candidate events with $E_T^\gamma > 100$ GeV, the expected signal as a function of the aTGC [Eq. (7)], and the estimated number of background events. A point in the aTGC space is accepted (rejected) at the 95% C.L.
TABLE XII. The measured and expected 95% C.L. intervals on the charged ($\Delta\kappa_\gamma$, $\lambda_\gamma$) and neutral ($h_3^\gamma$, $h_{2}^\gamma$, $h_5^\gamma$, $h_7^\gamma$) anomalous couplings. The results obtained using different $\Lambda$ values are shown with all the other couplings set to the SM values. The two numbers in each parenthesis denote the 95% C.L. interval.

| Processes | $pp \rightarrow \ell\nu\gamma$ | $pp \rightarrow \nu\nu\gamma$ and $pp \rightarrow \ell^+\ell^-$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda$</td>
<td>Measured</td>
<td>Expected</td>
</tr>
<tr>
<td>$\Delta\kappa_\gamma$</td>
<td>$(-0.41, 0.46)$</td>
<td>$(-0.38, 0.43)$</td>
</tr>
<tr>
<td>$\lambda_\gamma$</td>
<td>$(-0.065, 0.061)$</td>
<td>$(-0.060, 0.056)$</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>$6$ TeV</td>
<td>$3$ TeV</td>
</tr>
<tr>
<td>$h_3^\gamma$</td>
<td>$(-0.015, 0.016)$</td>
<td>$(-0.017, 0.018)$</td>
</tr>
<tr>
<td>$h_{2}^\gamma$</td>
<td>$(-0.013, 0.014)$</td>
<td>$(-0.015, 0.016)$</td>
</tr>
<tr>
<td>$h_5^\gamma$</td>
<td>$(-9.4 \times 10^{-5}, 9.2 \times 10^{-5})$</td>
<td>$(-1.0 \times 10^{-4}, 1.0 \times 10^{-4})$</td>
</tr>
<tr>
<td>$h_7^\gamma$</td>
<td>$(-8.7 \times 10^{-5}, 8.7 \times 10^{-5})$</td>
<td>$(-9.7 \times 10^{-5}, 9.7 \times 10^{-5})$</td>
</tr>
</tbody>
</table>

if less (more) than 95% of the randomly generated pseudoexperiments exhibit larger profile likelihood ratio values than those observed in data. The systematic uncertainties are included in the likelihood function as nuisance parameters with correlated Gaussian constraints, and all nuisance parameters are fluctuated in each pseudoexperiment.

The limits are defined as the values of aTGCs that demarcate the central 95% of the integral of the likelihood distribution. The resulting allowed ranges for the anomalous couplings are shown in Table XII for $W\gamma$, $Z\gamma$, and $Z\gamma$. These results are also compared in Fig. 9 with the results from LEP [54] and the Tevatron [4–6].

The limits on each aTGC parameter are obtained with the other aTGC parameters set to their SM values using a one-dimensional profile likelihood fit. The limits on each pair of aTGC are also evaluated by the same method. The 95% C.L. regions in two-dimensional aTGC space are shown as contours on the $(\Delta\kappa_\gamma, \lambda_\gamma)$, $(h_3^\gamma, h_{2}^\gamma)$, and $(h_5^\gamma, h_7^\gamma)$ planes in Fig. 10. Since all sensitivity of the measurement is contained in a single measurement of the $V\gamma$ cross sections in the high-$E_T$ regions, the likelihood ratio used to obtain the two-dimensional limits has one effective degree of freedom. Therefore the results of the aTGC frequentist limits found in the one-dimensional fit are identical to the corresponding limits obtained from the two-dimensional fits at the points where the other aTGC is zero as shown in Fig. 10.

X. SEARCH FOR NARROW RESONANCES

Models such as technicolor (TC) predict spin-1 mesons that have significant branching ratios to $W\gamma$ and $Z\gamma$. The discovery of a particle compatible with the SM Higgs boson [55,56] does not exclude the full phase space of the TC models [57–59]. Therefore, they are used here as a benchmark for new-physics processes that would appear as new resonant $W\gamma$ and $Z\gamma$ states.

Exotic resonance signals and SM backgrounds are modeled using probability density functions as described below. The model is then fit to the data to test for the presence of new physics. The electron ($e^+e^-\gamma$ and $e\nu\gamma$) and muon ($\mu^+\mu^-\gamma$ and $\mu\nu\gamma$) channels are evaluated independently in the search for $W\gamma$ and $Z\gamma$ resonances.

A. Generation and event selection

The technicolor strawman [60] model implemented in PYTHIA [23] is used to describe the production and decay of neutral and charged techni-mesons: $\omega_T \rightarrow Z\gamma$ and $\alpha_T \rightarrow W\gamma$. The following parameters are used in the event generation: number of technicolors $N_{TC} = 4$; techni-quark
charges $Q_U = 1$ and $Q_D = 0$ for the $Z\gamma$ final state and $Q_U = 1/2$ and $Q_D = -1/2$ for the $W\gamma$ final state; mixing angle between the techni-pions and electroweak gauge-boson longitudinal component $\sin \chi = 1/3$. In addition, the mass splittings between the techni-mesons are set to be as follows: $m_{p_T} = m_{\pi^+}$, $m_{\rho_T} = 1.1 \times m_{p_T}$, and $m_{p_T} - m_{\pi^+} = m_W$.

This set of parameters follows those introduced for previous low scale technicolor (LSTC) [61,62] searches in the WZ and dilepton final states at the Tevatron and at the LHC. Using these parameters, the intrinsic widths of the resonances are of order 1 GeV, which is less than the measurement resolution. The results obtained in this study are therefore generic, as long as the resonances studied are...
narrow. The best limits on techni-meson production have been set at the LHC. Studying dilepton final states in 4 fb\(^{-1}\) of \(\sqrt{s} = 7\) TeV data, the ATLAS experiment excluded at the 95% C.L. the production of \(\omega_T^{+}\) and \(\rho_T^{+}\) with masses \(m_{\omega_T^{+}} < 850\) GeV. In the WZ final state [64], the CMS collaboration obtained an exclusion \(m_{\omega_T^{+}} < 938\) GeV based on 5.0 fb\(^{-1}\) of \(\sqrt{s} = 7\) TeV data.

The searches for narrow resonances in the Wγ and Zγ final states are performed using the event selections defined in Sec. IV but with the photon transverse energy \(E_T^\gamma\) required to be greater than 40 GeV. This choice is made to optimize the signal over SM background ratio since the decay products of a heavy resonance would be boosted. In order to keep the results as generic as possible, there is no further optimization of the cuts.

This study uses five mass points for \(m_{\omega_T^{+}}\) ranging from 200 to 650 GeV for the Zγ channel, and seven mass points for \(m_{\omega_T^{+}}\) ranging from 275 to 800 GeV for the Wγ channel. The signal samples are produced using the PYTHIA [23] generator interfaced to the full ATLAS GEANT4 [14] simulation [13] with events reconstructed as for the data. Table XIII summarizes the expected number of events at each mass point after all selection cuts.

B. Signal modeling

For the \(\omega_T \rightarrow Z\gamma\) channel, the \(m^2\gamma\) distribution is fit by the sum of a crystal-ball function (CB) [65–67], which simulates the core mass resolution plus a non-Gaussian tail for low mass values, and a small wider Gaussian component that takes into account outliers in the mass distribution. The mean values of the CB and Gaussian functions are fixed to be equal. For simulated events, the mean fitted mass is found to be within 0.6 GeV of the generated resonance mass for both the \(\mu^+\mu^-\gamma\) and \(e^+e^-\gamma\) channels. At the reconstruction level, the full width at half maximum of the signal grows linearly from 9 GeV at \(m_{\omega_T^{+}} = 200\) GeV to 30 GeV at \(m_{\omega_T^{+}} = 650\) GeV. In order to scan for resonance signals in the data, \(m^2\gamma\) mass

FIG. 10. Observed 95% C.L. limits shown in the two-parameter planes for pairs of anomalous couplings (a) \(h_3^3\) and \(h_4^3\), (b) \(h_3^{\lambda_3}\) and \(h_4^{\lambda_3}\), and (c) \(\Delta k_\gamma\) and \(\lambda_\gamma\), corresponding to an infinite cutoff scale. The horizontal and vertical lines inside each contour correspond to the limits found in the one-parameter fit procedure, and the ellipses indicate the correlations between the one-parameter fits. Since all sensitivity of the measurement is contained in a single measurement of the \(V\gamma\) cross sections in the high-\(E_T^\gamma\) regions, the likelihood ratio used to obtain the two-dimensional limits has one effective degree of freedom.
TABLE XIII. Expected number of events after all selection cuts for the generated signal mass values. The quoted uncertainties are the combined statistical and systematic uncertainties. The number of expected events is indicated only for points used in the analysis.

<table>
<thead>
<tr>
<th>$m_{\text{cut}}$ [GeV]</th>
<th>$m_{\text{cut}}$ [GeV]</th>
<th>$W\gamma$ events</th>
<th>$Z\gamma$ events</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>225</td>
<td>...</td>
<td>47.8 ± 4.8</td>
</tr>
<tr>
<td>250</td>
<td>275</td>
<td>85.2 ± 8.4</td>
<td>...</td>
</tr>
<tr>
<td>300</td>
<td>330</td>
<td>58.2 ± 5.8</td>
<td>16.4 ± 1.3</td>
</tr>
<tr>
<td>350</td>
<td>385</td>
<td>39.3 ± 4.1</td>
<td>...</td>
</tr>
<tr>
<td>400</td>
<td>440</td>
<td>27.1 ± 2.2</td>
<td>6.9 ± 0.4</td>
</tr>
<tr>
<td>450</td>
<td>490</td>
<td>18.9 ± 1.6</td>
<td>...</td>
</tr>
<tr>
<td>500</td>
<td>550</td>
<td>13.6 ± 1.2</td>
<td>3.4 ± 0.2</td>
</tr>
<tr>
<td>650</td>
<td>720</td>
<td>...</td>
<td>1.4 ± 0.1</td>
</tr>
<tr>
<td>725</td>
<td>800</td>
<td>3.4 ± 0.3</td>
<td>...</td>
</tr>
</tbody>
</table>

The number of expected events is indicated only for points used in the analysis.

C. Background modeling

The background estimations for the $V\gamma$ resonance searches use the techniques described in Sec. VI. The distributions of the SM predictions and the data after the event selection cuts are shown in Figs. 11(a) and 11(b) for $m_{\ell}\gamma$ and $m_{T\gamma}$ and in Figs. 12(a) and 12(b) for $m_{\ell\ell\gamma}$ and $m_{T\ell\gamma}$. All the mass distributions have a broad maximum at about 150 GeV. Since the search for a resonant structure on top of a peaking background is more complex than on a falling distribution, the search is conducted only on the tails of the $m_{T\gamma}$ and $m_{T\ell\gamma}$ mass distributions for masses larger than 180 GeV.

A blinded search is conducted in the signal region. Agreement between the data and the Monte Carlo modeling is checked in two control regions for each final state. One control region is obtained by reversing the cut on the photon transverse energy ($E_T < 40$ GeV), and the other one by reversing the cut ($<170$ GeV) on the discriminating variable (i.e., $m_{T\gamma}$ for the $Z\gamma$ channel and $m_{T\ell\gamma}$ for the $W\gamma$ channel). Good agreement is found between data and Monte Carlo samples in these control regions.

A probability density function is created to describe the SM background in the signal region. This approach has two advantages. The shape of the SM background is taken directly from the sidebands of the fit. The probability density function obtained is also less sensitive to statistical fluctuations in the tail than techniques relying on Monte Carlo templates. For both the $W\gamma$ and $Z\gamma$ channels, the overall shape of the SM background in the signal region is due to the sum of components with different shapes. A double-exponential function provides the best model in the signal region:

$$f_{\text{bkg}} = N_{\text{bkg}} \times (e^{a_1/m} + e^{a_2/m}).$$

The background model is tested against a 1 fb$^{-1}$ data sample that has been previously analyzed [8]. In addition it is tested with the nominal Monte Carlo distribution and the
shape of the Monte Carlo distribution obtained by varying the background composition within systematic uncertainties. The double-exponential function is found to reproduce the shapes of all these distributions properly, and is therefore used for the SM background estimation. The results of the unbinned fit to the data can be seen as the solid curve on each of the mass spectra in Figs. 11 and 12. The $\chi^2$ per degree of freedom obtained for the background-only fit is close to unity for all the distributions.

D. Fit model and statistical methods

The normalization, $N_{\text{bkgs}}$, and the two exponential coefficients, $\alpha_1$ and $\alpha_2$, in the SM background probability density function [Eq. (8)] are all free to vary. Another term takes into account a systematic uncertainty on the background shape. In order to ensure there are enough events in the sidebands on each side of the distribution, the SM background fit is performed in the range [180, 800] GeV for the $m^{Z\gamma}$ distribution and the range [180, 1000] GeV for the $m^{W\gamma}$ distribution. For both the data and the pseudodata experiments, a maximum log-likelihood method is used to fit the SM background probability density function to the observed event distribution.

The parameters of the signal probability density functions are all fixed to their nominal values, except the normalization of the signal and two nuisance terms that account for systematic uncertainty on the signal event rate and resolution as explained below. The search is conducted by scanning the $m^{Z\gamma}$ and $m^{W\gamma}$ distributions every 5 GeV for the $Z\gamma$ channel and every 10 GeV for the $W\gamma$ channel using the signal template. The normalization of the signal is fit according to the equation

$$N_s = \sigma_{\text{Fid}} \times \epsilon_{\text{Reco}} \times \int \mathcal{L} dt,$$

where the factor $\sigma_{\text{Fid}}$, the signal fiducial cross section, is the only free parameter in this equation. The factor $\epsilon_{\text{Reco}}$ is the signal reconstruction efficiency, defined as the number of signal events passing the detector simulation and the full event selection divided by the number of events generated in the extended fiducial volume defined in Table IV but applying $E_T > 40$ GeV. The factor $\epsilon_{\text{Reco}}$ accounts for the selection efficiency for signal events generated within the fiducial region. It includes, for example, effects due to the detector resolution on the lepton and photon transverse momentum and energies, and on the missing transverse energy. The normalization of the signal is determined simultaneously in the electron and muon samples for the combination. The results obtained are therefore less sensitive to statistical fluctuations in a given channel.

The parameter of interest used in this analysis is the fiducial cross section of an eventual new-physics signal.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$m_{\text{MTT}}$ [GeV] & $\epsilon_{\text{Reco}}$ & Expected (fb) & Observed (fb) \\
\hline
200 & 0.52 \pm 0.05 & 4.3^{+1.9}_{-1.3} & 8.3 \\
300 & 0.54 \pm 0.05 & 2.6^{+1.2}_{-1.1} & 2.2 \\
400 & 0.54 \pm 0.05 & 1.8^{+1.0}_{-0.9} & 2.2 \\
500 & 0.55 \pm 0.05 & 1.4^{+0.7}_{-0.6} & 1.5 \\
650 & 0.57 \pm 0.05 & 1.0^{+0.6}_{-0.6} & 0.9 \\
\hline
\end{tabular}
\caption{Reconstruction efficiency in the extended fiducial volume as defined in Table IV but for $E_T > 40$ GeV. The expected and observed 95\% C.L. upper limits for the different signal points in the $Z\gamma$ final states are given.}
\end{table}

\footnote{$\epsilon_{\text{Reco}}$ contains both the acceptance $A_{W\gamma(Z\gamma)}$ and the correction factor $C_{W\gamma(Z\gamma)}$ in Eq. (1).}
TABLE XV. Reconstruction efficiency in the extended fiducial volume as defined in Table IV but for $E_T > 40 \text{ GeV}$. The expected and observed 95% C.L. upper limits are given for the different signal points in the $W\gamma$ final states.

<table>
<thead>
<tr>
<th>$m_{\omega}$ [GeV]</th>
<th>$\epsilon_{\text{Rec}}$</th>
<th>Expected (fb)</th>
<th>Observed (fb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>275</td>
<td>0.45 ± 0.04</td>
<td>16.8 ± 7.6</td>
<td>31.9</td>
</tr>
<tr>
<td>330</td>
<td>0.43 ± 0.04</td>
<td>13.4 ± 5.9</td>
<td>9.8</td>
</tr>
<tr>
<td>385</td>
<td>0.42 ± 0.04</td>
<td>10.0 ± 4.3</td>
<td>7.2</td>
</tr>
<tr>
<td>440</td>
<td>0.41 ± 0.04</td>
<td>8.0 ± 3.4</td>
<td>8.1</td>
</tr>
<tr>
<td>490</td>
<td>0.41 ± 0.04</td>
<td>6.9 ± 2.3</td>
<td>8.9</td>
</tr>
<tr>
<td>550</td>
<td>0.40 ± 0.04</td>
<td>5.9 ± 2.5</td>
<td>6.1</td>
</tr>
<tr>
<td>800</td>
<td>0.39 ± 0.04</td>
<td>3.3 ± 1.5</td>
<td>2.5</td>
</tr>
</tbody>
</table>

$\sigma_{\text{Fid}}$ is scanned to check the compatibility of the data with a background-only or a signal-plus-background hypothesis.

The statistical test used is based on the profile likelihood ratio [68] $L(\sigma_{\text{Fid}})$, to test different hypothesized values of $\sigma_{\text{Fid}}$. $L(\sigma_{\text{Fid}})$ is built from the likelihood function describing the probability density function of $m_{\omega\gamma}$ and $m_{W\gamma}$ under a signal-plus-background hypothesis and the systematic uncertainties. It combines both electron and muon final states. The statistical tests are then performed on the $m_T$ and $m_{\omega\gamma}$ distributions.

The data are interpreted using a modified frequentist approach ($\text{CL}_S$) [69] for setting limits. A fiducial cross section is claimed to be excluded at 95% C.L. when $\text{CL}_S$ is less than 0.05. The probability of the background-only hypothesis, or $p_0$ value, is obtained using a frequentist approach. The latter gives the probability that the background fluctuates to the observed number of events or above.

E. Systematic uncertainties

Systematic uncertainties on the signal resonances are taken into account as nuisance parameters in the likelihood function used for the signal-plus-background model. Two different effects are evaluated for each source of systematic uncertainty, one for the signal event rate and one for the resolution of the signal. Each systematic effect is investigated by propagating the corresponding uncertainty to the signal sample. These are computed separately for each of the simulated resonance mass points. The four categories of systematic uncertainties and their impacts on the resonant signals are summarized below for $m_{\omega\gamma} = 300 \text{ GeV}$ in the $W\gamma$ channel and $m_{\omega\gamma} = 330 \text{ GeV}$ in the $W\gamma$ channel.

The systematic effects due to the photon isolation, identification, energy resolution, and energy scale are considered. The impact of the photon geometric position in the detector on the peak resolution is also investigated to account for differences that could arise from changes of the photon pseudorapidity distribution in different theoretical models. The impact of this effect is minor and found to be about 0.2 GeV. The systematic uncertainties due to the photon reconstruction and identification contribute most to the systematic uncertainties on the signal. The total effect on the event rate is measured to be 5.7% in all the channels and contributes about 0.5 GeV to the systematic uncertainty on the resolution of the central mass of the resonance.

The systematic effects due to the electron energy resolution and electron energy scale are treated as fully correlated with the photon energy scale and resolution in the final states containing electrons ($e^+e^-\gamma$ and $e\nu\gamma$). The effects of the muon energy scale and muon energy resolution, lepton identification, and trigger efficiency are also...
investigated. The total effect of the lepton reconstruction and identification on the signal event rate is about 1.8% in the muon channels and about 1.2% in the electron channels. The effect on the peak resolution is only about 0.2 GeV.

Systematic effects due to the jet energy scale and resolution and the calibration of the missing transverse energy impact only the $W\gamma$ channel. These are found to cause uncertainties in the event rate of about 1% and on the peak resolution of about 1 GeV.

Finally there is a systematic uncertainty on the resonance production rate due to the 3.9% uncertainty on the integrated luminosity [11].

The effects of all the systematic uncertainties are combined in quadrature. The total systematic uncertainty on the event rate is found to be approximately 7% for all the mass points in the two channels. The systematic uncertainty on the peak resolution is found to be approximately 1 (2) GeV for the $Z\gamma$ channel at $m_{\gamma\gamma} = 300(650)\text{ GeV}$ and 1.5(3) GeV at $m_{\gamma\gamma} = 330(800)\text{ GeV}$ in the $W\gamma$ channel.

Since the SM backgrounds are determined using a sideband fit to the data, uncertainties in the detector resolution and physics object reconstruction or identification have a negligible effect on the background in this analysis. However, a systematic effect from the background modeling is investigated. The method considered consists of generating background-only pseudoexperiments and fitting each pseudodataset with the signal-plus-background model to measure a residual signal strength. For each final state, 1000 background-only pseudoexperiment samples are generated with the expected number of SM background events. For each pseudoexperiment, the signal-plus-background model is fit in steps of $\Delta m_{\gamma\gamma} = 1\text{ GeV}$ for the $Z\gamma$ channel and $\Delta m_{\gamma\gamma} = 1\text{ GeV}$ for the $W\gamma$ channel to measure a residual signal strength. For each mass point the mean value of the fitted strength is measured. If there is no bias in the fit model, this distribution should be centered exactly at 0. Since this is not the case, the systematic uncertainty on the background shape is taken to be the difference between 0 and the most discrepant fitted strength obtained anywhere in the mass range, augmented by the 1% uncertainty on that fitted strength. The size of this effect is measured to be 0.2 fb for the $Z\gamma$ analysis. This represents about 5% on the limit at low masses and up to 20% at high masses. It is measured to be 1.2 fb for the $W\gamma$ analysis, which represents about 6% on the limit at low masses and up to 25% at high masses. This dominant systematic effect is taken into account in the fit model, by allowing the backgrounds to fluctuate like the signal, but constrained by these values.

Finally, systematic effects are evaluated on the signal theoretical cross sections due to the limited knowledge of the proton PDFs and the energy scale of the process. These are computed by comparing predictions of the nominal LO PDF set MRST2007 [24] to the 68% C.L. error set of the MSTW2008 [70] PDF sets using the LHAPDF framework [71].

The deviation of the predictions from the central value are added in quadrature and taken to be the size of the uncertainty. The magnitude of the PDF uncertainties on the cross sections is about 3% for the $Z\gamma$ channel and 5% for the $W\gamma$ channel.

F. Results

The reconstruction efficiencies, $\epsilon_{\text{Reco}}$, and the expected and observed limits on the fiducial cross section times branching ratio for the $\omega_T \rightarrow Z\gamma$ and $\omega_T \rightarrow W\gamma$ resonance signals are summarized in Tables XIV and XV, respectively. The efficiencies are relatively flat versus the mass of the resonances.

The search is used to set 95% C.L. limits on the production of techni-mesons. Figure 13(a) shows the expected and observed limits obtained for $\omega_T \rightarrow Z\gamma$. The two largest deviations are observed at $m_{\omega_T} = 465\text{ GeV}$ where a downward fluctuation is seen with a $p$ value of $p_0 = 0.01$ or a local significance of 2.7$\sigma$ and at $m_{\omega_T} = 205\text{ GeV}$ where an upward fluctuation is seen with a $p$ value of $p_0 = 0.02$ or a local significance of 2.4$\sigma$. In the $Z\gamma$ channel the expected mass limit on the LSTC production of $\alpha_T$ is $m_{\alpha_T} = 483\text{ GeV}$, while the observed limit is $m_{\alpha_T} = 494\text{ GeV}$.

Figure 13(b) shows the expected and observed limits obtained for $\alpha_T \rightarrow W\gamma$. The largest deviation is observed at $m_{\alpha_T} = 285\text{ GeV}$ where an upward fluctuation is recorded with a $p$ value of $p_0 = 0.05$ or a local significance of 2.0$\sigma$. In the $W\gamma$ channel the expected mass limit on the LSTC production of $\alpha_T$ is $m_{\alpha_T} = 619\text{ GeV}$, while the observed limit is $m_{\alpha_T} = 703\text{ GeV}$.

These results are similar to those from previous searches for LSTC [63,64] in other channels. They are more stringent than previous limits from vector resonance searches [10] in the $Z\gamma$ final state and they are the first limits to be set from single resonance searches in the $W\gamma$ channel.

XI. SUMMARY

The production of $W\gamma$ and $Z\gamma$ boson pairs in 7 TeV $p p$ collisions is studied using 4.6 fb$^{-1}$ of data collected with the ATLAS detector. The measurements are made using the leptonic decays of the $W$ and $Z$ bosons [$W(\ell e, \mu \nu)$ and $Z(\ell^+ \ell^-, \mu^+ \mu^-, \nu \bar{\nu})$] with associated high-energy isolated photons.

The results are compared to SM predictions using the NLO parton-level generator MCFM. In general, the NLO SM predictions for the exclusive $W\gamma$ and $Z\gamma$ production cross sections agree with measurements. However, as the photon $E_T$ threshold is raised for inclusive $pp \rightarrow \ell \nu X$ production, the associated jet multiplicity increases and there are disagreements with the NLO predictions, which do not include multiple quark/gluon emission. The measurements are also compared to LO MC generators (ALPGEN or SHERPA) with multiple quark/gluon emission...
in the matrix element calculations. These LO MC predictions reproduce the shape of the photon $E_T^\gamma$ spectrum and the kinematic properties of the leptons and jets in the $W\gamma$ and $Z\gamma$ measurements.

The measurements of exclusive $W\gamma$ and $Z\gamma$ production with $E_T^\gamma > 100$ GeV are used to constrain anomalous triple-gauge-boson couplings ($\lambda_\gamma$, $\Delta\kappa_\gamma$, $h^3$, and $h^4$). They are also used to search for narrow resonances in the $V+\gamma$ final state with $E_T^\gamma > 40$ GeV and compared to low scale technicolor models. No evidence for physics beyond the SM is observed. The limits obtained from this study of anomalous triple-gauge-boson couplings improve on previous LHC and Tevatron results. The results of the vector resonance search are the first ones reported for the study of the $W\gamma$ final state and the most stringent in the $Z\gamma$ final state.

Using the LSTC benchmark model, the production of $a_T$ is excluded up to $m_{a_T} = 703$ GeV in the $W\gamma$ mode and the production of $a_T$ is excluded up to $m_{a_T} = 494$ GeV in the $Z\gamma$ channel.
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