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ABSTRACT

Björklund et al. [6] showed that containment for conjunctive queries (CQ) over trees and positive XPath is respectively $\Pi^p_2$ and coNP-complete. In this article we show that the same problem has the same complexity when we expand these languages with XPath's attribute value comparisons. We show that different restrictions on the domain of attribute values (finite, infinite, dense, discrete) have no impact on the complexity. Making attributes required does have an impact: the problem becomes harder. We also show that containment of tree patterns without the wildcard $\ast$, which is in PTIME, becomes coNP-hard when adding equality and inequality comparisons.
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1. Introduction

In this article we study the containment problem for positive XPath (PosXPath) and conjunctive queries (CQ) interpreted over finite unranked ordered trees with respect to the axes Child, NextSibling, Descendant, NextSibling $\ast$ and Following. PosXPath is a large fragment of Core XPath [14] which contains all the axes and constructs except negation. Conjunctive queries over trees are an analog of relational conjunctive queries, which correspond to the select-from-where SQL queries in which the where-condition uses only conjunctions of equality comparisons, and are the most widely used query language in practice. A thorough study of the containment problem for CQ over trees has been done in [6]. Their main result is $\Pi^p_2$-completeness of the problem. In fact, conjunctive queries can be reformulated as the positive fragment of Core XPath with path intersection. Thus, the $\Pi^p_2$ hardness result also holds for the containment problem for this fragment. Inspection of the proof in [6] also indicates that the containment for just PosXPath remains in coNP. This extends the result of Miklau and Suciu [19], who showed that containment for tree patterns is coNP-complete.

The query language considered in these previous results ignores attributes. However, in many practical scenarios we deal with data that come from numeric domains, such as real or natural numbers. Thus, it is natural to consider conjunctive queries expanded with attribute value comparisons and study basic static analysis problems such as satisfiability and containment. Such an expansion has been considered for Tree Patterns in [1], where a $\Pi^p_2$-completeness result for the containment has been established. However, the hardness proof relies on the construct that allows comparisons of attributes of two different nodes, a feature that is not expressible in Core XPath. As a positive counterpart, a coNP upper bound for containment was shown in the case when comparisons are restricted to either so-called left semi-interval or right...
semi-interval attribute constraints. For an attribute \( a \) and constant \( c \), an attribute constraint \((\alpha \in [a, c])\) is left semi-interval if \( \alpha \in \{ <, \leq, = \} \).

This article is an extension of [23], where it was shown that the complexity of containment does not increase for tree patterns expanded with both left and right semi-intervals constraints together with inequality constraint. Here we show that essentially the complexity does not change in cases of positive XPath and conjunctive queries over trees. Furthermore, the same upper bounds hold for the cases when we make certain assumptions on the underlying attribute domain \( D \). That is, we show that all the complexity results still hold for the cases when \( D \) is a dense or discrete infinite linear order, with or without endpoints, or a finite linear order. As another result, we show that by requiring at least one attribute to be defined in every node of a tree, the complexity of containment over such trees rises to \( \text{PSPACE} \). If, on the other hand, we require attributes to be defined only at nodes with a certain label (which can be expressed in DTDs) the complexity remains in \( \text{coNP} \).

All the upper bound results for both PosXPath and CQ are obtained from a suitable polynomial reduction to the containment problem in PosXPath\(^-\) and UCQ\(^-\) (PosXPath and CQ expanded with safe label negation and union) over trees in which nodes may have multiple labels, respectively. Safe label negation is the construct \( p \setminus (q_1, \ldots, q_n) \) which denotes \( p \)-labelled nodes that are not labelled with any of the labels \( q_1, \ldots, q_n \). Table 1 summarizes our results.

The paper is organized as follows. In Section 2 we briefly mention related work. Section 3 contains all the necessary preliminary notions. Section 4 contains the main results. In particular, in Section 4.1 we show that containment for UCQ\(^-\) and PosXPath\(^-\) is in \( \Pi^p_2 \) and \( \text{coNP} \) respectively. Next in Section 4.2 we consider containment for CQ\(^+\) and PosXPath\(^+\) and show the same upper bounds by reducing to the previous problem. Then in Section 4.3 we show that the upper bounds of containment do not change in case of some natural restrictions on the attribute domain. Section 4.4 contains lower bounds: containment of tree patterns without wildcard rises from PTIME to \( \text{coNP} \) when we add equality and inequality comparisons; containment of tree patterns rises from \( \text{coNP} \) to \( \text{PSpace} \) when we add equality and inequality comparisons and interpret them on trees in which at least one attribute is defined at each node (a so-called required attribute). We finish with conclusions and future work.

### 2. Related work

**Containment of Conjunctive Queries (CQ)** with **arithmetic comparisons**. The classical result on containment of conjunctive queries over relational databases is its NP-completeness [7]. Later, containment for conjunctive queries expanded with arithmetics comparisons was shown to be \( \Pi_2^p \)-complete [17,26]. In [2], Afrati et al. consider various restrictions on type of comparison operations on either of the two input conjunctive queries with comparisons, as well as on interaction between the comparisons, so that the containment is in NP (cf. Table 1 in [2]). However, it was left open what the exact complexity of containment for CQ with comparisons of type \( \text{XOPC} \) is, where \( c \) is a constant and \( \text{op} \in \{ =, \neq, \leq, \geq, <, > \} \), i.e., the type of comparisons that we consider in this paper. Note that the \( \Pi_2^p \)-lower bound proof in [26] uses dis- equation of variables, i.e., the construct \( X \neq Y \) for variables \( X \) and \( Y \). Nevertheless, adding comparisons of the form \( \text{XOPC} \) to conjunctive queries does change the complexity of containment, which is in contrast with the result of the current paper for PosXPath and CQ over trees. This is argued in [13], where \( \Pi_2^p \)-hardness of containment for CQ with comparisons was shown, using comparisons of the form \( X \neq c \). This proof can also be adapted to use compar- isons of the form both \( X \leq c \) and \( X > c \) [21].

Relational conjunctive queries with negated atoms were also studied previously. It is known that containment for CQ with negated atoms is \( \Pi_2^p \)-complete [25]. The analog of safe negation that we consider here was also considered in the context of relational CQ [27]. In this case, negation in a conjunctive query is safe if every variable appearing in a negated atom also occurs in a positive atom of the query. Interestingly, the lower bound proof from [13] can be adapted to show \( \Pi_2^p \)-hardness of CQ with safe negation [21]. Thus, adding safe negation to relational conjunctive queries does change the complexity of containment (from NP to \( \Pi_2^p \)), which is in contrast with the result of the current paper where safe negation does not change the complexity of containment for queries over trees.

**Containment for queries interpreted over trees**. The containment problem for various XPath fragments has been a topic of wide interest for the past several years. A polynomial time algorithm for tree patterns without the wildcard based on homomorphism between queries was given in [3]. The main result of Miklau and Suciu [19] is the \( \text{coNP} \)-completeness of containment of tree patterns with the wildcard. Almost a complete picture of the containment problem for the XPath fragments with disjunction, in the presence of DTDs and variables was given in [20]. Notably, it was shown that with a finite alphabet the containment problem rises to \( \text{PSpace} \). [28] gives decidability results for various fragments with DTDs and a class of integrity constraints. XPath containment in the presence of dependency constraints was studied in [10,11]. All these complexity results are given for forward fragments of XPath. In this paper we consider all the backward axes (parent and ancestor) together with the document order axis (next sibling, following sibling, and following axes and their inverses). Note that in [22] it was shown that every

<table>
<thead>
<tr>
<th>PosXPath(^+)</th>
<th>CQ(^+)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No attributes</td>
<td>( \text{coNP} ) [6]</td>
</tr>
<tr>
<td>Optional attributes</td>
<td>( \text{coNP} ) (Theorem 2)</td>
</tr>
<tr>
<td>Required attributes</td>
<td>( \text{PSpace-hard} ) (Theorem 3)</td>
</tr>
</tbody>
</table>
XPath expression has an equivalent expression without backward axes. However, this translation may result in an expression of exponential size.

A closely related problem is XPath satisfiability [16,4]. [4] contains almost a complete picture of the satisfiability problem with or without the presence of constraints for various fragments of XPath. Query containment reduces to XPath satisfiability in fragments with enough expressive power (e.g., with negation and filter expressions).

Recently the containment of Boolean combinations of tree patterns interpreted over data trees was studied in [9], where $\Pi_2^0$-completeness was shown. Their results are incomparable with our results since tree patterns used in [9] output a tuple of data values of nodes, while our tree patterns output nodes.

A closely related work is by Afrati et al. [1]. Consider the containment problem for tree patterns with general arithmetic comparisons. They add the ability to compare the value of an attribute in two different nodes (note that this is not expressible in Core XPath) and show that containment for this fragment is $\Pi_2^0$-complete. As mentioned in the introduction, we extend their $\conp$ result for tree patterns with attribute value comparisons.

A systematic study of conjunctive queries interpreted over trees started in [15], where the central problem was the evaluation problem. The authors established a $\ptime$ and $\np$ dichotomy of the problem. The containment problem for this language was considered in [6], where it was shown to be $\Pi_2^0$-complete. The $\Pi_2^0$ upper bound was shown via the small counterexample property, similar to the one in [19]. On the other hand, the $\Pi_2^0$ lower bound proof heavily relies on the DAG structure of conjunctive queries. In fact, if one disallows path intersections and allows disjunction, the same "small counterexample" technique will yield a $\conp$ algorithm. Since XPath expressions with backward axes can be expressed in this language, this implies the $\conp$ upper bound for positive XPath. Containment of conjunctive queries under schema constraints was studied in [5], where $2\exp\ptime$-completeness of the problem was established.

We end with some results on tractable ($\ptime$) containment. As mentioned above, [3] provides a $\ptime$ algorithm for containment of tree patterns without the wildcard. $\ptime$ containment for acyclic conjunctive queries implies tractability for containment of tree patterns without descendant. Moreover, containment for tree patterns without filters is in $\ptime$ as well [19]. However adding attribute value comparisons may raise the complexity. For instance, as shown below in Proposition 5, containment for tree patterns without the wildcard together with equality and inequality attribute comparisons is $\conp$-hard. As for conjunctive queries interpreted over trees, very limited fragments have $\ptime$ containment: those that use one of Child or NextSibling relation only [6].

### 3. Preliminaries

We work with node-labelled ordered unranked finite trees, where the nodes are labeled by finite subsets of the infinite set of labels $\Sigma$. Formally, a tree over $\Sigma$ is a tuple $(N,E,\prec_r,\rho)$, where $N$, the set of nodes of the tree, is a prefix closed set of finite sequences of natural numbers, $E = \{(n_1,\ldots,n_k),(n_1,\ldots,n_k,n_{k+1})\mid n_1,\ldots,n_k \in N\}$ is the child relation, the sibling relation $\prec$ is defined as $(n_1,\ldots,n_k),(n_1,\ldots,n_k+1),(n_1,\ldots,n_k)$, $(n_1,\ldots,n_k+1)$, $r = \emptyset$ is the root of the tree, and $\rho$ is the function assigning to each node in $N$ a finite subset of $\Sigma$. If for every node $n$ of a tree $\rho(n)$ is singleton, we call such a tree as a single-labeled tree. Otherwise, it is multi-labeled. A pointed tree is a pair $T,n$, where $n$ is a node in $T$.

Let $A$ be a set of attribute names and $(D,\prec)$ a dense linear order without endpoints. Then a tree with attributes from $A$ over $\Sigma$ is a tuple $(N,E,\prec_r,\rho,\att)$ such that $(N,E,\prec_r,\rho,\att)$ is a tree over $\Sigma$ and $\att\colon N \times A \rightarrow D$ is a partial function.

By $E^+$ and $\prec^+$ we denote the descendant and the following sibling relations which are transitive closures of the child and sibling relations respectively. We will also use $\prec_f$ for the following relation, i.e., the abbreviation for $(E^+)^* \circ \prec^+ \circ E^+$. For $x,y \in N$ and $R \subseteq (E,E^+,\prec,\prec^+,\prec_f)$, by $T \models xy\varphi$ we denote the fact that $(x,y) \in R$.

**Positive XPath with attribute value comparisons.** We define the syntax of Positive XPath (denoted as PosXPath$^\varphi$) node and path formulas with attribute value comparisons with the following grammar.

\[
\text{step}::=\top | \alpha \rightarrow \beta, \\
\varphi::=p \mid \top \land \varphi \lor \varphi \mid \varphi \lor \varphi \mid \varphi \land \varphi \mid \varphi \\
\times \varphi::=\neg \varphi \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \varphi \\
\alpha::=\text{step} \mid (\varphi \land \alpha) \cup (\varphi \land \alpha) \cup \alpha \cup \varphi \\
\beta::=\varphi \land \alpha \\
\gamma::=\varphi \lor \alpha \\
\delta::=\text{step} \mid \text{step} \mid \text{step}
\]

where $p \in \Sigma, a \in A, \circ \subseteq \{\leq, \geq, \prec, \prec_+\}$, and $c \in D$.

The semantics of PosXPath$^\varphi$ path formulas $\alpha$ and node formulas $\varphi$ is defined as follows. Let $T = (N,E,\prec_r,\rho,\att)$ be a tree over $\Sigma$ with attribute names from $A$. In a mutual induction we define the relation $\forall [\alpha], \forall N \times N$ and the satisfaction relation $T,n \models \varphi$.

- $[\top]_T = E,$
- $[\lnot]_T = E^{-1},$
- $[\rightarrow]_T = \prec,$
- $[\leftarrow]_T = \prec^-,$
- $[\leftarrow]_T = \prec^{-1},$
- $[\odot]_T = \prec^+_\varphi$,
- $[\circ]_T = \circ_\varphi$,
- $[\circ]_T = [\circ]_T \cup [\circ]_T$,
- $[\odot]_T = ([\odot]_T)^+$ for $\alpha \in \{\top, \rightarrow, \leftarrow, \land\}$.

and

- $T,n \models \top,$
- $T,n \models p \iff p \in \rho(n),$
- $T,n \models \odot p \iff (D,\prec) \models \att(n,a) \odot c,$
- $T,n \models \varphi \land \psi \iff T,n \models \varphi$ and $T,n \models \psi,$
- $T,n \models \varphi \lor \psi \iff T,n \models \varphi$ or $T,n \models \psi,$
- $T,n \models \varphi \lor \psi \iff T,n \models \varphi$ or $T,n \models \psi,$
- $T,n \models \odot \varphi \iff$ there is a node $m$ with $(n,m) \in [\alpha]_T$ and $T,m \models \varphi.$

The step axes select a pair of nodes that are in the child, parent, next-sibling or previous-sibling relations in the tree. Furthermore, the $\rightarrow$ and $\leftarrow$ axes select nodes that
are in the following and the preceding relations in the tree respectively. Note that \( T \) is the same as the wildcard axis.

Sometimes we will write \( T \models \varphi \) to denote \( T, r \models \varphi \).

Conjunctive queries with attribute value comparisons. Let \( Var \) be a set of variables, \( A \) a set of attribute names and \( (D, \preceq) \) the attribute domain, which is a dense linear order without endpoints. A conjunctive query with attribute value comparisons (CQ\(^\oplus\)) over \( \Sigma, A \) and \( D \) is a positive existential first-order formula without disjunction in prenex normal form over a set of unary predicates \( p(x) \) and \( @a(x)\preceq pc \), where \( p \in \Sigma \), \( x \in Var, c \in D \) and \( \preceq \in \{ \leq, \geq, >, \geq, =, \neq \} \); and the binary predicates \( Child, Descendant, NextSibling, NextSibling\(^+\) \) and \( Following \).

If \( Q \) is a CQ\(^\oplus\), by \( Var(Q) \) we denote the set of variables occurring in \( Q \). By \( FVar(Q) \) we denote the set of free variables in \( Q \). If \( |FVar(Q)| = k > 0 \), we call \( Q \) a \( k \)-ary conjunctive query.

Let \( Q \) be a conjunctive query and \( T = (N, E, <, r, \rho, \text{att}) \) a tree over \( \Sigma \) and attributes from \( A \). A valuation of \( Q \) on \( T \) is a total function \( \theta : Var(Q) \to N \). A valuation is a satisfaction if it satisfies the query, that is, every atom of \( Q \) is satisfied by the valuation. Satisfaction of an atom in \( T \), given a valuation \( \theta \), is defined as follows.

- \( T, \theta \models p(x) \) iff \( p \in \rho(\theta(x)) \),
- \( T, \theta \models @a(x)\preceq pc \) iff \((D, \preceq) \models \text{att}(p(x), a) \preceq c \),
- \( T, \theta \models Child(x, y) \) iff \( T \models \theta(x) \preceq \theta(y) \),
- \( T, \theta \models Descendant(x, y) \) iff \( T \models \theta(x)E^+ \theta(y) \),
- \( T, \theta \models NextSibling(x, y) \) iff \( T \models \theta(x) < \theta(y) \),
- \( T, \theta \models NextSibling\(^+\)(x, y) \) iff \( T \models \theta(x) < + \theta(y) \),
- \( T, \theta \models Following(y, x) \) iff \( T \models \theta(x) < \theta(y) \).

A tree \( T \) models \( Q \), denoted as \( T \models Q \), if there is a satisfaction of \( Q \) on \( T \). If \((x_1, \ldots, x_k)\) is the tuple of free variables in \( Q \), then the answer of \( Q \) over \( T \) is the set \( \text{answer}(Q, T) = \{ (\theta(x_1), \ldots, \theta(x_k)) \mid \theta \text{ is a satisfaction of } Q \text{ on } T \} \). Note that tuples that can be nullary as well. Thus, for a boolean query \( Q \), \( \text{answer}(Q, T) = \{ (\theta) \text{ (and we say } Q \text{ is true on } T \text{ if} \} \) there is a satisfaction of \( Q \) on \( T \) and \( \text{answer}(Q, T) = \emptyset \) (and we say \( Q \) is false on \( T \) otherwise).

We also consider unions of conjunctive queries with attribute value comparisons, denoted as UCQ\(^\oplus\). These are formulas of the form \( \bigvee_{i=1}^n Q_i \), where \( Q_i \in \text{CQ}\(^\oplus\). The semantics of these formulas is defined in the obvious way.

PosXPath\(^\oplus\) formulas as CQ\(^\oplus\) formulas with disjunction. Every PosXPath\(^\oplus\) formula can be translated into an equivalent CQ\(^\oplus\) formula with disjunction in linear time. The translation is a standard translation of XPath into first-order logic language. It is defined by induction on the complexity of path and node formulas of PosXPath\(^\oplus\) as follows. Note that the translation can be easily modified to yield a translation into the three variable fragment of first order logic.

- \( TR_{\varphi}(1) = Child(x, y) \)
- \( TR_{\varphi}(1) = Child(x, y) \)
- \( TR_{\varphi}(\neg) = NextSibling(x, y) \)
- \( TR_{\varphi}(\neg) = NextSibling(x, y) \)
- \( TR_{\varphi}(\rho) = p(x) \)
- \( TR_{\varphi}(\varphi_1 \lor \varphi_2) = TR_{\varphi}(\varphi_1) \lor TR_{\varphi}(\varphi_2) \)
- \( TR_{\varphi}(\varphi_1 \land \varphi_2) = \exists \zeta (TR_{\varphi}(\varphi_1) \land TR_{\varphi}(\varphi_2)) \)
- \( TR_{\varphi}(\varphi_1 \lor \varphi_2) = TR_{\varphi}(\varphi_1) \lor TR_{\varphi}(\varphi_2) \)
- \( TR_{\varphi}(\varphi_1 \land \varphi_2) = \exists \zeta (TR_{\varphi}(\varphi_1) \land TR_{\varphi}(\varphi_2)) \)

Query graphs and embeddings. It is convenient to consider CQ\(^\oplus\) and PosXPath\(^\oplus\) without path union and disjunction in the node formulas as graphs \([15]\).

By \( \Sigma \) we denote the attribute labels of the form \( @a(x)\preceq pc \), where \( a \in A, c \in D \) and \( \preceq \in \{ \leq, \geq, >, =, \neq \} \).

Definition 1 (Graph query). Let \( Q \) be a CQ\(^\oplus\). Then \( G_Q = (V, E, E^+, <, <^+, \rho, \text{att}) \), where \( V \) is the set of nodes, \( R \subseteq V \times V \) for \( R \in \{ E, E^+, <, <^+, \rho, \text{att} \} \), \( \rho : V \to 2^\Sigma \), \( \rho_{\text{att}} : V \to 2^\Sigma \), is a graph query of \( Q \) if the following holds.

- \( V = Var(Q) \),
- \( p \in \rho(x) \) occurs as a conjunct in \( Q \),
- \( @a(\rho(x))\preceq pc \) if \( \rho(x) \) occurs as a conjunct in \( Q \),
- \((x, y) \in E \) if \( \text{Child}(x, y) \) occurs as a conjunct in \( Q \),
- \((x, y) \in E^+ \) if \( \text{Descendant}(x, y) \) occurs as a conjunct in \( Q \),
- \((x, y) \in <^+ \) if \( \text{NextSibling}^+(x, y) \) occurs as a conjunct in \( Q \),
- \((x, y) \in < \) if \( \text{NextSibling}(x, y) \) occurs as a conjunct in \( Q \).

By \( \text{Nodes}(G) \) we denote the set of nodes of \( V \). We write \( G_Q = u_1R_2 \), to specify that \((u_1, u_2) \in R \) for \( R \in \{ E, E^+, <, <^+, \rho, \text{att} \} \) a graph query. A function \( g : V \to N \) is called an embedding of \( G \) into \( T \) if the following conditions are satisfied.

- Edge preserving. For every \( u_1, u_2 \in V \), if \( G = g(u_1)Rg(u_2) \), for any of the edge relations \( R \in \{ E, E^+, <, <^+, \rho, \text{att} \} \),
- Label preserving. For every \( u \in V \), \( \rho(u) \subseteq \rho(g(u)) \),
- Attribute comparison preserving. For every \( u \in V \), if \( @a\preceq pc \in \rho_{\text{att}}(u) \), then \((D, \preceq) \models \text{att}(g(u), a) \preceq c \).

Proposition 1. Let \( T \) be a tree, \( Q \) a CQ\(^\oplus\) query, \( G_Q \) its graph query, and \( \theta \) a function from \( \text{Nodes}(G_Q) \) to \( T \). Then \( T, \theta \models Q \) iff \( \theta \) is an embedding of \( G_Q \) into \( T \).

Containment. Let \( Q \) and \( P \) be two \( k \)-ary conjunctive queries. We say that \( P \) is contained in \( Q \), denoted as \( P \leq Q \), if for every single-labeled tree \( T \), it holds that
answer(\(P, T\)) \(\subseteq\) answer(\(Q, T\)). We also say that \(P\) is contained in \(Q\) over multi-labeled trees and denote it by \(P \subseteq_{\text{ML}} Q\) if answer(\(P, T\)) \(\subseteq\) answer(\(Q, T\)) for every multi-labeled tree \(T\).

In this paper, the central problem is the following decision problem.

- **Given two conjunctive queries** \(P\) and \(Q\).
- **Decide:** Is \(P \subseteq Q\)?

As pointed out in [6], the containment of \(k\)-ary queries can be \(\text{PTIME}\) reduced to the containment of Boolean conjunctive queries, i.e., queries without free variables. The same reduction works for positive XPath and for containment over multi-labeled trees. Thus, in the remainder of this paper we concentrate on Boolean query containment only.

**Removing the attribute value comparisons.** In our upper bound proofs we will treat the attribute value comparisons as ordinary labels, whose interpretation will be restricted by adding constraints. We make that precise using the translation \(\tau\) which maps each \(\text{attribute value comparison}\) to a new label \(\text{posXPath}\). This translation can then be homomorphically extended to the translation \(\tau\) from formulas in PosXPath\(\tau\) and CQ\(\tau\) over \(\Sigma, A\) and \(D\) to formulas without attribute value comparisons in respectively PosXPath and CQ over the alphabet \(\Sigma \cup \{\text{posXPath} \mid \text{op} \in \{=, \neq, <, >, \leq, \geq\}, a \in A, c \in D\}\).

**PosXPath and CQ with safe negation**

We define an expansion of the languages PosXPath\(\tau\) and CQ\(\tau\) (UCQ\(\tau\)) with a restricted form of negation. That is, we define formulas of PosXPath\(\tau\) as formulas of PosXPath\(\tau\) with the additional node formulas \(p \land \neg q_{1} \land \ldots \land \neg q_{k}\), whenever \(p, q_{1}, \ldots, q_{k}\) are labels from \(\Sigma\). We define \(T, n \models p \land \neg q_{1} \land \ldots \land \neg q_{k}\) iff \(p \in \rho(n)\) and \(q_{i} \notin \rho(n)\), \(1 \leq i \leq k\).

Similarly, formulas of CQ\(\tau\) (UCQ\(\tau\)) are formulas of CQ\(\tau\) expanded with the construct \(p(x) \land \neg q_{1}(x) \land \ldots \land \neg q_{k}(x)\), where \(x \in \text{Var}\) and \(p, q_{1}, \ldots, q_{k}\) \(\in \Sigma\) with semantics: \(T, \theta \models p(x) \land \neg q_{1}(x) \land \ldots \land \neg q_{k}(x)\) iff \(p \in \rho(\theta(x))\) and \(q_{i} \notin \rho(\theta(x))\), for every \(1 \leq i \leq k\).

For a formula from CQ\(\tau\) its corresponding graph query is defined in the same way as in Definition 1 with the addition that nodes can have negative labels. The notion of an embedding can also be extended for CQ\(\tau\). The additional clause that has to be added to Definition 2 requires preservation of negated labels:

- For every \(u \in V\), if \(\neg p \in \rho(u)\) then \(p \notin \rho(g(u))\).

By PosXPath\(\tau\), CQ\(\tau\) and UCQ\(\tau\) we denote the fragments of PosXPath\(\tau\), CQ\(\tau\) and UCQ\(\tau\) without attribute value comparisons respectively.

### 4. Containment of PosXPath\(\tau\) and CQ\(\tau\)

This section contains the main result of this article. First, in Section 4.1 we show that containment for PosXPath and CQ expanded with safe negation are in \(\text{coNP}\) and \(\Pi_{2}^{P}\) respectively. Next we show that containment for these fragments expanded with attribute value comparisons remains the same by a polynomial reduction to the corresponding fragments without attribute value comparisons. This result holds under the assumption that attribute values come from a dense linear order without endpoints. In Section 4.3 we show that imposing different constraints on the linear domain of attribute values does not impact the complexity. However, making attributes required everywhere in a tree increases the complexity of containment, as shown in Section 4.4.

#### 4.1. Containment of Positive XPath and CQs with safe negation

In Section 4.2 we will reduce the containment problem for PosXPath\(\tau\) and CQ\(\tau\) to that of PosXPath and UCQ. The next theorem shows that adding safe negation to PosXPath and UCQ does not make the containment problem harder. The argument is similar to the one in [6], but additional care needs to be taken when we deal with negation.

**Theorem 1.** The containment problem over multi-labeled trees for PosXPath\(\tau\) and UCQ\(\tau\) is in \(\text{coNP}\) and \(\Pi_{2}^{P}\) respectively.

**Proof.** In both cases the proof strategy is the same. Throughout the proof we assume that we deal with multi-labeled trees without attributes. Our goal is to show that whenever \(\varphi \not\equiv \psi\), there is a small (polynomial in \(\varphi\) and \(\psi\)) counterexample witnessing this fact. In the proof, we start with an arbitrary counterexample \(T\), and shrink it in two steps: in the first step (creating \(T^{*}\)), we roughly restrict \(T\) to the image of \(\varphi\) and intermediate nodes. This can still be too large. In the second step we shrink long paths between image nodes.

Let \(\varphi = \bigvee_{i} \varphi_{i}\) and \(\psi = \bigvee_{j} \psi_{j}\) be UCQ\(\tau\) formulas. Let \(T = (N, E, <, r, \rho)\) be a tree such that \(T \models \varphi\) and \(T \not\models \psi\). Then there exist \(i, j\) and an embedding \(e: \text{Nodes}(G_{\varphi}) \rightarrow T\), where \(G_{\varphi}\) is the query graph of \(\varphi\). By \(e(\text{Nodes}(G_{\varphi}))\) we denote the image of \(\text{Nodes}(G_{\varphi})\). If \(G_{\varphi} = u_{1} < u_{2}\), then there must exist nodes \(x_{1}\) and \(x_{2}\) such that \(e(u_{1})(E^{-1})^{x_{1}} x_{1} < x_{2}\) or \(E^{x_{1}} e(u_{2})\) in \(T\). We call such \(x_{1}\) and \(x_{2}\) knee-nodes for \(G\).

Our aim is to create a small tree out of \(T\) which is still a counterexample. For the first “shrinking step”, we color nodes that we must keep. We use three colors: \(\{I, V, H\}\).

- Mark the root \(r\) with \(I\).
- If \(x \in e(G_{\varphi})\), mark \(x\) with \(I\) ("image" nodes).
- If \(G_{\varphi} = u_{1} < u_{2}\), then there must exist knee-nodes \(x_{1}\) and \(x_{2}\). Mark \(x_{1}\) and \(x_{2}\) by \(I\) too.
- If there exist two nodes \(x\) and \(y\) marked by \(I\) such that \(T = x E^{x} y\) and there is no node \(z\) marked by \(I\) with \(T = x E^{x} z E^{y} y\), then mark all the nodes on the path from \(x\) to \(y\) by \(V\) ("vertical" nodes).
- If there exist two nodes \(x\) and \(y\) marked by \(I\) or \(V\) such that \(T = x < y\) and there is no node \(z\) marked by \(I\) or \(V\) with \(T = x < z E^{y}\) and there is no node \(z\) marked by \(I\) or \(V\) with \(T = x < z E^{y}\), then mark all the sibling nodes between \(x\) and \(y\) by \(H\) ("horizontal" nodes).
The following lemma claims that if we have a tree $T$ with a long enough non-branching vertical path, where each node has the empty label, and a query $Q$ with $T \models Q$, then the path can be extended even more while preserving the fact that $Q$ is true in the tree. We use the contrapositive of the lemma to shrink such long paths while keeping the query $\psi$ false in the smaller tree. The same reasoning applies for horizontal paths.

**Lemma 1 (V-path).** Let $G$ be a query graph with labels from $\Sigma$ and $T = (N, E, <, \rho, r)$ a tree such that there is an embedding of $G$ into $T$. Suppose $u_i u_{i+1} \ldots u_n$ is a path in $T$, such that

- $\rho(u_i) = \emptyset$, for every $i \in \{1, \ldots, n\}$,
- if $T \models u_1 \mathcal{E}_x$, then $x = u_{i+1}$ for $i < n$,
- $n > |\text{Nodes}(G)|$.

Let $\hat{T}$ be the tree obtained from $T$ by inserting a node with the empty label in the middle of the path, i.e., by making $u_m$ the parent and $u_{m+1}$ a child of the new node, where $n = 2m$ (when $n$ is even) or $n = 2m - 1$ (when $n$ is odd). Then there exists an embedding from $G$ into $\hat{T}$.

**Proof.** Let $G = (V, E, E^+, <, <^+, \rho', r')$ be the given query graph and $g$ an embedding of $G$ into $T$. Since the length $n$ of the path is strictly greater than the number of nodes in $G$, there must exist an index $k \leq n$ such that $u_k \notin \mathcal{E}_y(V)$, $k \in \{1, \ldots, n\}$. Let $T' = (N', E', <', \rho', r')$ be the tree defined as follows:

- $r' = r$,
- $N' = N \cup \{u'_k\}$, $u'_k \notin N$,
- $E' = (E \cup \{(u_k, x) \in E | x \in N\}) \cup \{(u_k, u'_k) \cup (u'_k, x) \mid T \models u_k \mathcal{E}_x\}$,
- $< = <^+$,
- For every node $v \in N$, $\rho'(v) = \rho(v)$, and $\rho'(u'_k) = \emptyset$.

We prove that in fact the same $g$ is an embedding of $G$ into $T$.

First, from the definition of $T'$ we obtain the following properties.

**Claim 2.** Let $T$ be from the statement of Lemma 1 and $T'$ as defined above. Then

1. If $T \models x E^+ y$, then $T' \models x E^+ y$.
2. If $x \neq u_k$ and $T \models x E y$, then $T' \models x E y$.
3. If $T \models x < y$ (resp. $T \models x <^+ y$ and $T \models x <^+ y$), then $T' \models x < y$ (resp. $T' \models x <^+ y$ and $T' \models x <^+ y$).

**Proof of Claim 2.** All items except (i) are immediate by the definition of $E'$. For (i), let $T \models x E^+ y$. We then consider two cases: First suppose $T \models u_k \mathcal{E}_x$. Then $T \models x E u_k$ and then $T' \models x E^+ u_k$. Since $T' \models u_k r u_k$ and $T' \models u_k E y$, we have $T' \models x E^+ y$. In the case that $T \neq u_k \mathcal{E}_x$, we obtain $T' \models x E^+ y$ by the definition of $E'$. \hfill \Box

We prove that $g: \mathcal{V} \to N'$ is an embedding.

Preservation of labels follows from the fact that the image of $g$ is in $N$ and $g$ is an embedding of $G$ into $T$ and thus preserves labels. We show that $g$ still preserves the edge relations. Let $x E y$ hold in $G$. Then it holds that

Note that the defined $T'$ is isomorphic to the “real” intended tree $T'$ where the nodes are sequences of natural numbers. Here, we treat $g$ as the old $g$ composed with the isomorphism.
$g(x) \neq u_k$ as $u_k$ is not in the image of $g$. Since $g$ is an embedding of $G$ into $T$, it holds $T := g(x)^E g(y)$. Then by Claim 2(ii), it holds $T := g(x)^E g(y)$.

Let $G := E^T \gamma$. Since $g$ is an embedding of $G$ into $T$, we have $T := g(x)^E g(y)$. By Claim 2(i), it follows that $T := g(x)^E g(y)$. Preservation of the relations $<, +$ and $< f$ under $g$ follows from Claim 2(iii).

Now let $\hat{T}$ be the tree defined in the statement of the Lemma. Formally, $T = (N, E, \hat{\rho}, \hat{\rho}, \hat{\tau})$ is defined as follows.

- $\tau = r$,
- $N = N \cup (u'_n), u'_m \neq N$,
- $E = (E \setminus (u_m, x) = E(x \in N)) \cup \{(u_m, u'_m) \cup \{(u_m, x)T := \hat{u_m}E\}$,
- $\hat{\rho} = <$
- For every node $v \in N$, $\hat{\rho}(v) = \rho(v)$, and $\hat{\rho}(u'_m) = \emptyset$.

The trees $T$ and $\hat{T}$ are isomorphic. Recall the indexes $m$ and $k$ from the definitions of $T$ and $\hat{T}$. We define a mapping $f : N' \to N$ as follows.

- If $m \leq k$, then
  \[
  f(v) = \begin{cases} 
  v & \text{if } v \in N \setminus \{u_{m+1}, \ldots, u_k\}, \\
  u'_m & \text{if } v = u_{m+1}, \\
  u_{i-1} & \text{if } v = u_i, 1 < i < m, \\
  u_k & \text{if } v = u'_k.
  \end{cases}
  \]
- If $m > k$, then
  \[
  f(v) = \begin{cases} 
  v & \text{if } v \in N \setminus \{u_{k+1}, \ldots, u_m\}, \\
  u_{k+1} & \text{if } v = u'_k, \\
  u_{i+1} & \text{if } v = u_i, 1 < i < m, \\
  u_m & \text{if } v = u_{m+1}.
  \end{cases}
  \]

The function $f$ is onto and $1 \to 1$. We show that the $V$-paths in $T$ and $\hat{T}$ are isomorphic. We consider the case $m \leq k$, the other case is similar. Let $T := uE^T v$ for $u, v \in \{u_1, \ldots, u_k, u'_i, u_{k+1}, u_{k+2}, \ldots, u_m\}$. We need to show that $T := uE^T v$ iff $T := f(u)\hat{E}f(v)$. There are following possible cases.

- $u = u_i$ and $v = u_{i+1}$ with $1 \leq i < m$ or $k < i < n$. In this case $f(u_i) = u_j \in \{i, i+1\}$. By definition of $T$ and $\hat{T}$ it holds that $T = uE^T u_{i+1}$ and $\hat{T} = uE^T u_{i+1}$. Thus, $T := uE^T v$ iff $\hat{T} := f(u)\hat{E}f(v)$.
- $u = u_m$ and $v = u_{m+1}$. In this case $f(u_m) = u_m$ and $f(u_{m+1}) = u'_m$. By definition, it holds that $T = uE^T u_{m+1}$ and $\hat{T} = uE^T u'_m$. Thus, $T := uE^T v$ iff $\hat{T} := f(u)\hat{E}f(v)$.
- $u = u_{m+1}$ and $v = u_m$. In this case $f(u_{m+1}) = u'_m$ and $f(u_m) = u_m$. By definition, it holds that $T = uE^T u_{m+1}$ and $\hat{T} = uE^T u_m$. Thus, $T := uE^T v$ iff $\hat{T} := f(u)\hat{E}f(v)$.
- $u = u_i$ and $v = u_{i+1}$ with $m+1 < i < k$. In this case, $f(u_i) = u_{i+2}$ and $f(u_{i+1}) = u_i$. By definition, it holds that $T = uE^T u_{i+2}$ and $\hat{T} = uE^T u_{i+1}$. Thus, $T := uE^T v$ iff $\hat{T} := f(u)\hat{E}f(v)$.
- $u = u_k$ and $v = u'_k$. In this case, $f(u_k) = u_{k-1}$ and $f(u'_k) = u_k$. By definition, it holds that $T = uE^T u'_{k}$ and $\hat{T} = uE^T u'_k$. Thus, $T := uE^T v$ iff $\hat{T} := f(u)\hat{E}f(v)$.
- $u = u'_k$ and $v = u_{k+1}$. In this case, $f(u'_k) = u_k$ and $f(u_{k+1}) = u_{k+1}$. By definition, it holds that $T = uE^T u'_{k}$ and $\hat{T} = uE^T u'_k$. Thus, $T := uE^T v$ iff $\hat{T} := f(u)\hat{E}f(v)$.

Since $f(v) = v$ for every $v \in N \setminus \{u_1, \ldots, u_k, u'_m\}$ and $\rho(V) = \emptyset$ for every $v \in \{u_1, \ldots, u_m, u'_k, u'_m\}$, the labels are preserved as well.

Thus, the mapping $f \circ g$ is an embedding of $G$ into $\hat{T}$.

Analogous to the above lemma for $V$-paths, we formalize one for $H$-paths. The crucial properties of $H$-paths are that their labels are empty and that all nodes in the path are leaves. We omit the proof.

**Lemma 2** ($H$-path). Let $G$ be a query graph with labels from $\Sigma = (N, E, <, \rho, \tau)$ an ordered tree such that there is an embedding of $G$ into $T$. Suppose $T$ has a horizontal path $v_1 < v_2 < \ldots < v_n$ and $v$ is their parent in $T$, where

- $\rho(v_i) = \emptyset$ for every $i \in \{1, \ldots, n\}$,
- $V_i = \{u \mid T = v_i E u\} = \emptyset$ for every $i \in \{1, \ldots, n\}$,
- $n > |\text{Nodes}(G)|$.

Let $\hat{T}$ be the tree obtained from $T$ by inserting a node with the empty label in the middle of the horizontal path, i.e., by making $v_m$ the predecessor and $v_{m+1}$ the successor of the new node, where $n = 2m$ (when $n$ is even) or $n = 2m-1$ (when $n$ is odd). Then there exists an embedding $G$ into $\hat{T}$.

The proof of Theorem 1 relies on the small tree property which follows from the two lemmas above. We first show how, using Lemma 1, we can reduce the number of $V$-nodes. Let $G^\gamma$, be the query graph of maximal number of nodes among all $G_\gamma$. Let $u_1E^T u_2 \ldots E^T u_n$ be a $V$-path in $T^\gamma$ of length greater than $|\text{Nodes}(G^\gamma)|+1$. Then we remove the node $u_m$, where $n = 2m$ (i.e., if $n$ is even) or $n = 2m+1$ (i.e., if $n$ is odd), from $T^\gamma$, and make $u_{m+1}$ to be the child of $u_{m-1}$. Let $T^{**}$ be the resulting tree. We claim that $T^{**} \neq \varnothing$ and $T^{**} \neq \varnothing$. The former follows from the fact that we did not change $I$-nodes in $T^{**}$. For the latter, suppose $T^{**} = \varnothing$. Then there exists an embedding $g : G^\gamma \to T^{**}$ for some $i$. Since $n - 1 > |\text{Nodes}(G^\gamma)| \geq |\text{Nodes}(G^\gamma)|$, we can apply Lemma 1 to show that there is an embedding of $G^\gamma$ to $T^\gamma$, which contradicts to the fact $T^{**} \neq \varnothing$.

Thus, we can iteratively apply the same argument to make long $V$-paths shorter and while preserving the fact that $T^\gamma \neq \varnothing$ and $T^{**} \neq \varnothing$. Similar for $H$-paths, if they are longer than $|\text{Nodes}(G^\gamma)|+1$, we can apply Lemma 2 to shorten them.

Let us find out how the size of the small tree is bounded. The number of $I$ nodes in $T^\gamma$ is bounded by $|\text{Nodes}(G^\gamma)|$. Each I node has at most one $V$ path above it, one H path to its right, and one H path through its children. The number of nodes in all these paths is, by the argument above, maximally $|\text{Nodes}(G^\gamma)|+1$. Thus after repeated application of the Lemmas to $T^\gamma$ the resulting size is bounded by $O(|\varphi| \cdot |\psi|)$.

A $P 4^\gamma$ algorithm for deciding the UCQ\textsuperscript{−} containment then works as follows. It first guesses a tree $T$ of size $O(|\varphi| \cdot |\psi|)$ and then checks in NP if $T \models \varphi$ and in coNP if $T \not\models \psi$. The coNP algorithm for PosXPath\textsuperscript{−} works similarly. It also
guesses a tree $T$ of polynomial size and checks if $T \models \varphi$ and $T \not\models \psi$ which can be done in \textsc{PTime} \cite{14}. \hfill \Box

Note that the safeness condition for negation turns out to be crucial. Indeed, in \cite{12} it was shown that containment for tree patterns with unrestricted label negation is already $\text{PSpace}$-complete.

4.2. Adding attributes

Now we are ready to provide upper bounds for our fragments with attribute value comparisons.

\textbf{Theorem 2.} The containment problem over trees with attributes is

- in $\text{coNP}$ for PosXPath\textsuperscript{\texttt{\rightarrow,\leftarrow}}.
- in $\Pi_2^P$ for UCQ\textsuperscript{\texttt{\leftarrow,\leftrightarrow}}.

Given the containment problem $\varphi \sqsubseteq \psi$ for $\varphi, \psi \in \text{PosXPath}\textsuperscript{\texttt{\rightarrow,\leftarrow}}$ (UCQ\textsuperscript{\texttt{\leftarrow,\leftrightarrow}}), we reduce it to the containment problem $\varphi \sqsubseteq \text{ML}_A \psi$ in PosXPath\textsuperscript{\texttt{\rightarrow}} (UCQ\textsuperscript{\texttt{\leftarrow}}), which is known to be in $\text{coNP}$ ($\Pi_2^P$) by Theorem 1. Thus Theorem 2 is a consequence of the following lemma.

\textbf{Lemma 3.} Let $\varphi$ and $\psi$ be PosXPath\textsuperscript{\texttt{\rightarrow,\leftarrow}} (UCQ\textsuperscript{\texttt{\leftarrow,\leftrightarrow}}) formulas. Then there exist $\textsc{PTime}$ computable PosXPath\textsuperscript{\texttt{\rightarrow}} (UCQ\textsuperscript{\texttt{\leftarrow}}) formulas $\varphi'$ and $\psi'$ such that

\[ \varphi \sqsubseteq \psi \iff \varphi' \sqsubseteq \text{ML}_A \psi'. \]

This holds for both single-labeled and multi-labeled trees.

\textbf{Proof.} The idea behind the proof is as follows. We abstract away from arithmetic comparisons by replacing each of them with a new label. These labels have to obey certain constraints, like comparisons do. To this purpose, we define a list of axioms that faithfully encode these constraints.

For every $p_i, p_j \in \Sigma_p$, $p_i \neq p_j$:

\[ (\leftrightarrow) \langle p_i \land p_j \rangle, \quad (\text{Label}) \]

For every $a \in \Sigma_a, c, c_1, c_2 \in \Sigma_c, c_1 \neq c_2$:

\[ \langle p_{\text{dia}} = c \land p_{\text{dia}} = c_1 \rangle, \quad (\text{SName}) \]

\[ \langle p_{\text{dia}} = c \land p_{\text{dia}} = c_2 \rangle, \quad (\text{Eq}) \]

For every $a \in \Sigma_a, c \in \Sigma_c$ and $R, S$ in $\{<, \leq, =, >\}$ with $R \neq S$:

\[ \langle p_{\text{dia}} \neq R \text{ AND } p_{\text{dia}} \neq S \rangle, \quad (\text{MExcl}) \]

For every $a \in \Sigma_a, c, c_1 \in \Sigma_c$ and $R \in \{\neq, \leq, =, \geq, >\}$:

\[ \langle p_{\text{dia}} \neq R \text{ AND } p_{\text{dia}} \neq c \rangle, \quad (\text{DNeg}) \]

\[ \langle p_{\text{dia}} \leq c \land p_{\text{dia}} = c \land p_{\text{dia}} > c \land p_{\text{dia}} < c \rangle, \quad (\text{LNEQ}) \]

\[ \langle p_{\text{dia}} \geq c \land p_{\text{dia}} = c \land p_{\text{dia}} > c \land p_{\text{dia}} < c \rangle, \quad (\text{GNEQ}) \]

\[ \langle p_{\text{dia}} = c \land p_{\text{dia}} > c \rangle, \quad (\text{TRI}) \]

\[ \langle p_{\text{dia}} = c \land p_{\text{dia}} \leq c \rangle, \quad (\text{LEQ}) \]

\[ \langle p_{\text{dia}} = c \land p_{\text{dia}} \geq c \rangle, \quad (\text{GEQ}) \]

\[ \langle p_{\text{dia}} < c \land p_{\text{dia}} \leq c \rangle, \quad (\text{LEQ3}) \]

\[ \langle p_{\text{dia}} > c \land p_{\text{dia}} \leq c \rangle, \quad (\text{LEQ2}) \]

\[ \langle p_{\text{dia}} < c \land p_{\text{dia}} \geq c \rangle, \quad (\text{GEQ2}) \]

\[ \langle p_{\text{dia}} > c \land p_{\text{dia}} \geq c \rangle, \quad (\text{GEQ3}) \]

\[ \langle p_{\text{dia}} \neq c \land p_{\text{dia}} > c \land p_{\text{dia}} < c \rangle, \quad (\text{GNEQ3}) \]

In case of PosXPath\textsuperscript{\texttt{\rightarrow,\leftarrow}} we define $\varphi'\equiv\varphi$ and $\psi'\equiv\psi \lor A_x$, where $\lor$ replaces comparisons with labels (definition is in Section 3) and $A_x$ is the disjunction of the formulas mentioned above. In the definition of $A_x$, $\Sigma_p$, $\Sigma_a$, and $\Sigma_c$ are respectively the sets of labels, attributes and constants appearing in $\varphi$ or $\psi$. We use the abbreviation $(\land)\varphi \equiv (\land)\varphi \lor (\lor)\psi$. Note that the formula $A_x$ is in PosXPath\textsuperscript{\texttt{\rightarrow}}. In case of UCQ\textsuperscript{\texttt{\leftarrow}} the translation $(\land)\varphi$ is defined essentially the same. The only difference is that we take $\exists x. \text{TR}_x(A_x)$ instead of $A_x$. Notice that the resulting formulas $\varphi'$ and $\psi'$ are in UCQ\textsuperscript{\texttt{\leftarrow}}.

We first argue that the size of $A_x$ is $O((|\varphi| + |\psi|)^3)$. Since the sets $\Sigma_p$, $\Sigma_a$, and $\Sigma_c$ are respectively the sets of labels, attributes and constants appearing in $\varphi$ or $\psi$, their sizes are bounded by the combined size $|\varphi| + |\psi|$. The axioms in $A_x$ are in fact axiom schemas. Each schema has at most 3 parameters from $\Sigma_p$, $\Sigma_a$, and $\Sigma_c$ and 1 parameter from the set of possible operators from $\{=, \neq, <, >, \leq, \geq\}$. Thus each schema stands for at most $6^3 \cdot (|\varphi| + |\psi|)^3$ disjuncts. The number of axioms and their size does not depend on $\varphi$ and $\psi$. Whence the size of $A_x$ is bounded by $O((|\varphi| + |\psi|)^3)$.

We give some intuition behind $A_x$. In order to prove this lemma, we need to show that there is a counterexample for $\varphi \sqsubseteq \psi$ if there is a counterexample for $\varphi' \sqsubseteq \text{ML}_A \psi'$. Note that every counterexample tree $T$ for $\varphi \sqsubseteq \text{ML}_A \psi'$ must refute every disjunct (axiom) in $A_x$. Intuitively, the axioms enforce the following properties of $T$:

- (\text{Label}): each node has at most one label from $\Sigma_p$,
- (\text{SName}): each attribute of a node can take only at most one value,
- (\text{MExcl}),(\text{Eq}): there is no inconsistent comparison,
- (\text{DNeg}): if a node contains a comparison with a constant, then it must contain a comparison with all other constants from $\Sigma_c$,
- (\text{LEQ1})–(\text{LEQGEQ}): the natural interaction between the comparisons with a constant,
- (\text{Order1})–(\text{Order4}): the order is preserved.

The following claim is crucial for constructing a counterexample tree for $\varphi \sqsubseteq \psi$ from a counterexample for $\varphi' \sqsubseteq \text{ML}_A \psi'$.
Claim 3. Let \( T = (N, E, <, r, \rho) \) be a multi-labeled tree over \( \Sigma^* \) such that \( T, r \not\in A \). Then for every \( a \in \Sigma_n, c \in \Sigma_c, \) node \( n \in N \), exactly one of the following holds.

(i) there is no \( p_{\delta_{a,c}} \in \rho(n) \) for every \( \delta_{a,c} \in \{=, \neq, \geq, \leq, <, >\} \).

(ii) there is exactly one \( p_{\delta_{a,c}} \in \rho(n) \) and for every \( c \in \Sigma_c \) it holds that \( p_{\delta_{a,c}} \in \rho(n) \) iff \( D = \text{cop} c_1 \).

(iii) there is no \( p_{\delta_{a,c}} \in \rho(n) \) and there exists \( c' \in D \setminus \Sigma_c \) such that for every \( c_1 \in \Sigma_c \) it holds that \( p_{\delta_{a,c}} \in \rho(n) \) iff \( D = c' \text{ cop} c_1 \).

Proof of Claim. Let \( T \) be as stated in the Claim, \( a \in \Sigma_n \) an attribute name, \( c \in \Sigma_c \), a constant, \( n \in N \) a node in \( T \). Assume that there exists \( p_{\delta_{a,c}} \in \rho(n) \). Otherwise, item (i) holds. Assume that \( c \) is in fact \( "\text{=}" \). Because \( T, r \not\in A \), the formula (\text{SName}) is false and thus there cannot be another \( p_{\delta_{a,c}} \in \rho(n) \).

We show, for every \( c_1 \in \Sigma_c \) and \( \delta_{a,c} \in \{=, \neq, \geq, \leq, <, >\} \), that \( p_{\delta_{a,c}} \in \rho(n) \) iff \( D = \text{cop} c_1 \).

(1) \( \delta_{a,c} = = \). Assume \( p_{\delta_{a,c}} = c_1 \). Then, we have \( c = c_1 \) by (\text{SName}). The converse implication holds since \( p_{\delta_{a,c}} = c_1 \) by the assumption.

(2) \( \delta_{a,c} \neq \neq \). Assume \( p_{\delta_{a,c}} \neq c_1 \). By (Eq), it follows that \( c_1 \neq c \). Thus, \( D = c \neq c_1 \). Conversely, assume \( D = c = c_1 \). It means that either \( c_1 \subset c \) or \( c_1 < c \). First assume that \( c_1 \subset c \). Since \( p_{\delta_{a,c}} = c_1 \) and \( c \neq c_1 \), by (Order4) we obtain \( p_{\delta_{a,c}} = c \neq c_1 \). Then, by (GNEQ2), it follows that \( p_{\delta_{a,c}} = c_1 \) in \( \rho(n) \), as desired. Similarly for the case \( c < c_1 \), using (Order3) and (LNEQ), we can show \( p_{\delta_{a,c}} = c_1 \) in \( \rho(n) \).

(3) \( \delta_{a,c} = > \). Assume \( p_{\delta_{a,c}} > c_1 \). We show that \( D = c > c_1 \). Suppose the opposite, i.e., either \( c = c_1 \) or \( c_1 > c \). In the first case, it would mean that both \( p_{\delta_{a,c}} = c_1 \) and \( p_{\delta_{a,c}} > c_1 \) occur in \( \rho(n) \), which is a contradiction with (\text{MExcl}). In the second case, by (Order3), both \( p_{\delta_{a,c}} < c_1 \) and \( p_{\delta_{a,c}} > c_1 \) are in \( \rho(n) \), which is again a contradiction with (\text{MExcl}). Now suppose \( D = c > c_1 \). Then by (Order4), it follows that \( p_{\delta_{a,c}} > c_1 \) in \( \rho(n) \), as needed.

(4) \( \delta_{a,c} = \geq \). Similar to the previous case.

(5) \( \delta_{a,c} \\leq \geq \). Assume \( p_{\delta_{a,c}} = c_1 \). Then we immediately obtain \( D = c = c_1 \). Now suppose \( c \neq c_1 \) and we show that \( D = c > c_1 \). Suppose the opposite, i.e., \( D = c < c_1 \). Then by (Order3), we have \( p_{\delta_{a,c}} < c_1 \) in \( \rho(n) \). By (LEQ3), it implies that \( p_{\delta_{a,c}} < c \) in \( \rho(n) \), which in turn by (LQEQ3) implies that \( p_{\delta_{a,c}} = c_1 \) in \( \rho(n) \). The latter is a contradiction with (\text{SName}). Now assume \( D = c > c_1 \). This means that either \( c_1 = c \) or \( c_1 > c \) in \( D \). In the first case, we have \( p_{\delta_{a,c}} = c_1 \) in \( \rho(n) \) by the assumption. Thus by (GEQ2), we have that \( p_{\delta_{a,c}} = c_1 \) in \( \rho(n) \). In the second case, similarly to the case when \( \delta_{a,c} = > \), we can show that \( p_{\delta_{a,c}} > c_1 \) in \( \rho(n) \). Then by (GEQ3), we have \( p_{\delta_{a,c}} > c_1 \) in \( \rho(n) \), as needed.

(6) \( \delta_{a,c} = \leq \). Similar to the previous case.

This concludes the proof of the claim. □

We now prove that \( \varphi \equiv \psi \) if \( \varphi' \equiv \psi' \). Let \( T = (N, E, <, r, \rho) \) be a multi-labeled tree such that \( T, r \not\in A \), and \( T, r \not\in A \). Note that then \( T, r \not\in A \). Then we define a single-labeled tree \( T' = (N, E, r, \rho', \text{attr}) \), where \( \text{attr} \) is a partial function assigning a value in \( D \) to a given node and an attribute name, as follows:

- For \( p \in \Sigma_p \), \( \rho'(p) = p \) if \( p \in \rho(n) \). If there is no \( p \in \Sigma_p \) such that \( p \in \rho(n) \), we set \( \rho'(n) = z \) for a fresh symbol \( z \).
\[\text{att}(n, a) = \begin{cases} 
\text{undefined} & \text{if there is no } p_{\text{op}} \in \rho(n), \\
c & \text{if } p_{\text{da}} = c \in \rho(n), \\
c' & \text{from Claim 3, (iii), otherwise.}
\end{cases}\]

We claim that \(T'\) is well defined. Indeed, \((\text{Label})\) ensures that every node is labeled by exactly one label from \(\Sigma_p\) or by \(z\). Moreover, the function \(\text{att} \) is well defined since exactly one of the conditions in the definition of \(\text{att} \) is fulfilled, according to Claim 3. By induction, using Claim 3, we can show that for every \(\theta, T, n \models \theta \) iff \(T, n \models \theta \). Thus, it follows that \(T', r \models \phi \) and \(T', r \not\models \psi \) which was desired.

\((\Leftarrow)\) Let \(T = (N, E, <, r, \rho, \text{att})\) be a single-labeled tree such that \(T \models \phi \) and \(T \not\models \psi\). We define the tree \(T' = (N, E, <, r, \rho')\), where \(\rho'\) is defined as follows:

\[\begin{align*}
&\text{for } p \in \Sigma_p, p \in \rho'(n) \text{ iff } \rho(n) = p, \\
&\text{if } p_{\text{da}} = c \in \rho(n) \text{ iff att}(n, a) = c, \\
&\text{if } p_{\text{d}a_{\text{op}}} \in \rho'(n) \text{ iff } D' = \text{att}(n, a)_{\text{op}}, \text{ for } \text{op} \in \{\neq, \leq, \geq, <, >\}, c \in \Sigma^c.
\end{align*}\]

It is straightforward to check that \(T'\) does not satisfy any of the disjuncts in \(A\). Thus, we obtain \(T' \models \phi' \) and \(T' \not\models \psi'\).

The same argument goes through for multi-labeled trees, except that we must not include formulas \((\text{Label})\) juncts of \(A\).

### 4.3. Restricting the attribute domain

We now show the same complexity results for various restrictions on the domain of attribute values. A linear order \(D\) has a smallest (largest) element if there exists \(c \in D\) such that \(c \leq c' (c \geq c')\) for every \(c \in D\). We say \(D\) has an endpoint if there exists a smallest or a largest element in \(D\). \(D\) is discrete if any point which has a successor also has an immediate successor. \(D\) is dense linear order if for every \(x < y\) in \(D\) there exists \(z \in D\) such that \(x < z < y\).

**Proposition 2.** Let \(D\) be one of the following linear orders:

- (i) finite,
- (ii) discrete,
- (iii) dense or discrete with one or two endpoints.

Then the containment problem for PosXPath\((\Sigma)\) over single-labeled trees with the domain of attribute values \(D\) is in \(\text{coNP}\) and \(\Pi_2^p\) respectively.

**Proof.** Let \(\varphi\) and \(\psi\) be PosXPath\((\Sigma)\) formulas over \(D\) and \(\Sigma_{\varphi} \subseteq D\), \(\Sigma_{\varphi}\) and \(\Sigma_{\psi}\) the sets of constants, attribute names and labels in \(\Sigma\) appearing in \(\varphi\) or \(\psi\). Then we construct in \(\text{PTIME}\) formulas \(\varphi'\) and \(\psi'\) over \(\Sigma' = \Sigma_{\varphi} \cup \{p_{\text{op}} | p \in \Sigma_{\varphi}, c \in \Sigma, \text{op} \in \{\neq, \leq, >, <, \geq, \leq\}\} \) such that \(\varphi \models \psi\) if and only if \(\varphi' \models M L \psi'\).

Namely, we take \(\varphi' = \tilde{\varphi} \) and \(\psi' = \tilde{\psi} \vee Ax \vee A\), where \(\tilde{\cdot}\) is defined in Section 3, \(A\) is from the proof of Lemma 3 and \(A\), \(k \in \{(\text{Fin}), (\text{Discr}), (\text{End})\}\) is constructed according to the cases (i), (ii) and (iii) of the Proposition. Note that the formulas \(\varphi'\) and \(\psi'\) in all the cases are in fact PosXPath\((\Sigma)\) formulas. In case of UCQ\((\Sigma)\), the translation \(\gamma\) is defined essentially the same. The difference is that we use \(\exists x. T R_k(Ax)\) and \(\exists y. T R_k(A\_\_x)\) instead. Note that the result of \(\gamma\) is a union of CQ\((\Sigma)\) formulas. The upper bounds then follow from Theorem 1.

Now we construct the formulas \(A_{\varphi, k} \in \{(\text{Fin}), (\text{Discr}), (\text{End})\}\)

- (i) Assume \(D = \{c_1 < c_2 < \ldots < c_k\}\) is a finite linear order. We then write down the formulas of \(A_{\varphi, k}\). It is the disjunction of the following formulas. For every \(a \in \Sigma_{\varphi}, c \in \Sigma\) and \(\text{op} \in \{\neq, \leq, >, <, \geq, \leq\}\) :

\(\varphi' \models \psi' \)

This axiom enforces that whenever an attribute is defined, its value equals one of \(c_i\), \(1 \leq i \leq k\). The following claim, which is easy to verify using (Fin), is crucial.

**Claim 4.** Let \(T = (N, E, <, r, \rho)\) be a multi-labeled tree over \(\Sigma\) such that \(T \models \varphi'\) and \(T \not\models \psi'\). Then for every \(a \in \Sigma_{\varphi}, c \in \Sigma\), node \(n \in N\) and \(\text{op} \in \{\neq, \leq, >, <, \geq, \leq\}\) exactly one of the following holds:

- (i) there is no \(p_{\text{da}} = c \in \rho(n)\),
- (ii) there is exactly one \(p_{\text{da}} = c \in \rho(n)\) and for every \(c_1 \in \Sigma\) it holds that \(p_{\text{da}_{\text{op}}} \in \rho(n)\) iff \(\text{op} \in \{\neq, \leq, >, <, \geq, \leq\}, c \in \Sigma\)

Using Claim 4 we can show that for every \(n \in T, \vartheta\) over \(\Sigma\), and \(T, n \models \vartheta\) iff \(T, n \models \vartheta\).

The direction from left to right of (1) can be proved exactly as in Lemma 3.

(ii) \(D\) is a discrete linear order. We assume that \(D\) is infinite, as the finite case is covered by the case (i). We take \(A_{\varphi, \\text{Discr}}\) as the disjunction of the following formulas. For every \(a \in \Sigma, c_1, c_2 \in \Sigma\) such that \(c_1 < c_2\) in \(D\) and there is no \(c'\) in \(D\) with \(c_1 < c' < c_2\) :

\[(1') p_{\text{da}} > c_1 \land p_{\text{da}} < c_2.\]

This axiom enforces the requirement that a value for \(a\)-attribute cannot be between an element in \(D\) and its immediate successor.

Similarly to Lemma 3 we can show that the reduction is correct. To this purpose we need the claim which is the exact reformulation of Claim 3 where instead of \(Ax\) we take \(Ax \vee A_{\varphi, \\text{Discr}}\) and \(D\) is the discrete linear order.

We highlight the difference with the proof of Claim 3. The only nontrivial difference is item (iii). Assume the conditions (i) and (ii) of Claim 3 do not hold for \(a \in A\) and \(n \in T\). We define \(c_1 = \max(c(p_{\text{da}} > c \in \rho(n)))\) and \(c_2 = \min(c(p_{\text{da}} < c \in \rho(n)))\). As in Claim 3 we can show that \(D \models c_1 < c_2\). Having that, there exists \(c'\) such that \(c_1 < c' < c_2\). Indeed, suppose the opposite. Then both
the same way as in Lemma 3.

that attributes cannot take their values outside of the variant of Claim 3, where we consider \( \langle \) of the following formulas:

If \( D \) has the least endpoint \( c_i \) for every \( a \in \Sigma_a \):

\[
\langle 1^* \rangle p_{\delta a} < c_i.
\]

(LEnd)

If \( D \) has the greatest endpoint \( c_g \) for every \( a \in \Sigma_a \):

\[
\langle 1^* \rangle p_{\delta a} > c_g.
\]

(REnd)

In case \( D \) is discrete linear order, \( Ax_{\text{End}} \), additionally has (Discr) as a disjunct.

The axioms (LEnd) and (REnd) enforce the requirement that attributes cannot take their values outside of the bounds in \( D \). As in the previous case, we can prove the variant of Claim 3, where we consider \( Ax_{\text{End}} \) and \( D \) a dense or discrete linear order with one or two endpoints. We do not spell out the proof, but the crucial difference is that in item (iii) axioms (LEnd) and (REnd) ensure the fact that \( c' \) is chosen within the interval \( [c_l, c_g] \).

Having this claim, we can prove the equivalence (1) in the same way as in Lemma 3.

Clearly, the constructed \( \varphi' \) and \( \psi' \) are \( \text{PTIME} \) computable from \( \varphi \) and \( \psi \).

4.4. Lower bounds

In this section we show a number of lower bounds on containment for \( \text{CQ}^{\oplus} \) and PosXPath\(^{\oplus} \). The following lower bound was shown in [6].

**Proposition 3** ([6]). Containment is \( \text{IFP} \)-hard for \( \text{CQ}(\text{Child, Descendant}) \), i.e., conjunctive queries that use only the predicates Child and Descendant.

For PosXPath\(^{\oplus} \), the \( \text{coNP} \) lower bound for containment follows from hardness of containment for tree patterns [19], which is a fragment of PosXPath\(^{\oplus} \). In order to compare our results to those in [19], we follow their notation.

Let \( \text{XP}^{\oplus} \) denote the fragment of PosXPath without union and disjunction, only the \( \lor \) step, and no occurrence of the following and preceding axes. These are called tree patterns in the literature. Let \( \text{XP}^{\oplus} \) denote \( \text{XP}^{\oplus} \) in which no wildcard (denoted by \( \top \) in PosXPath) occurs.

Containment of \( \text{XP}^{\oplus} \) and \( \text{XP}^{\oplus} \) patterns is in \( \text{PTIME} \) and \( \text{coNP} \)-complete, respectively. Let \( \text{XP}^{\oplus} \) and \( \text{XP}^{\oplus} \) denote the expansions of \( \text{XP}^{\oplus} \) and \( \text{XP}^{\oplus} \) with equality and inequality attribute value comparisons, respectively. We show that containment of \( \text{XP}^{\oplus} \) patterns becomes \( \text{coNP} \) hard. Containment of \( \text{XP}^{\oplus} \) patterns becomes \( \text{PSpace} \) hard when interpreted over trees with at least one required attribute.

The following property is used in our lower bound arguments. The proof can be found in [19, Lemma 3].

**Proposition 4.** Let \( L \) be \( \text{XP}^{\oplus} \) or \( \text{XP}^{\oplus} \). Let \( \varphi \) be an \( L \) formula and \( \Delta \) a finite set of \( L \) formulas. Then there are \( \text{PTIME} \) computable \( L \) formulas \( \varphi' \) and \( \psi' \) such that \( \varphi \subseteq \Delta \iff \varphi' \subseteq \psi' \).

The same holds for the case of multi-labeled trees.

**Proposition 5.** The containment problem for \( \text{XP}^{\oplus} \) is \( \text{coNP} \)-hard.

**Proof.** We reduce the 3SAT problem to the non-containment problem in \( \text{XP}^{\oplus} \).

Firstly, we can use disjunction of tree patterns on the right side of the containment problem, due to Proposition 4.

Let \( L \) be the conjunction of clauses \( C_1 \lor C_2 \lor C_3 \), where \( C_1 \) and \( C_2 \) are literals. From \( L \), we construct in \( \text{PTIME} \) two formulas over the signature \( \Sigma = \{ r, b \} \), attribute names \( A = \{ a_1, \ldots, a_n \} \) and an attribute domain \( D \) containing values \( \{ 0, 1, 2 \} \) as follows.

We define \( \varphi_{\text{neg}} = \bigwedge \langle \rangle \langle b \land \land b, a \neq 2, b \land \land a \neq 2 \rangle \) and \( \psi_{\text{neg}} = \bigwedge \langle \rangle \langle b \land \land b, b \land \land b \rangle \), where \( b_i = b_{a_i} = 0 \) iff \( x_i = x_i \in C_i \) and \( b_i = (a_i = 0) \) iff \( x_i = x_i \in C_i \).

We claim that \( \varphi \) is satisfiable if and only if \( \psi_{\text{neg}} \). First assume that \( \varphi \) is satisfiable, i.e., there is a variable assignment \( \psi : \{ x_1, \ldots, x_n \} \rightarrow \{ 0, 1 \} \) such that \( \psi \models L \). We then define the following tree formula \( F = (v_1, v_2), v_1, v_2, \top, \text{att}. \) , where the labeling \( \rho \) is defined as \( \rho(v_1) = (r), \rho(v_2) = (b) \) and \( \text{att}(v_2, a_i) = 1 \) iff \( v(x_i) = 1 \) and \( \text{att}(v_2, a_i) = 0 \) iff \( v(x_i) = 0 \) for every \( i, 1 \leq i \leq n \). Clearly, \( T \) satisfies \( \varphi \). Suppose \( T, v_1 \models \psi \). This means there exists an index \( i \) such that \( T, v_1 \models \langle \rangle \langle b \land \land b, b \land \land b \rangle \), which implies \( T, v_2 \models b_i = 1, 2, 3 \). Hence, by the definition of the attribute function we obtain that if \( b_i = (a_i = 0) \), then \( v(x_i) = 0 \) and, similarly, if \( b_i = (a_i = 0) \), then \( v(x_i) = v(\neg x_i) = 0 \). Thus, we obtain \( T, v_1 \not\models \psi \) which is a contradiction. Thus, \( T \not\models \psi \).

We now prove the converse. Assume there is a tree \( T \) with \( T, v \models \varphi \). The former implies that there exists a child of the root of \( T, v \) such that \( T, v \models b \land \land b \) and the attributes \( a_1, \ldots, a_n \) are defined at \( v \). Moreover since \( T \not\models \psi \), for every \( i, 1 \leq i \leq n \) it holds that \( T, v \not\models b_i \vee b_i \wedge b_i \not\models b_i \). We define the variable assignment \( V : \{ x_1, \ldots, x_n \} \rightarrow \{ 0, 1 \} \) as follows: \( V(x_i) = 0 \) iff \( \text{att}(v, a_i) = 0 \) and \( V(x_i) = 1 \) iff \( \text{att}(v, a_i) \neq 0 \). We claim that \( V \models L \). Assume the opposite, i.e., there exists a clause \( C_i \) which is mapped to 0 under \( V \). By definition of \( V \), it follows that \( T, v \models b_i \vee b_i \wedge b_i \) and therefore, \( T, v \models b \wedge b_i \wedge b_i \wedge b_i \) which is a contradiction.

4.4.1. Required attributes

In Section 4.2 we dealt with the case when attributes are optional. We now consider the case when some attributes are required. We say that an attribute \( a \in A \) is required in a tree \( T \) with domain \( N \) if the function \( \text{att} : N \times \{ a \} \rightarrow D \) is total. We show that when at least one attribute is required, containment of tree patterns with equality and inequality comparisons rises to \( \text{PSPACE} \).

---

The purpose of the inequalities \( a_i \neq 2 \) is to guarantee that the attribute \( a_i \) is defined in the \( b \)-node of a model of \( \varphi \). We could express the same with the comparison \( \lnot a_i 1 \leq 1 \) or \( \lnot a_i 0 \geq 0 \).
Theorem 3. The containment problem for \( \text{XP}_{m,n}^{(1_r,1_l)} \) interpreted over trees with at least one required attribute is \( \text{PSPACE}-\text{complete} \).

Proof. We show the upper bound for \( \text{XP}_{m,n}^{(1_r,1_l)} \) expanded with the other equality operators (i.e., \(<, >, \leq, \text{ and } \geq \)). For that, we reduce the containment problem in this fragment to containment for unions of \( \text{XP}_{m,n}^{(1_r,1_l)} \) (tree pattern formulas with unrestricted label notation) similar to Lemma 3. The additional axiom in \( A_x \) is \( \langle 1_x \rangle^\ast (\neg p_{d_{a_1}} \land \ldots \land \neg p_{d_{a_m}}) \) for every required \( a \in A \), where \( c \) is a constant (note that this axiom contains unsafe negation). This axiom enforces that the attribute \( a \) is defined everywhere in the tree. In [12] it is shown that containment for unions of \( \text{XP}_{m,n}^{(1_r,1_l)} \) is solvable in \( \text{PSPACE} \).

For proving the lower bound we encode the corridor tiling problem, which is known to be hard for \( \text{PSPACE} \) [8]. Our lower bound proof uses the construction from the \( \text{PSPACE} \)-hardness proof for the containment problem in tree patterns with disjunction over a finite alphabet in [20].

The corridor tiling problem is formalized as follows. Let \( \text{Til} = (D,H,V,\bar{B},\bar{T},n) \) be a tiling system, where \( D = \{d_1,\ldots,d_m\} \) is a finite set of tiles, \( H,V \subseteq D^2 \) are horizontal and vertical constraints, \( n \) is a natural number in unary notation, \( \bar{B} \) and \( \bar{T} \) are tuples over \( D \) of length \( n \). Given such a tiling system, the goal is to construct a tiling of the corridor of width \( n \) using the tiles from \( D \) so that the constraints \( H \) and \( V \) are satisfied. Moreover, the bottom and the top row must be tiled by \( \bar{B} \) and \( \bar{T} \) respectively. Let \( a \in A \) be a required attribute. Now we construct two \( \text{XP}_{m,n}^{(1_r,1_l)} \) expressions \( \varphi \) and \( w \) such that \( \varphi \equiv_w \psi \) over trees with attributes \( a \) if there exists a tiling for \( \text{Til} \). To this purpose, we use a string representation of a tiling. Each row of the considered tiling is represented by the tree it consists of. If the tiling of a corridor of width \( n \) has \( k \) rows, it is represented by its rows separated by the special symbol \( \# \). Thus, a tiling is a word of the form \( u_1u_2\ldots u_k\#S \), where each \( u_i \) is the word of length \( n \) corresponding to the \( i \)-th row in the tiling, and \( S \) denotes the end of the tiling. Note \( u_1 = \bar{B} \) and \( u_k = \bar{T} \).

For the sake of readability, for expression \( r \), we use the abbreviation \( \tau^r \) to denote the path formula \( ?r; 1; ?r;\ldots; 1; ?r \) with \( i \) occurrences of \( r \).

We then define the formulas over attributes \( \{a\} \) and attribute domain containing \( D \cup \{\#\} \).

Define \( \varphi' \) as
\[
\langle ?(\varphi = b_1); 1; ?(\varphi = b_2); \ldots; 1; ?(\varphi = b_n); 1; ?(\varphi = \#); 1^+; ?(\varphi = \tau_1); 1; \ldots; 1; ?(\varphi = \tau_n); 1^+ \rangle.
\]

Intuitively, this expression enforces a tiling to start with a path starting with \( \bar{B} \) and finishing with \( \bar{T} \). Now the formula \( \psi \) defines all incorrect tilings and additional constraints. It is the disjunction of the following \( \text{XP}_{m,n}^{(1_r,1_l)} \) formulas:

1. Incorrect length of a row.
   \[
   \varphi(\varphi = \#); 1; ?(\varphi = \#); 1; \bar{T}; 1; ?(\varphi = \#); 1; \bar{B}.
   \]
2. (1\text{+}\); ?(\(a_0 \neq d_1 \land \ldots \land a_m \neq \# \land a_0 \neq \#); 1\text{+}\); S, neither the delimiter or a tile on a position.
3. Horizontal or vertical constraints are violated.
   \[
   \varphi(\varphi = \#); 1; ?(\varphi = d_1); 1; ?(\varphi = \#); 1; T; 1; ?(\varphi = \#); 1; B.
   \]

We show that there exists a tree with a required attribute \( a \) such that \( T = \varphi' \) and \( T \neq \psi \) iff there exists a tiling for \( \text{Til} \).

(=\). Assume that there exists a tiling of the corridor. Let \( s \) be the string representation of it. Then, \( s = u_1u_2\ldots u_k\#S \), where \( |u_i| = n, u_i \in D^n, u_1 = \bar{B}, \) and \( u_k = \bar{T} \). Moreover, on the one hand if \( x \cdot y \), is an infix of some \( u_i \), then \( (x,y) \in H \), and on the other hand for every infix \( x \cdot u' \cdot y \) of length \( n+1 \) of \( u_i \), it holds that \( (x,y) \in V \). Let \( T \) be the corresponding tree, i.e., a single path of \( |s| \) nodes \( \{v_1,\ldots,v_n\} \) where the label of each node \( v_i, i < |s| \) is \( z \), the label of \( v_n \) is \( \# \) and attribute function is defined according to \( s \), i.e., \( att(v_i, a) = s_i \). Clearly, \( T \) is a model of \( \varphi' \) and not of \( \psi \).

(\(=\)). Let \( T \) be a tree such that \( T, r = \varphi' \), \( T, r \neq \psi \) and \( att(n,a) \) is defined for every \( n \in \text{Nodes}(T) \). Since \( T, r \neq \psi \) there must exist a path \( r = v_1,\ldots,v_n \) in \( T \) such that \( att(v_i, a) = b_i, 1 \leq i \leq n \) and \( att(v_{m+1}, a) = t_j, 1 \leq j \leq n \). Moreover, either \( \# \) or a symbol from \( D \) is in the attribute of every node \( v_i \), \( 1 \leq i \leq m \), according to (2).

We define a tiling function \( g: \{0,\ldots,n-1\} \times \{0,\ldots,D\} \to \text{Nodes}(T) \).

Theorem 3 provides a lower bound for the containment problem for PosXPath\(^{\#,-}\) and UCQ\(^{\#,-}\) over trees with required attributes. Only for tree patterns we know that the problem is \( \text{PSPACE}-\text{complete} \). Using the same reduction as in the proof of the upper bound in Theorem 3, and the results on containment for XPath [18] and XPath with path intersection [24], we obtain \( \text{ExpTime} \) and \( 2\text{ExpTime} \) upper bounds for containment for PosXPath\(^{\#,-}\) and UCQ\(^{\#,-}\) over trees with required attributes, respectively.

However, if we restrict attributes to be required at nodes labeled with a certain symbol, then the containment is still in \( \text{conNP} \) and \( \Pi_2^P \). Let \( p \in \Sigma \) be a label and \( a \in A \) an attribute name. We say that \( a \) is required at label element \( p \) if \( att(n,a) \) is defined whenever \( p \in \rho(n) \) for every tree \( T \) and node \( n \in \text{Nodes}(T) \).

Proposition 6. The containment problem for PosXPath\(^{\#,-}\) and UCQ\(^{\#,-}\) with required attributes at certain labeled nodes is in \( \text{conNP} \) and \( \Pi_2^P \) respectively.

Proof. As before, we can prove a variant of Lemma 3. Let \( c \) be a constant name. Whenever attribute \( a \) is required at nodes labelled by \( p \) we add the axiom \( (\langle 1\rangle^\ast \varphi \land \neg P_{d_{a \cdot c}} \land \neg p_{d_{a \cdot c}}) \) to the set \( A_x \). Note that the negation is safe. This axiom is obviously sound, and it enforces that whenever \( p \) holds, at least one \( P_{d_{a \cdot c}} \) label holds as well.
This ensures that in the construction of the tree with attributes $a$ is defined at each $p$ node.

4.5. Tractable cases

In this section we consider fragments of PosXPath where the containment problem remains in PTIME. It is known that containment in $\text{XP}^{\mathbb{B} \mathbb{I}/1}$ and $\text{XP}^{\mathbb{B} \mathbb{I}/1}$ is decidable in PTIME, [3,19].

Proposition 7. Let $\text{XP}^A$ be any fragment whose containment problem over multiple-labeled trees is in PTIME. Then the containment problem in $\text{XP}^{\mathbb{A}\mathbb{I}/X}$ over multi-labeled trees with attributes is also in PTIME.

Proof. Let $\varphi$ and $\psi$ be formulas in $\text{XP}^{\mathbb{A}\mathbb{I}/X}$.

Our algorithm first checks (in PTIME) if $\varphi$ is consistent, i.e., if it contains both $\exists a = c$ and $\exists a = d$ in the label of a node in $\varphi$ for some $a \in A, c, d \in D$. If $\varphi$ is inconsistent, we output $\varphi \not\subseteq \psi$.
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